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1. Introduction
With-absolute constructions (hereafter with-ACs) such as those in (1), where with takes a clausal

complement, have attracted a great deal of interest in the study of English grammar (Sakakibara (1982); 
McCawley (1983); among others). (The symbols in parentheses denote the acceptability judgments of 
Speakers A, B, C, and D, respectively.) 

(1) a.   John sat with tears streaming down his face. (OK/OK/OK/OK)
b. John came in with a parakeet on his head. (OK/OK/OK/OK)

By contrast, to the best of my knowledge, little attention has been paid to without-absolute constructions 
(henceforth without-ACs) such as those in (2) (Hantson (1983) being a notable exception).1 

(2) a.   John sneaked into the room without anyone noticing. (OK/OK/OK/OK)
b. John was sleeping without any clothing on his upper body. (OK/OK/OK/OK)

In this paper, we first investigate a number of interesting properties of without-ACs and discuss some 
problems that arise under a feature-based approach within the Minimalist framework. We then argue 
that without-ACs develop by analogy to with-ACs during certain intermediate stages of the acquisition 
of English, along the general lines of Kajita (1977, 1997, 2004, inter alia). This analysis provides a 
principled account of the existence and properties of without-ACs. 

2. Basic Facts
2.1. Meanings
   Sakakibara (1982) observes that with-ACs express a variety of meanings: “attendant circumstance,” 
“time,” “reason,” “condition,” and “concession.” All but concessive interpretations are available for 
without-ACs, as illustrated in (3).2 

(3) a.   John was sleeping without any clothing on his upper body. (OK/OK/OK/OK)
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b. Without anyone noticing, John sneaked into the room. [“When/While no one noticed, …”]
(OK/OK/OK/OK) 

c. Without John at home, Mary enjoyed her day off. [“Because John was not at home, …”]
(OK/OK/OK/OK) 

d. Without John at home, Mary would feel terrible. [“If John was not at home, …”]
(OK/OK/OK/OK) 

e. Without John at home, Mary enjoyed her day off. [“Although John was not at home, …”]
(*/??/*/??) 

2.2. Predicates 

   It is well known that with can select both verbal and verbless clauses, as illustrated in (4) and (5), 
respectively.3 

(4) a.   John sat with tears streaming down his face. (OK/OK/OK/OK) (VP)
b. John fell asleep with his radio turned on. (OK/OK/OK/OK) (VP)
c. With Mary to look after his children, John was optimistic about his future. (OK/OK/?/OK) (TP)

(5) a.   John came in with a parakeet on his head. (OK/OK/OK/OK) (PP)
b. The dwarf faded into darkness with us barely able to say good-bye. (OK/OK/OK/OK) (AP)
c. You cannot get lost with Mary your guide. (*/?/?*/?) (Predicative DP)

Without also selects both types of clauses. There is, however, idiolectal variation in the availability of 
adjectival small clauses in without-ACs like the one in (7b).4 

(6) a.   John sneaked into the room without anyone noticing. (OK/OK/OK/OK) (VP)
b. The troops retreated from the village without a shot fired. (OK/OK/OK/OK) (VP)
c. Without Mary to look after his children, John would need to work from home. (OK/OK/?/OK)

(TP) 
(7) a.   John was sleeping without any clothing on his upper body. (OK/OK/OK/OK) (PP)

b. The dwarf suddenly disappeared without anyone able to say good-bye. (*/?/OK/?*) (AP)
c. You would be better off without Mary your guide. (*/?/?*/?) (Predicative DP)

2.3. Markedness 

   As pointed out by Hantson (1983), passives as in (8)–(11) and expletives as in (12)–(15) tend to be 
more degraded in without-ACs than in with-ACs, especially when with(out) takes an infinitival 
complement, as in (10)–(11) and (14)–(15).5 

(8) a.   With his children being looked after by Jane, his future was looking brighter.
b. Without his children being looked after by Jane, his life would be pretty gloomy.

(Hantson (1983: 57)) 
(9) a.   With his children being looked after by Mary, John was optimistic about his future.
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   (??/OK/?/?) 
 b.   Without his children being looked after by Mary, John would need to work from home. 
   (??/OK/*/?) 
(10) a.   With his children to be looked after by Jane, his future was looking brighter. 
 b.*? Without his children to be looked after by Jane, his life would be pretty gloomy. 

(Hantson (1983: 57)) 
(11) a.   With his children to be looked after by Mary, John was optimistic about his future. 
   (??/?/?*/OK) 
 b. Without his children to be looked after by Mary, John would need to work from home. 
  (*/?/*/*) 
(12) a.   With there being someone to look after his children, his future was looking brighter. 
 b. Without there being someone to look after his children, his life would be pretty gloomy. 

  (Hantson (1983: 60)) 
(13) a.   With there being someone to look after his children, John was optimistic about his future. 
   (OK/OK/OK/OK) 
 b. Without there being someone to look after his children, John would need to work from home. 
  (OK/?/?/OK) 
(14) a.?? With there soon to be someone to look after his children, his future was looking brighter 
 b. * Without there soon to be someone to look after his children, his life would be pretty gloomy. 

(Hantson (1983: 60)) 
(15) a.   With there soon to be someone to look after his children, John was optimistic about his future. 
   (?*/?/?/OK) 
 b. Without there soon to be someone to look after his children, John would need to work from 
  home. (*/??/?/OK) 
 

3.  Problems 

   Within the Minimalist framework, one could assume that in with(out)-ACs of the form [PP with(out) 
[DPSubj XPPred]], with(out) is specified as [P, uD, uX] (where X is T, V, P, A, or D), i.e. with(out) c-selects 
a DP and an XP (cf. Adger (2003: 83ff.)).6,7 Alternatively, it could be assumed that a functional head 
mediating predication (e.g. [with(out) [FP DPSubj [F' F XPPred]]]) determines the syntactic types of 
predicates that with(out)-ACs can take. 
   There are, however, two problems with these analyses. First, they have nothing to say about 
interspeaker variation in the availability of predicates in without-ACs. All we could say under those 
analyses would be that with(out) or the F head is featurally specified in such-and-such a way. The other 
problem is that the analysis does not account for why passives as in (8)–(11) and expletives as in (12)–
(15) tend to be more degraded in without-ACs than in with-ACs. Given that with- and without-ACs are 
structurally analogous (i.e. [PP with(out) [DP XP]]) and that both passives and expletives are allowed in 
canonical TP complements, as in (16) (taken from Hantson (1983: 56)), it seems rather difficult to 
provide a natural account of the facts solely in terms of feature specification. 
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(16) a.   I expect the problem to be solved by John. 
 b. I expect there to be many people at the party. 
 

To sum up, the peculiarities of without-ACs are regarded as merely an accident under a feature-based 
analysis. 
 

4.  A Dynamic Approach 

4.1. Grammatical Dynamism 

   We argue that the properties of without-ACs receive a straightforward account within the framework 
of Kajita (e.g. 1977, 1997, 2004). Kajita’s non-instantaneous model of language acquisition, where 
Language Acquisition Device (LAD) makes reference not only to Primary Linguistic Data (PLD) but 
also to the properties of the current grammar, assumes step-by-step grammatical extensions. The ways 
in which the current grammar can be developed into the next grammar are determined by inter-stage 
constraints of type (17).8 

 

(17) If G(L,i) has property P, then G(L,i+1) may, though need not, have property P', and if G(L,i) does 
not have P, then G(L,i+1) cannot have P' unless some other constraint in the system makes P' 
possible in G(L,i+1). [G(L,i): the grammar of a language L at stage i; G(L,i+1): the grammar of       
the language at the next stage]                  (Kajita 1997: 384) 

 

4.2. An Extension Analysis 

   We propose that without-ACs are derived from ACC-ing complements on the model of with-ACs in 
the course of the acquisition of English. Suppose that there is a certain stage of the acquisition of English, 
call it Si, at which with-ACs (e.g. (18)) are already available and ACC-ing complements (e.g. (19)) 
become available. 
 

(18) a.   John sat with tears streaming down his face. (OK/OK/OK/OK) 
 b. John came in with a parakeet on his head. (OK/OK/OK/OK) 
(19) a.   I don’t mind {John/him} smoking cigars.                         (Hantson (1983: 62)) 
 b. After retirement it was also revealed the yokozuna’s legendary accomplishments came  
  despite him being blind in one eye.      (The Japan Times, May 20, 2020) 
 

It would seem natural to assume that at this stage, the structure of [without [DPACC V-ing]] like the one 
in (20) receives an interpretation such that without takes an ACC-ing complement, just as mind in (19a) 
and despite in (19b) do, because such interpretations are typically associated with the structure of [V/P 
[DPACC V-ing]]. 
 

(20) John sneaked into the room without anyone noticing. (OK/OK/OK/OK) 
 

   However, the speaker may subconsciously notice that ACC-ing complements of without (e.g. (20)) 
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are structurally and semantically quite analogous to with-ACs of the form [with [DPACC V-ing]] (e.g. 
(18a)). (Notice that the ACC-ing interpretation and the AC interpretation are identical in (20) (cf. van 
de Pol and Petré (2015: 214)).) At the next stage, Si+1, ACC-ing complements of without are reanalyzed 
as small clause complements of the form [without [DPACC vP]], based on with-ACs of the form [with 
[DPACC vP]] (e.g. (4a, b)). Notice that gerundive and passive participles share the features [–N, +V]. It 
thus becomes possible at this stage for without to take a passive participial complement (e.g. without a 
shot fired). This motivates the acquisition of infinitival complements of without (e.g. without Mary to 
look after his children) at the next stage, Si+2, given the common features [–N, +V] between participles 
and infinitives, and the availability of with-ACs taking infinitival predicates (e.g. with Mary to look after 
his children) at Si+1. Along similar lines, during subsequent stages, the other [–N] predicate, i.e. the 
prepositional predicate (e.g. without any clothing on his upper body), becomes available in without-ACs, 
followed by the adjectival predicate (e.g. without anyone able to say good-bye), on the model of the 
already acquired predicates of with-ACs.9 We therefore generalize the path of the series of extensions as 
in (21). 
 

(21) Without-ACs begin to take [–N] categories and then [+N] categories as their predicates, based on 
the syntactic types of predicates with-ACs take. 

 

This line of analysis would be reasonable, given that grammatical extensions proceed in “minimal” steps 
(Kajita (1997: 388, 2004: 20)). As a result, the gaps in paradigm (22) are (partially) filled in the adult 
grammar.10,11 (For expository purposes, we assume that with-ACs in Gi+1 can take predicates of all 
categories in (22) (cf. (5c); see also fn. 3).) 
 

(22) Paradigm of Predicates in Gi+1 

 to VP V-ing V-en PP AP DP 

with-ACs       

without-ACs       

 

   The present proposal gains support from observational data from five English children: Adam, Eve, 
Sarah (Brown (1973)), Abe (Kucjaz (1976)), and Naomi (Sachs (1983)), ranging in age from 1;1 to 5;1. 
(All data come from the CHILDES database (MacWhinney (2000)).) Table 1 shows age emergence data 
for with(out)-ACs (including without taking an ACC-ing complement), without DP (e.g. without you), 
and without PRO-ing (e.g. without getting hurt). “Verbless” represents with-ACs involving verbless 
clauses (e.g. with a parakeet on his head) and “verbal” those involving verbal clauses (e.g. with tears 
streaming down his face).12 Crucially, there are no instances of without-ACs (including without taking 
an ACC-ing complement) in the corpora, suggesting that without-ACs are a later acquisition than with-
ACs. (Notice that all children except for Eve produce nominal/PRO-ing complements of without.) Also, 
Adam and Abe produce with-ACs taking participial predicates at 3;5.29 and 4;4.1, respectively, before 
they produce without taking a PRO-ing complement, which we assume becomes available prior to an 
ACC-ing complement.13 These findings are consistent with the current analysis, where without-ACs 
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become available on the model of with-ACs during certain intermediate stages of the acquisition of 
English. 
 

Table 1. Age of Emergence for With(out)-ACs, Without DP, and Without PRO-ing 

 
Adam 

(2;3–4;10) 
Eve 

(1;6–2;3) 
Sarah 

(2;3–5;1) 
Abe 

(2;4–4;1) 
Naomi 

(1;1–5;1) 

with-ACs 
Verbless 2;8.1 2;3.0 2;10.5 2;7.7 2;3.17 

Verbal 3;5.29 - - 4;4.1 - 
without-ACs - - - - - 
without DP - - - 3;4.19 - 

without PRO-ing 4;10.23 - 4;6.10 4;10.29 2;5.5 

 

4.3. Consequences 

   Under the present proposal, the facts about without-ACs presented in Section 2 receive a 
straightforward account. First, without-ACs do not allow a concessive interpretation (3e) (cf. fn. 2). This 
can be accounted for if a variety of interpretations for without-ACs, illustrated in (3), gradually become 
available.14 Given that concessive clauses are acquired later than other adverbial clauses (Diessel (2004: 
Ch. 7)), the degraded status of (3e) might reflect the derivative status of concessive adverbials in general, 
which would make it impossible for without-ACs to express “concession” meaning. 

   Second, without-ACs allow a narrower range of predicates than with-ACs for some speakers, not the 
other way around, as shown in Tables 2 and 3. 
 

Table 2. Predicates of Without-ACs (cf. (6)–(7)) 

 to VP V-ing V-en PP AP DP 

Speaker A OK OK OK OK * * 

Speaker B OK OK OK OK ? ? 

Speaker C ? OK OK OK OK ?* 

Speaker D OK OK OK OK ?* ? 

 

Table 3. Predicates of With-ACs (cf. (4)–(5)) 

 to VP V-ing V-en PP AP DP 

Speaker A OK OK OK OK OK * 

Speaker B OK OK OK OK OK ? 

Speaker C ? OK OK OK OK ?* 

Speaker D OK OK OK OK OK ? 

 

This fact can be naturally accounted for under the current analysis, where the syntactic types of 
predicates without-ACs take gradually extend based on that of with-ACs, as generalized in (21). Also, 
given the order of acquisition proposed above, we can expect that predicates such as TP and AP are more 
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derivative than VP. The idiolectal variation in the availability of those derivative predicates is thus a 
natural consequence of the present proposal (cf. Yagi (1984: 240)). 
   Let us now turn to the fact that without-ACs are less compatible with passives and expletives than 
with-ACs, especially when with(out) selects an infinitival complement (i.e. [with(out) [DPACC to VP]]). 
The judgments of our informants and Hantson (1983) on the examples in (10)–(11) and (14)–(15) are 
summarized in Tables 4 and 5, respectively. The proposed analysis accounts for the data in terms of the 
“derivativeness” (Kajita (1983: 6)) of the relevant structures/constructions.15 

 

Table 4. Passivization within the Infinitival Complement of With(out)-ACs 

 Speaker A Speaker B Speaker C Speaker D Hantson 

with-ACs ?? ? ?* OK OK 

without-ACs * ? * * *? 

 

Table 5. Expletive There in the Infinitival Complement of With(out)-ACs 

 Speaker A Speaker B Speaker C Speaker D Hantson 

with-ACs ?* ? ? OK ?? 

without-ACs * ?? ? OK * 

 

   Recall that we proposed above that without-ACs are acquired later than with-ACs, and that basic-
derivative distinctions can be made among the syntactic types of predicates without-ACs take. Also, it 
has been reported that expletives and passives are not available in early child English (e.g. Radford 
(1990: 255–258); Tomasello (2003: 156–157); Kajita (2004: 15ff.); and references therein). Within the 
present framework, without-ACs, expletive constructions, and passive constructions are all derivative 
to varying degrees, in the sense of being introduced into the pre-adult grammars through grammatical 
extensions. Crucially, it is generally assumed that the derivativeness of structures is retained even in the 
adult grammar (Kajita (1983: 6)). The data in Tables 4 and 5 can thus be interpreted as reflecting the 
cumulative effect of the derivativeness of the infinitival complement of without and that of 
expletive/passive constructions.16 

   It is also worth noting that the idiolectal variation shown in Tables 4 and 5 suggests that the 
derivativeness of the same structure/construction (e.g. there-constructions) can differ among speakers. 
This is naturally accommodated by the current framework, where the paths of language development 
(partially) determine adult-grammar properties. 
 

5.  Conclusion 

   We have shown that without-ACs display a number of interesting properties that distinguish them 
from with-ACs and resist a satisfactory account in terms of feature specification/distribution in the spirit 
of the Minimalist framework. We have argued that without-ACs develop on the model of with-ACs in 
the course of the acquisition of English. The analysis put forth here gives us a principled account of the 
peculiarities of without-ACs. 
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NOTES 
1 We are concerned in this paper with those with(out)-ACs that function as adverbial modifiers as in (1)–
(2). However, with(out)-ACs can also be employed as adnominal modifiers, as illustrated below: 
 

(i) So in its way, giving towels is not much different from getting a free key chain or pen with the 
 name of the company on them when you buy something. […] But what about presents without the 
 name of the company on them and no obvious connection to what you’re buying? 

(Kate Elwood (2004) Takes and Mistakes, NHK Publishing, pp. 78-79.) 
 
2 Sakakibara (1982) cites the following example as showing that with-ACs can receive a concessive 
interpretation. 
 

(i) With parliamentary elections only eleven days away, Japanese Prime Minister Masayoshi Ohira 
 died of a heart attack last week at the age of 70. 

(Newsweek, Jun. 23, 1980; Sakakibara (1982: 79)) 
 

It should also be noted that without taking a PRO-ing complement like the one in (ii) can also receive a 
concessive interpretation. 
 

(ii) Without being invited, he sat down at our table. 
(Shogakukan Random House English-Japanese Dictionary, 2nd ed., s.v. without) 

 
3 Nominal small clauses selected by with(out), such as those in (5c) and (7c), are subject to a great deal 
of interspeaker variation. Consider the following: 
 

(i) a.  Why don’t you become a student again? With you (as) a student, we could subscribe to lots of 
   magazines at reduced rates.          (McCawley (1983: 281)) 
    b.  We will say that (79) [=AP S'] is a predication environment, with AP the predicate and S the 

 subject.          (Edwin Williams (1980) “Predication,” Linguistic Inquiry, p. 220.) 
 

All informants say that (5c) and (7c) are both acceptable if as is put before your guide, as in with(out) 
Mary as your guide. 
4 Speakers A, B, and D all concur that (7b) is acceptable if being is added before anyone, as in without 
anyone being able to say good-bye. Speaker A says that being “seems implied” in (5b) (i.e. with us 
barely being able to say good-bye), but it is not necessary, unlike in (7b). Adjectival small clauses 
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selected by without are acceptable to all informants when the adjective does not take a complement. 
 

(i) a.  Mary hates it when people speak with their mouths full. (OK/OK/OK/OK) 
    b.  Say that again without your mouth full. (OK/OK/OK/OK) 
 
5 Hantson (1983: 61) notes that “without has […] ceased to be a pure preposition, although, […], it is 
still far less of a clause introducer than with.” 
6 Given the standard assumption that v and T require a subject DP in their Spec, with(out) would bear 
just one c-selectional feature, i.e. [uV] or [uT], when with(out) selects a verbal clause (e.g. (4), (6)). 
7 Notice that assuming that without c-selects a small clause complement of the form [DPSubj XPPred] is 
not sufficient to account for the data in (6)–(7); rather it seems reasonable to assume that without c-
selects the DP and the XP and that those speakers who find (7b) and (7c) marginal or unacceptable have 
not acquired the relevant c-selectional features of without, i.e. [uA] and [uD]. 
8 Chomsky’s (e.g. 1975: 14–15, 119–122, 1986: 52–55, 2004: 104) instantaneous model of language 
acquisition, which considers LAD as a function that maps PLD to the adult grammar of a language, can 
make no reference to the properties of pre-adult grammars. 
9 I owe the original insight to Hiromune Oda (p.c.). 
10 The view that complementation patterns of a lexical head gradually extend is not entirely novel; see, 
for example, Omuro (2018: Ch. 6). 
11 Given that grammatical extensions are by definition optional (cf. (17)), it is possible that some of the 
gaps remain in some speakers’ grammar due to linguistic and/or extralinguistic factors. Masaaki Fuji 
(p.c.) suggests that “maturation” can be an extralinguistic factor that makes it difficult for grammatical 
extensions to proceed after reaching a certain age. 
12 With selecting an infinitival complement (e.g. (4c)) does not occur in the data examined here. 
13 This assumption gains some plausibility from the observation that in infinitival complements, covert 
(viz. PRO) subjects emerge prior to overt subjects (Bowerman (1979); Tomasello (2003: 245ff.); and 
references therein). Gerundive complements are later to emerge than infinitival ones (Bowerman (1979)). 
14 I am grateful to Toshiyuki Kumashiro (p.c.) for suggesting this idea to me. 
15 Kajita (1983: 6) notes that “[t]he strength of basic motivation, the degree of base-model similarity, 
and the modes of extension jointly determine the degree of derivativeness of the new rule/structure.” 
16 One might wonder why (6b), which involves passivization, is not ruled out on a par with (10b) and 
(11b). We assume, following a suggestion by Fuminori Matsubara (p.c.), that without selects a vP 
complement in (6b) but a TP complement in (10b) and (11), and that the degraded status of (10b) and 
(11b) is due to the cumulative effect of the derivativeness of passives and that of the infinitival 
complement of without. The somewhat greater acceptability of (9b) than (11b) for Speakers A, B, and 
D suggests that the participial complement of without is less derivative than the infinitival complement. 
For reasons that are not clear to me, Speaker C, who rejects (9b), also rejects its active counterpart (i.e. 
Without Mary looking after his children, John would need to work from home), which sounds acceptable 
to Speakers A, B, and D. 
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1. Introduction 

  In terms of Chomsky’s (2013, 2015) labeling theory, subject elements in English cannot occupy Spec-
CP since T is too weak to serve as a label, which is also a crucial notion to explain the that-trace effect; 
namely, T cannot be labeled if a wh-subject moves to Spec-CP (headed by that), causing the derivation 
to crash at the interfaces. However, a lot of studies have presented evidence that wh-subjects moves to 
Spec-CP in the derivation of subject questions (e.g. Messick (2020)). This creates a significant paradox: 
(i) if we argue that wh-subjects cannot occupy Spec-CP, we fail to explain the derivation of subject 
questions; but (ii) if we claim that they can move to Spec-CP, we cannot account for the that-trace effect. 
In this paper, we will claim that wh-subjects can occupy Spec-CP under the spirit of Free Merger and 
that various subject movement constraints, including the that-trace effect, can be reduced to interface 
conditions, overcoming the dilemma of subject movement in a conceptually desirable way. In fact, we 
will argue that φ-problems (the infeasibility of Affix Hopping and Case-valuation) generate subject 
movement constraints at the interface level. 
 

2. Labeling Theory and Problems 

2.1. Weak Heads 

  Chomsky (2013, 2015) holds that Merge is applied freely and any set formed by Merge must have a 
label for interpretations at the interfaces. To determine the label, Chomsky (2013) introduces the 
Labeling Algorithm by Minimal Search (MS). When a head and a phrase undergo Merge, the head 
provides the label. When two phrases undergo Merge, there are two strategies for labeling: either (i) 
agreeing features provide the label (e.g. <φ, φ>, <Q, Q>); or (ii) by raising one of the two phrases, the 
leftover one becomes the label since copies are ignored for MS (see Chomsky (2013: 44)). 

In addition to this algorithm, Chomsky (2015) proposes the following notion of weak heads. 
 

(1) English T and root R in all languages are too weak to serve as a label.  

 

12



This suggests that <φ, φ> agreeing labeling is required to strengthen the weak heads, thereby T in 
English must agree with a subject, and R must agree with an object, leading to a deduction of the 
structural parallelism between the CP and v*P phases. Crucially, based on the notion of weak heads, 
subject elements in English cannot move to Spec-CP but must stay within Spec-TP for labeling by MS, 
which leads to the that-trace effect. 
  

(2) a.  * Who do you think that loves Mary?  

 b.  {β that {α who T {R-v* who love Mary}}} 

 c.  {β that {α who T {R-v* who love Mary}}} (α = <φ, φ>) 
 

As (2) indicates, the wh-subject who must stay within Spec-TP to strengthen the weak head T; if it leaves 
there, T cannot be strengthened since MS cannot see copies. In this case, however, who is trapped within 
the Transfer domain α (the complement of that), so that it cannot move to the matrix Spec-CP. Hence, 
the derivation is doomed to crash, deriving the relevant effect from labeling. 
 

2.2. Elimination of Weak Heads (Hayashi (2020)) 
Although Chomsky’s labeling analysis successfully offers a theorical explanation to the that-trace 

effect, we have to say that it is problematic. Indeed, the weakness of T constitutes a theoretical 
contradiction with labeling in English infinitival clauses. If English T is weak, as pointed out by 
Mizuguchi (2017) and Hayashi (2020), the label of infinitival T cannot be determined since it is hard to 
assume that φ-agreement between a subject and infinitival to can be obtained. For this reason, such a 
theoretically problematic notion cannot be an effective tool to account for the that-trace effect. 

To resolve this kind of issue with labeling, Hayashi (2020) proposes that all heads are strong and 
Feature Inheritance is applied freely, eliminating the notion of weak heads proposed by Chomsky. 
Leaving the details aside, if his proposal is on the right track, infinitival T can be labeled without φ-
agreement since all heads are strong (see Hayashi (2020) in detail). Let us then reconsider the that-trace 
effect in terms of Hayashi’s proposal: 
 

(3) a.  * Who do you think that loves Mary?  

 b.  {β who[φ] that {α who T[uφ] {R-v* who loves Mary}}} (α = T) 
 

While Chomsky (2015) contends that who cannot move to Spec-CP due to the labeling failure of weak 
T, Hayashi (2020) eliminates the notion of weak heads entirely, rendering this argument moot; even if 
the wh-subject moves to Spec-CP in the derivation, T can be labeled since it is no longer a weak head 
under his analysis. Hayashi argues that the culprit is not the label weakness of T but [uφ] on T. In cases 
like above, significantly, [uφ] on T cannot be valued since MS cannot see the copy of who within Spec-
TP, causing the derivation to crash due to the undervaluation. Notice, however, that the relevant feature-
valuation can be achieved if C keeps [uφ], which should be admitted under the assumption that Feature 
Inheritance is optional. Let us then consider what happens if a subject element moves to Spec-CP and 
the phase head C keeps [uφ] as follows: 
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(4) {β Subject[φ] C[vφ] {α T {R-v* subject love Mary}}} (α = T, β = <φ, φ>) 
 

Since the subject occupies Spec-CP, [uφ] on C can be valued as in (4). However, Affix Hopping fails to 
work. As for cases like (4), Hayashi assumes that [vφ] on C must be attached to a verb V (R-v*) via 
Affix Hopping at the Sensorimotor (SM) interface. However, Affix Hopping from C to V is interrupted 
by T lying halfway between the two heads. This is because affixes can only hop from one head to the 
head immediately below it (e.g., Affix Hopping of T-to-Neg-to-V is disallowed: *John not loves Mary.). 
Hence, even if feature-valuation works, [vφ] cannot hop to V at the SM interface. Moreover, as argued 
by Suenaga (2022), there is likely to be another problem with subjects moving to Spec-CP. It is generally 
assumed that nominative Case is assigned as a reflection of φ-agreement between a subject and finite T 
at least in English (Chomsky (2000, 2001) and Epstein et al. (2012)). If so, wh-subjects also have to 
agree with finite T. Remember, however, that φ-agreement between a subject and T cannot be achieved 
if it moves to Spec-CP (see (3)), whereby [uφ] on T cannot be valued. In this regard, whether the relevant 
feature-valuation may or may not work, it remains unclear how the wh-subject gets nominative Case.1 

In short, it can be concluded that subject elements must remain within Spec-TP even though the 
notion of weak heads is abandoned; if subjects move to Spec-CP in the derivation, there will arise 
problems associated with φ-agreement (Affix Hopping and Case-valuation).  

 

2.3. Dilemma of Subject Movement 
   Although we have seen so far that subject elements cannot occupy Spec-CP due to φ-problems, we 
must encounter a formidable dilemma, which stems from the derivation of subject questions like (5).  

 

(5)    Who loves Mary?  

 a.  [CP C [TP Who loves Mary]]? (Spec-TP) 
 b.  [CP Who C [TP loves Mary]]? (Spec-CP) 
 

The derivation of subject questions has been mired in controversy particularly with respect to the 
question of whether wh-subjects occupy Spec-TP or Spec-CP. Based on our discussions so far, the 
former derivation (5a) should be chosen. Nevertheless, there is various evidence that wh-subjects move 
to Spec-CP, which will be briefly described below: 
 

(6)    A: Someone loves Mary.   B: Who?  

 a.  [CP C [TP Who loves Mary]]? (Spec-TP) 
 b.  [CP Who C [TP loves Mary]]? (Spec-CP) 
 

If we take sluicing to involve wh-movement to Spec-CP followed by TP-deletion, the wh-subject in (6) 
cannot stay within Spec-TP. This is because, if it remains there, who should be included within the 
sluiced site, TP (see also Messick (2020)). Next, consider the following data, which violates the 
Coordinate Structure Constraint (CSC): 
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(7) a.  * Who left and John went to the store?  

 b.  [CP who [&P [TP who left] & [TP John went to the store]]] (Messick (2020: 4)) 
    

As Messick (2020) argues, (7) shows that wh-subjects move to Spec-CP; if who and the DP subject John 
stayed within Spec-TP respectively, it would not violate the CSC, contrary to fact (as for other data, see 
Bošković (2019), Messick (2020), and references therein). 

It is important to recall here that the that-trace effect would not occur if wh-subjects were allowed to 
occupy Spec-CP. That said, it is empirically observed that wh-subjects move to Spec-CP in the derivation 
of subject questions. Thus, we must address these two seemingly contradictory aspects of subject 
movement within the current Free Merger framework, an agonizing dilemma that warrants our 
undivided attention.  

 

3. R-to-C Raising Analysis (Suenaga (2022, 2024)) 
3.1. Derivation of Subject Questions 

  In this section we assume with Suenaga (2022, 2024) that the derivation of wh-subject questions 
involves T-to-C raising by Internal pair-Merge, which allows wh-subjects to move to Spec-CP, 
overcoming the dilemma of subject movement discussed above. Consider (8): 
 

(8) a.   T-to-C Raising in Syntax  

 b.  {CP who[Nom] { <T-C>[vφ, Q] {T T {R-v* who V(R-v*) Mary}}}} 

  

The wh-subject who occupies Spec-CP in this simplified structure, where T undergoes the raising 
operation with Internal pair-Merge after inheriting [uφ, Q] from C. The crucial point here is that φ-
agreement between who and finite T(-C) is established, whereby φ/Case-valuation can be achieved. 
Furthermore, since T has already been raised to C in syntax, the local relationship between C (T-C) and 
V (R-v*) is established at the SM interface, so that [vφ] can be attached to V as shown in (9).  

 

(9) a.   Affix Hopping at the SM Interface  

 b.  {CP who { <T-C>[vφ, Q] {T … {R-v* … V Mary}}}} (CP = <Q, Q>, <φ, φ>) 
 

 

3.2. Subject Movement Constraints 

   If the present analysis is on the right track, it can be extended to cover various subject movement 
constraints, including the that-trace effect: 
 

(10)    Who do you think (*that) loves Mary?  

 a.  … R(think) {CP who { <T-C>[vφ, Q] {T T {R-v* who V(R-v*) Mary}}}} 

 

 b.  … R(think) {CP who {  that     {T T {R-v* who V(R-v*) Mary}}}} 
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(10) shows the stage where the wh-subject moves to the embedded Spec-CP. In cases like (10a), φ/Case-
valuation works since φ-agreement between who and T(-C) is made possible by T-to-C raising, which 
also establishes the local requirement for Affix Hopping at the SM interface, so that the derivation 
converges. In cases like (10b), however, T-to-C raising cannot be applied since the C head position is 
occupied by overt that, which is based on Chomsky’s (2015) assumption that when Internal pair-Merge 
takes place, the host (phase head) should be affixed to the raised element (non-phase head). It is naturally 
thought that an affix is a bound morpheme that cannot stand alone as a word. Crucially, that is not a 
bound morpheme but a free morpheme that can occur alone; namely, the free morpheme that can never 
be affixed, being unable to undergo pair-Merge. For this morphological reason, the relevant derivation 
is doomed to fail (due to the φ-problems), leading to the that-trace effect. 
  The same can apply to the following contrast found in Belfast English, which circumvents the doubly-
filled Comp filter unlike in Standard English as in (11a): 
 

(11) a.   I wonder which dish that they picked. (Henry (1995: 107)) 
 b. * I wonder which author that wrote this book. (Henry (1995: 141, fn.2)) 
 

Especially noteworthy here is that the object wh-phrase can occur with that, but the subject wh-phrase 
which author cannot, as shown in (11b). This intriguing contrast can also be reduced to φ-problems: 
 

(12) … R(wonder) { which author that { T { which author write this book}}} (= (11b)) 
 

(12) roughly depicts the stage where the subject which author occupies the embedded Spec-CP, whose 
head position is occupied by overt that. Recall that T cannot be raised to the filled position; hence, Affix 
Hopping and Case-valuation will not be achieved, which leads to the subject-object asymmetry in (11).  

   Our analysis can also deal with the following asymmetry involving the wh-island effect, where the 
wh-object what can move across the wh-island, but the wh-subject who cannot undergo such movement: 
 

(13) a.  ? What do you wonder who saw? (Chomsky (1986: 48)) 
 b. * Who do you wonder what read? (George (1980: 72)) 
 

With Free Merger in place, it can be assumed that (13a) has the following structure in the derivation: 
 

(14)   ? What do you wonder who saw? (= (13a)) 
 a.  {ε what[uQ, φ] {δ who[uQ, φ] {γ C[Q, uφ] {β T{α twho R-v* twhat …}}}}} 

 b.  {ε what[uQ, φ] {δ who[uQ, φ] {γ C {β T[Q, uφ] {α twho R-v* twhat …}}}}} (α = R-v*, β = T) 
 c.  {ε what[uQ, φ] {δ who[uQ, φ] {γ T[Q, uφ]-C {β T {α twho R-v* twhat …}}}}} 

 

(14a) exhibits the stage where both who and what internally merge with Spec-CP; since Merge applies 
freely, nothing bans this kind of Internal Merge. Next, T inherits [Q, uφ] and MS provides the labels as 
in (14b). Then, as shown in (14c), T-to-C raising occurs with Internal pair-Merge. Following Kitahara’s 
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(2020) analysis of unique valuation, however, φ-valuation cannot work in this case. Kitahara argues that 
when two or more distinct [vF] simultaneously participate in the valuation of one [uF], an externalization 
problem will arise. This is because there is no way to realize such multiple values on a single head: 
valuation must be done uniquely. Then, in cases like (14), two wh-elements both have [φ], so that φ-
valuation cannot succeed since two distinct [φ] simultaneously participate in the valuation of one [uφ] 
on T(-C), which leads to causing an externalization problem. However, this problem can be avoided if 
what moves away from Spec-CP at the next phase level, escaping from the MS domain of v*: 
 

(15) { what[uQ, φ] {ζ v*… {ε twhat {δ who[vQ, φ] {γ T[Q, vφ]-C, …}}}}} (γ = T-C, δ = ε = <Q, Q>, <φ, φ>) 
 

Here, since the lower copy of what is invisible to MS, φ-valuation works uniquely; hence, φ-problems 
do not occur in cases like (13a). Things get worse if the wh-subject who escapes from Spec-CP: 
 

(16) a.  * Who do you wonder what read? (= (13b)) 
 b.  { who[uQ, φ] { v*…{γ what[uQ, φ] {β twho {α T[Q, uφ]-C, ...}}}}}  

 

In this case, what remains within Spec-CP, so that the unique φ-valuation environment may be created. 
However, the agreement relationship between who and T-C is not established since MS cannot see the 
lower copy of who, whereby Affix Hopping and Case-valuation can never be accomplished properly, 
which derives the asymmetry involving the wh-island effect. In passing, if the discussion so far is tenable, 
we can predict that subject movement is incompatible with argumental topicalization, since it is expected 
that unique φ-valuation will not work. This prediction is borne out by the following data: 
 

(17) a.  * I wonder who this book would buy around Christmas.  

 b.  I wonder who around Christmas would buy this book. (Rizzi (1997: 309), slightly modified) 
 

Assuming that argumental topicalization is derived by movement of a topic element to Spec-CP 
(Agbayani (2000)), it is expected that who and the topicalized object this book occupy Spec-CP at the 
same time in cases like (17a). If so, unique φ-valuation will not succeed and an externalization problem 
occurs; who and this book both have distinct [φ] (see Lasnik and Saito (1992) for a government-based 
approach). Interestingly, however, subject movement is compatible with adverb preposing as shown in 
(17b). Unlike cases like (17a), significantly, it is expected that no valuation problem will arise in this 
case if we assume that adjuncts like around Christmas lack [φ]. In other words, even if who and around 
Christmas occupy the CP domain at the same time, φ-problems will not occur. Hence, the wh-subject is 
allowed to move to Spec-CP, which also derives the object-adjunct asymmetry in question. 
   In short, even without relying on the notion of weak T, the present analysis can elucidate the 
(un)availability of subject movement to Spec-CP in terms of φ-problems. Therefore, we formulate the 
following interface conditions on subject movement, which allows us to make sure what constraints 
subject movement and what enables it, leading to resolving the dilemma of subject movement: 
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(18)    Interface Conditions on Subject Movement  

 a.  Subject movement can be applied freely in the absence of φ-problems. 
 b. φ-problems arise when Affix Hopping and Case-valuation fail to work. 
 

This states that when φ-problems arise, subject movement must be constrained even if Merge can be 
applied freely. Conversely, in the absence of them, subjects can move freely, occupying Spec-CP. In the 
next section, we will discuss two amelioration effects involving subject movement, reinforcing the 
validity of our proposed interface conditions. 
 

4. Repair-by-Ellipsis: TP-Deletion + Default Case 

   It has been known that the that-trace effect can be repaired by ellipsis or TP-deletion (see Perlmutter 
(1971), Merchant (2001, 2008), and others). 
 

(19) It appears that someone will resign, but it’s not yet clear who. (Merchant (2008: 136)) 
 (cf. … not yet clear who [TP it appears [ that who will resign]]) (deletion is marked with shading) 
 

A curious point in cases like (19) is that, given the recoverability condition imposed on ellipsis, the wh-
subject moves past that to the landing site, which should be impossible under our analysis; T-to-C raising 
cannot be applied, causing φ-problems. Nevertheless, the that-trace effect does not occur. 

Even more curious is that ellipsis is likely to be associated with another constraint involving subject 
movement. Consider the following ungrammatical date in (20): 
 

(20) a.  * Who what said? (Haegeman (1994: 504)) 
 b. * I wonder who what will bring. (Lasnik and Saito (1984: 236)) 
 

Recall that a subject and object cannot occupy Spec-CP at the same time due to unique valuation failure; 
hence, it is expected that the subject and object wh-phrases cannot co-occur within Spec-CP in cases 
like (20). However, such ungrammatical constructions can somehow be revamped if ellipsis takes place 
as shown in (21), which is an instance of multiple sluicing: 
 

(21) Everyone brought something (different) to the potluck, but I couldn’t tell you who what. 
(Merchant (2001:112)) 

 

If we take (multiple) sluicing to involve (multiple) wh-movement followed by TP-deletion, it is certain 
that the intriguing cases listed above are rescued by TP-deletion: but how and why? We argue that the 
answer to this question lies in the combination of ellipsis and default case. This is based on an empirical 
fact that English can employ subjects carrying default case when TP-deletion takes place as follows: 
 

(22) a.  A: Who wants to try this game?  B: Me. (Merchant (2004: 703), slightly modified) 
 b. [CP Me C [TP wants to try this game]] 
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As for the formulation of fragment answers like (22), Merchant (2004) argues that it involves the 
movement of a fragment subject to Spec-CP followed by TP-deletion. Then, significantly, such a subject 
appears with an accusative form (Schütze (2001)). Furthermore, it is known that logical subjects in 
there-constructions also appears with default case (e.g. Robin (2014)). Importantly, when the subject 
elements undergo wh-movement, the wh-subject must be pronounced with who rather than whom: 
 

(23) a.   Who was there at the party? (Williams (1974: 177) 
 b. * Whom was there in the house? (Lumsden (1988: 44)) 
 

This suggests that, as pointed out by Moritake (2024), who should be used for the default morphological 
realization of wh-subjects in English. As for the implementation of default case, we follow Moritake’s 
(2024) proposal that [uCase] serves as an instruction for realizing default case at the SM interface: a wh-
subject is pronounced with default case when its [uCase] remains unvalued at the interface. Keeping 
these arguments in mind, reconsider the relevant amelioration effects: 
 

(24) a.   … but it’s not yet clear who [TP it appears [ that who will resign]] (= (19)) 
 b.  … but I couldn’t tell you [CP who what C [TP who bring …]] (= (21)) 
 

In cases like (19) and (21), subject movement is normally disallowed due to the infeasibility of T-to-C 
raising or unique valuation failure, which should cause φ-problems.  

 

(25) a.   … {CP who[default case] C {TP it appears that T[uφ] … V (R-v*) …}} (= (19)) 
 b.  … {CP who[default case] what C {TP T[uφ] … V (R-v*) …}} (= (21)) 
 

However, of importance in these cases is that deletion targets the TP domain which includes all the heads 
involving Affix Hopping. That is, since the domain does not have to be externalized, the application of 
affixial merger itself can be dispensed with, avoiding the issue with Affix Hopping. Moreover, even 
though [uCase] of the wh-subject may not be valued as it arrives at the SM-interface, it can be realized 
with its default case form who there, whereby the problem with Case does not occur, either. Hence, we 
can conclude that the derivations meet the interface conditions thanks to the application of ellipsis and 
the realization of default case at the SM interface. 
  To the extent that our analysis is on the right track, it is worth discussing a special type of exclamative 
sentences called Mad Magazine Sentences (MMs), which have some unique properties: 
 

(26) a.   HIM/*’im get a job?! (Akmajian (1984: 8), slightly modified) 
 b.  Him worry/*worries??  (Schütze (1997: 189)) 
 

As (26a) indicates, subjects in MMs are pronounced with default case and such subjects must be stressed. 
In addition, verbs used in MMs have no tense-agreement morphology as shown in (26b). Many studies 
have argued that MMs have infinitival T rather than finite T, so that the nominative Case assignment 
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never occurs based on the assumption that infinitival T does not have an ability to assign nominative 
Case (e.g. Schütze (1997)). Moreover, Moritake (2024) assume with Tamada and Kondo (2021) that a 
subject in MMs undergoes movement to Spec-CP to gain focus stress by agreeing with the phase head 
C bearing a focus feature [Foc]. Recall that subject movement to Spec-CP is allowed only if the 
derivation does not generate φ-problems at the interface level. Fortunately, in MMs, Case of subject 
elements does not need to be valued; they can be pronounced with default case. Additionally, there is no 
problem with Affix Hopping in such sentences; verbs in MMs do not have to be inflected just like verbs 
used in infinitival clauses. In this regard, we can say that subjects in MMs move to Spec-CP in the 
derivation without any problem. 
 

5. Conclusion 

   In this paper we proposed interface conditions which allow us to make sure what constraints subject 
movement and what enables it. Specifically, when φ-problems arise, subject movement must be 
constrained even if Merge applies freely. When the problems do not occur, subjects can move to Spec-
CP freely. Consequently, we could obtain the derivations in which wh-subjects can occupy Spec-CP (e.g. 
subject questions), while simultaneously deducing various subject movement constraints (e.g. the that-
trace effect), then solving the dilemma of subject movement under the spirit of Free Merger. 
 

* I would like to express my sincere gratitude to the floors and the chairpersons at Nagasaki Gengogaku 
Kenkyukai (Nagasaki Linguistics Workshop) held at Nagasaki University and the 42nd annual ELSJ 
conference. All remaining errors and inadequacies are my own. 

NOTES 
1 Note that the subject undergoes φ-agreement with C rather than T in (4). 
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1. Introduction: Relational Adjectives and their Type Shift  
   Denominal adjectives commonly fall into two types: qualitative and relational, as illustrated in (1a) 
and (1b), respectively. 
 
(1) a.  beautiful, childlike, famous, friendly, handy, speechless, stylish, picturesque 
  b.  alcoholic, alphabetical, dietary, industrial, republican, woollen 
  
A distinctive semantic difference between these two types is that qualitative adjectives (henceforth, 
QAs) are characterized as attributing properties to the denotation of their head nouns, whereas relational 
adjectives (henceforth, RAs) classify that denotation by relating their base nouns to their head nouns 
(Gunkel and Zifonun (2008: 283)). In this sense, RAs have a classificatory function. In other words, 
they narrow down the classes denoted by their head nouns to specify a certain subclass. Furthermore, 
relational adjectivizers (e.g. alcoholic) merely indicate that base nouns are related to head nouns in some 
respects. This implies that relational adjectivization is semantically empty, adding no semantic 
predicates to base nouns with the consequence that “their [= RAs’] denotation appears to be of the same 
semantic type as that of their respective base nouns (Gunkel and Zifonun (2008: 284)).” These 
considerations show that RAs retain the nominal properties of their bases to a significant degree. 
Therefore, these adjectives differ syntactically from QAs. For example, they can be modified by degree 
adverbs like very. This is not the case with RAs (e.g. * a very industrial output (Bisetto (2010: 66))). 
However, this RA-QA distinction is often ambiguous because RAs by and large shift to QAs, as observed 
by many morphologists. In particular, Bauer et al. (2013: 318) state that “it is possible to coerce just 
about any relational adjective into a qualitative reading.” To illustrate this shift, consider the different 
occurrences of grammatical in (2).    
 
(2) a. * very grammatical mistakes          b.  not very grammatical English  

(Farsi (1968: 55)) 
(3) a.  concerning grammar             b.  correct according to the rules of grammar 
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(LDCE, s.v. grammatical) 
 
In (2a), grammatical cannot occur with very because it is an RA, as defined in (3a). In contrast, the same 
adjective allows the occurrence in (2b) because it shifts to a QA to acquire a meaning as given in (3b).  
   Although this RA-to-QA shift is well-known, why such a phenomenon occurs has hardly been 
discussed in the literature and remains unexplained. This paper aims to investigate the reason in terms 
of competition. Nagano (2018), one of only a few works on the shift, explains that this comes from an 
internal structure specific to nominal phrases formed by RAs. This explanation implies that a possible 
factor for the shift is internal to an RA itself. In this respect, it can be seen as an internal factor. As 
another possibility, this paper examines the competition between RAs and other expressions, which can 
be regarded as an external factor. Like RAs, nouns have a classificatory function, serving as attributive 
modifiers of other nouns by forming N-N compounds (e.g. coffee table) (Payne and Huddleston (2002: 
448-451, 556-557) and Nikolaeva and Spencer (2020: 57), among others). The nonhead nouns (e.g. 
coffee (table)) attributively modify the head nouns (e.g. (coffee) table). In the following, we refer to such 
nonhead nouns as modifying nouns. It has been pointed out in the literature, such as by Nikolaeva and 
Spencer (2020), that RAs compete with N-N compounds. This entails a competing relationship between 
RAs and modifying nouns. Regarding the competition, Nikolaeva and Spencer (2020: 94) state that in 
English, occurrences of RAs are somewhat restricted partly because N-N compounds are standard. 
Interestingly, Spencer (1999: 97, n. 7) points to the possibility that this standard status of N-N 
compounds may be responsible for the RA-to-QA shift.1 This paper explores this possibility by adopting 
Aronoff’s (2016, 2019, 2023) competitive approach to morphology. More specifically, we prove that 
like RAs, modifying nouns result from a process called transposition. Furthermore, based on Aronoff’s 
competitive approach, we show that in English, the type involving modifying nouns is the default option 
for transposition rather than the type involving RAs, which results in their shift to QAs. Aronoff observes 
that the competition between two expressions can induce a semantic shift in either expression. We 
demonstrate that the RA-to-QA shift is an instance of such a semantic shift. 
   This paper is organized as follows. Section 2 shows that RAs are products of transposition and 
examines their morphological status. Section 3 reveals that modifying nouns undergo transposition to 
obtain adjectival morphosyntax. Section 4 introduces Aronoff’s competitive approach to our discussion 
and indicates that modifying nouns rather than RAs are default transpositions, which can trigger the RA-
to-QA shift. Section 5 makes concluding remarks.  
 
2. Relational Adjectives: Their Morphological Status 
   It is widely assumed that RAs, which are attested cross-linguistically, result from the transposition 
from nouns to adjectives. Its key feature is that “it changes the morphosyntactic category of the word 
(verb to noun, noun to adjective, and so forth) without alternating the semantic representation of the 
word (Spencer (2013: 63)).” In this sense, transposition is an asemantic process purely for category 
shifting. Note here that “morphology is traditionally divided into two branches inflection and derivation 
(Bauer (2003: 91)).” This division poses a natural question as to whether transposition is an inflectional 
or derivational process. According to Spencer (2016: 28), these two processes differ fundamentally in 
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that “inflection defines word-forms of a lexeme while derivation defines new lexemes.” Lexemes are 
abstract lexical units defined as “an abstract characterization of all the linguistically important properties 
of a word, much like the information found in a dictionary entry (Spencer (2016: 27)).” Derivation is 
lexeme formation. This is not true of inflection, whose main function is to change the word-forms of 
base lexemes to morphosyntactically required ones. Word-forms are actual forms that abstract lexemes 
select in particular morphosyntactic contexts. The following drives is an example of a verbal word-form.  
 
(4) He drives 12 miles to work.                         (LDCE, s.v. to drive) 
 
This sentence contains the third-person singular subject he and the present tense. Drives is a word-form 
selected by the verbal lexeme DRIVE in this morphosyntactic context.  
   Let us keep these considerations in mind and return to transposition. Spencer (2013) and Nikolaeva 
and Spencer (2020), among others, analyze it as a kind of inflection because it functions to change word-
forms. In particular, Nikolaeva and Spencer (2020) explain that RAs are adjectival word-forms that 
nominal lexemes select in the morphosyntactic context of attributive modification, which requires 
adjectives. According to this explanation, an adjective is the only morphosyntactic category available 
for attributive modification, which is inherently not open to nouns. If so, the context of attributive 
modification categorially requires adjectives; nouns cannot meet this morphosyntactic requirement as 
they stand. Therefore, they undergo transposition and change their morphosyntactic categories from 
nouns to adjectives. Owing to this categorial change, nouns get word-forms that meet the relevant 
requirement to qualify as attributive modifiers. As such, RAs are adjectival word-forms of their base 
nouns because these adjectives are syntactically required by attributive modification. In contrast, QAs 
are produced through derivation to form new lexemes.  
 
3. Modifying Nouns as N-to-A Transpositions: Morphologically Inert Transposition 
   The previous section showed that RAs are like inflected forms in that they are instances of word-
forms that nouns can take in particular morphosyntactic contexts. This implies that attributive 
modification by RAs is virtually attributive modification by nouns. Nikolaeva and Spencer (2020: 40) 
explicate this fact by stating that “in addition to canonical attributive modification, which involves a 
property word, nouns can be modified by an entity with a noun-like denotation [...].” Spencer (2013) 
and Nikolaeva and Spencer (2020), among others, refer to such noncanonical attributive modification 
as modification-by-noun. These morphologists also point out that English has N-N compounding as 
another option for modification-by-noun. Interestingly, Spencer (2003: 334, 2005: 121-122) and 
Nikolaeva and Spencer (2020: 87) consider productive (nonlexicalized) N-N compounds in English and 
analyze their modifying nouns (e.g. coffee table) as virtual RAs; these nouns undergo N-to-A 
transposition to acquire adjectival morphosyntax. In this case, the process does not induce suffixation. 
Spencer refers to such transposition as morphologically inert transposition. According to this analysis, 
modifying nouns are categorially adjectivized, whereas they morphologically remain nouns.  
   Spencer (2003, 2005) and Nikolaeva and Spencer (2020) mention that it is difficult to confirm the 
transpositional adjectivization of modifying nouns in English, where adjectives do not agree with their 
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head nouns. However, we can receive confirmation from adverbial modification. The following 
examples show that RAs can be modified by a certain type of adverb: 
 
(5) a.  The most recent CDP, [...], envisions the Electronics City area as an almost exclusively 

industrial development.  
(Building Bangalore: Architecture and urban transformation in India’s Silicon Valley, John Stallmeyer) 
  b.  It was located near the freeway in a largely industrial area, [...].  

(Isky: Ed Iskenderian and the History of Hot Rodding, Matt Stone) 
  c.  [...] this country developed a predominantly industrial structure [...]. 

(Green Accounting, Peter Bartelmus and E.K. Seifert) 
  d.  [...], or they have been compelled to sacrifice their purely industrial interests to other political 

considerations.         (Writings on Imperialism and Internationalism, John Hobson) 
  e.  The gradual conversion of the strictly industrial economy into a post-industrial economy is thus 

confirmed by numerous examples, [...].  
(The Digital Era 2: Political Economy Revisited, Jean-Pierre Chamoux) 

(underlines mine) 
 
The same is true of modifying nouns, as shown in (6), in which they occur with the same adverbs as 
those in (5).  
 
(6) a.  By the mid-1920s Conversat had become the highlight of the social season and an almost 

exclusively student event, [...]. 
(Macdonald Institute: Remembering the Past, Embracing the Future, James G. Snell) 

  a’. an event almost exclusively for students 
  b.  [...] Mies deploys the largely steel skin to articulate the steel skeleton (fig. 63). 

(Frame and Generic Space: A Study into the Changeable Dwelling, Bernard Leupen) 
  b’. the skin made up largely of steel 
  c.  Not even in Cuba, which was moving towards a predominantly sugar economy, were there any 

major signs of progress.          (The Roots of Caribbean Identity, Peter A. Roberts) 
  c’. an economy depending predominantly on sugar 
  d.  The price of coffee is influenced by factors beyond purely coffee factors. 

(International Coffee Agreement, 1962: Hearing before the Committee on Foreign Relations) 
  d’. factors associated purely with coffee 
  e.  The Knights of Labor was not a strictly working-class organization.   

(The Rising of the Women: Feminist Solidarity and Class Conflict, 1880-1917, Meredith Tax) 
  e’. an organization strictly for the working class 

(underlines mine) 
 
It is noteworthy that the underlined parts in (6a-e) can be paraphrased as in (6a’-e’), which indicates that 
the adverbs do not modify the relevant nouns but, rather, certain kinds of predicates. Note also that the 
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adverbs in question follow the articles a and the (except for (6d)). This means that these adverbs are 
included in DPs, where modifying nouns are the only possible targets for their modification. Adverbs 
can target adjectives for their modification, but “it is absolutely impossible for an adverb to modify a 
regular noun (Nikolaeva and Spencer (2020: 141)).” Moreover, Pullum and Huddleston (2002: 535-538, 
562-563) point out that the possibility of adverbial modification syntactically distinguishes adjectives 
from nouns. Given these considerations, the modification of modifying nouns by adverbs corroborates 
that they are categorially adjectives and not nouns. If so, it is plausible that these nouns experience a 
categorial shift through morphologically inert transposition to obtain adjectival morphosyntax.   
 
4. Analysis Based on a Competitive Approach 
   As is clear from the discussion in the previous section, modifying nouns are similar to RAs in that 
both are products of N-to-A transposition. These two differ in whether this process is morphologically 
inert or accompanied by suffixation. Henceforth, adopting Spencer’s (2005, 2013) terminology, we refer 
to the former type of transposition as m-inert N-to-A transposition. On the other hand, we refer to the 
latter type as suffixal N-to-A transposition. Based on Aronoff’s (2016, 2019, 2023) competitive approach 
to morphology, this section demonstrates that the RA-to-QA shift is reducible to the default status of m-
inert N-to-A transposition; it is preferable to the suffixal type as the default N-to-A transposition.  
 
4.1. Aronoff’s (2016, 2019, 2023) Competitive Approach to Morphology  
   Aronoff’s competitive approach is based on the principle of competitive exclusion. The concept was 
originally proposed as a biological principle. He claims that this principle holds true for languages and 
can account for a variety of morphological phenomena that are seemingly distinct in a unified fashion. 
This principle states that no two species can occupy the same ecological niche in the same environment. 
Specifically, competition occurs whenever two or more species with the same niche exist in the same 
environment. The result is that all but one are excluded from the relevant niche and go extinct. 
Nevertheless, competition does not always result in the elimination and extinction of the losers, as they 
can survive if they are differentiated from their competitors. This differentiation means that they undergo 
adaptive changes to obtain new niches. In a series of works, Aronoff emphasizes that such a phenomenon 
is often observed in morphology. For example, Aronoff (2016: 42) points out that “[i]n cases of 
differentiation, one affix/pattern becomes specialized either in meaning or in distribution.” To exemplify 
the specialized meanings, he explains the semantic difference between collectivity and collectiveness; 
the former has taken on a special meaning in political and sociological discourse, denoting ‘the collective 
body of people forming a community or state,’ while the latter has the predicted sense ‘collective quality 
or condition.’ Another example can be found in pairs of -ncy and -nce, which both derive abstract nouns. 
Aronoff and Lindsay (2014: 71) observe that -ncy nouns (e.g. excellency) are more likely to be 
specialized in meaning because they are less productive than -nce nouns (e.g. excellence). The present 
analysis states that the semantic specialization under discussion illustrates adaptive changes. 
 
4.2. RA-to-QA Shift as an Adaptive Change 
   Given the principle of competitive exclusion, the RA-to-QA shift can be captured as an instance of 
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adaptive changes. According to the present analysis, RAs and modifying nouns share the status of N-to-
A transpositions. The principle tells us that these two compete because they have the same niche of N-
to-A transpositions and occur in the same environment of attributive modification. Our assumption is 
that the competition excludes RAs from the transpositional niche; consequently, these adjectives 
undergo an adaptive change to obtain a new niche as QAs.   
 
4.2.1. English RAs  N-to-A Transpositions 
   In fact, the exclusion has been suggested by Spencer (2013) and Nikolaeva and Spencer (2020), 
among others. These authors challenge the transpositional status of English RAs and claim that most of 
them are not N-to-A transpositions in a true sense. Like inflection, transposition changes the word-forms 
of its bases. Thus, this process retains some syntactic properties of the bases. Consequently, the 
morphosyntax of the transposed and base categories can be mixed in the transpositions. The 
aforementioned authors refer to this mixing as syntagmatic category mixing. This is illustrated by 
Udihe.2 In this language, RAs allow other adjectives to modify their base nouns, as shown in (7). 
 
(7) [niŋka  seule]-me    tege  
  [Chinese silk ]]-REL.A  gown 
  ‘a gown made of Chinese silk’       

(Nikolaeva and Spencer (2020: 95)) 
 
In this example, the base noun seule of the RA seuleme is modified by the adjective niŋka ‘Chinese.’ 
Nikolaeva and Spencer (2020) refer to the availability of such inbound modification as the Base Noun 
Modifiability Property (BNMP). The authors regard this as the defining property of N-to-A 
transpositions. Thus, they claim that “[i]t is the BNMP that gives rise to the most important types of 
syntagmatic mixing in denominal adjectives (Nikolaeva and Spencer (2020: 34)).” Modifying nouns in 
English exhibit the BNMP, as shown in (8a), which corroborates that they are N-to-A transpositions. 
 
(8) a.  [high tide] currents     b. * [[high tid]al] currents   (Nikolaeva and Spencer (2020: 34)) 
 
In (8a), the modifying noun tide is modified by the adjective high. By contrast, RAs are devoid of the 
BNMP because they do not allow for such inbound modification. This can be seen in the 
ungrammaticality of (8b), where high targets the base noun tide of the RA tidal for its modification. 
These facts lead Spencer (2013) and Nikolaeva and Spencer (2020), among others, to conclude that in 
most cases, English RAs are not genuine transpositions but special cases of lexemes, which these authors 
term transpositional lexemes.3 

 

4.2.2. Default Options and their Priority 
   If the present analysis is on the right track, one might wonder why RAs but not modifying nouns are 
ruled out from the niche of N-to-A transpositions; why the nouns compete with the adjectives to win 
this niche. We assume that this is because the m-inert type is the default option for N-to-A transposition, 

27



which means that the type places no restrictions on its inputs, whereas the suffixal type restricts its inputs 
to particular types of nouns. In fact, as mentioned in the introduction, Nikolaeva and Spencer (2020: 94) 
note the restricted occurrences of RAs in English, which are partly due to the standard status of N-N 
compounds. Spencer (2013: 360) also observes that “relational adjective formation is not entirely 
productive and is lexically restricted [...].” This restriction is related to the fact that the vast majority of 
RAs in English are borrowings from Latin, (Ancient) Greek, French, and so on, some of which are given 
in (9a); the examples given in (9b) are native RAs. 
 
(9) a.  alcoholic, alphabetical, bulbous, crystalline, dietary, industrial, polar, republican 
  b.  blue-eyed, daily, rainy, woollen 
 
Regarding this fact, Beard (1995: 188) explains that “[t]he rule for English is that Latinate nouns are 
subject to affixation; Germanic nouns and, optionally, Latinate nouns are used without morphological 
marking, [...].” In terms of transposition, this explanation tells us that suffixal N-to-A transposition 
mostly restricts its inputs to borrowed nouns, which is not found in the m-inert type. Let us keep this 
restriction in mind and return to the principle of competitive exclusion. To explicate this principle, 
Aronoff (2023: 55) states that “[w]hen two species compete for exactly the same requirements, one will 
be slightly more efficient than the other and will reproduce at a higher rate.” Given this statement, we 
can assume that the m-inert type, whose inputs involve no restriction, is more efficient than the suffixal 
type, whose inputs are restricted, and thus wins the competition.  
   Some facts suggest that the m-inert type is preferred as the default option for N-to-A transposition. 
For example, the suffix -en originally functioned to derive RAs denoting ‘made of.’ However, it has 
been observed that this original function has ceased to be productive since the 16th century. More 
commonly, -en adjectives are used with figurative meanings like ‘resembling,’ as seen from the contrast 
in golden wedding vs.* golden watch (Giegerich (2004: 7)). Only a few of these adjectives are available 
as material denoting RAs. According to Marchand (1969: 270), they include birchen, earthen, wooden, 
and woollen. However, Giegerich (2004: 7) notes that wooden and woollen alone retain the original RA 
function to denote ‘made of.’ Modifying nouns are now more common for the relevant purpose, as 
exemplified in (10).  
 
(10) gold and silver watches, leather cases, silk stockings           (Marchand (1969: 270)) 
 
Moreover, Feist (2012: 216) finds a trend from the 18th century toward replacing RAs with the 
corresponding nouns (e.g. historical lecture history lecture, geographical book geography book), 
which continues, as in the current increase in the use of phrases like science instruments. Given the 
present analysis, plausibly, this trend means that m-inert N-to-A transposition is selected even if the 
suffixal type is available.  
 
4.3. Motivation for the Present Analysis: Type Shift in Deverbal Nouns 
   The present analysis is independently motivated because deverbal nouns (e.g. acceptance, denial, 
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development, examination, felling, and so on) can shift from one type to another. It has been known 
since Grimshaw (1990: Ch. 3) that these nouns differ between complex event and result nominals. The 
former have eventive interpretations and argument structures because they inherit verbal properties from 
their bases. The latter are devoid of verbal argument structures, naming the results of verbal actions 
including products, or denoting something associated with an action. Grimshaw (1990: 49, 67) observes 
that deverbal nouns are often ambiguous between these two types of nominals, which is not found in 
gerundive nominals involving -ing (e.g. felling). This ambiguity is illustrated in (11). 
 
(11)  a.  The examination of the patients took a long time. 
   b.  The examination was on the table. 

(Grimshaw (1990: 49)) 
 

In (11a), examination is a complex event nominal, because it takes the argument the patients. By contrast, 
in (11b), the same noun does not occur with any argument. Thus, it is a result nominal, denoting a 
concrete entity like “a spoken or written test of knowledge, especially an important one (LDCE, s.v. 
examination).” Grimshaw (1990: 55) attributes the resultative readings of ambiguous deverbal nouns to 
a shift from complex event to result nominals. This is not the case with gerundive nominals. The 
examples given in (12) show that these nominals are ungrammatical without arguments. 
 
(12) a.  The felling *(of the trees)         a’. They felled *(trees). 
   b.  The destroying *(of the city)       b’. They destroyed *(the city). 

(Grimshaw (1990: 50)) 
 
Thus, Grimshaw (1990: 56) points out that “[a]part from a few lexicalized cases (hand-writing, for 
example), gerundive nominals pattern perfectly as complex event nominals.” Supposedly, the gerundive 
-ing is the default nominalizing option. This is because there is no restriction on its inputs in that “[a]ll 
non-auxiliary verbs in English, regardless of their origin or other means of nominalization, have nominal 
forms in -ing (Bauer et al. (2013: 202)).” In other competing nominalizers, their inputs are restricted to 
particular types of verbs, such as borrowed verbs. For example, observing restricted inputs of -ation (e.g. 
examination), Bauer et al. (2013: 201) notes that “[t]he vast majority of words in -ation are formed on 
non-native bases, [...].” 
   Our competitive approach also goes for the shift from complex event to result nominals. Given the 
principle of competitive exclusion, it is plausible that the priority of the default -ing induces a type shift 
in other competing options. Therefore, this shift can be captured as parallel to the RA-to-QA shift. 
 
5. Concluding Remarks 
   Adopting Aronoff’s (2016, 2019, 2023) competitive approach to morphology, this paper explored 
the RA-to-QA shift to demonstrate that it follows from the principle of competitive exclusion. RAs 
compete with modifying nouns. The adjectives result from N-to-A transposition, an asemantic process 
purely for category shifting. Similarly, modifying nouns are transposed into adjectives. In this case, m-
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inert transposition is involved. Morphologically, the outputs are still nouns. In the case of RAs, the 
relevant process induces suffixation. The m-inert type places no restrictions on its inputs, whereas the 
suffixal type restricts its inputs to particular types of nouns. In this sense, the former can be seen as the 
default option for N-to-A transposition. Under the principle of competitive exclusion, the RA-to-QA 
shift can be captured as an illustration of an adaptive change and the resultant acquisition of a new niche. 
Because of their default status, modifying nouns (i.e. the outputs of m-inert N-to-A transposition) are 
prioritized to exclude RAs (i.e. the outputs of suffixal N-to-A transposition) from the niche of N-to-A 
transpositions. Consequently, these adjectives shift to QAs through adaptive changes in order to acquire 
a new niche. The present analysis has an independent motivation in that a similar type shift is observed 
in deverbal nouns. Our exploration reveals that the priority of the default option brings about new usage 
or meanings in other competing options. Similar phenomena are widely observed in morphology. Our 
competitive approach tells us that these phenomena are parallel to the RA-to-QA shift in that they follow 
from the principle of competitive exclusion.  
 

NOTES 
1 For the sake of convenience, this paper refers to English N-N combinations as N-N compounds. 
Notoriously, these combinations are quite frequently ambiguous between nominal phrases and N-N 
compounds. We do not consider their formal status, although it has been controversial.  
2 It is a member of the Tungusic family and is spoken in the southern part of the Russian Far East.  
3 According to Spencer (2013) and Nikolaeva and Spencer (2020), among others, transpositional 
lexemes are derivational in that canonical derivation defines new lexemes; on the other hand, they are 
transpositional because the formation involves no semantic addition. For example, Nikolaeva and 
Spencer (2020: 34) state that “[i]n a sense it [= tidal] is a genuine instance of derivational morphology 
which happens not to introduce any additional semantic content to the derived lexeme and which 
therefore partially fulfils the function of the true transposition.” 
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1. Introduction 

   This paper attempts to resolve an ongoing debate on the syntactic status of noun phrases, i.e., whether 
they are NP or DP, by focusing on the possibility of discontinuous noun phrases in Old English (OE) 
and Middle English (OE). Since Abney (1987), the maximal projection of English noun phrases has 
been assumed to be DP, whose head (i.e., D) takes an NP as its complement, and that articles are the 
representative lexical item of the D position. In the literature on the historical generative syntax, a 
question has emerged regarding whether the functional head D exists within the nominal domain even 
in OE and ME, which lack articles (either definite or indefinite). Some researchers give a negative 
answer to this question (e.g., Yamamoto (1989), Osawa (2000)). Their claim can be roughly summarized 
as follows: 
 

(1) a.   The DP layer emerged after the development of articles, which means that English underwent 
a historical change from an NP language to a DP language. 

 b.  Prenominal modifiers show more flexible order patterns in OE and ME than in Present-day 
English (PE), which illustrates the difference in the internal structure of the nominal domain. 

 

Others contend that even languages without articles have the DP layer and hence the noun phrases are 
categorially unified under the DP hypothesis (e.g., Progovac (1998), Wood (2007), Ibaraki (2009, 2010)). 
Both the ‘emergence of D’ and ‘universality of D’ perspectives have tried to provide empirical and 
theoretical evidence for this controversial topic, but no decisive answer to this question has arisen. This 
paper argues that the DP layer has emerged in the course of its history, and demonstrates that this 
argument is well-supported by the decline of discontinuous noun phrases, especially in the extraposition 
of genitive (or possessive) expressions and discontinuous coordinated noun phrases. This paper 
propounds that the loss of the relevant extraposition indicates the emergence of the DP layer in the 
history of English, by assuming, along with Bošković (2014 et seq.) and Oda (2021), that the highest 
extended projection serves as a phase and every Internal Merge (IM) cannot violate both locality and 
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antilocality constraints. Furthermore, this paper presents the results of corpus research to identify when 
the functional head D emerged. 
 

2. Previous Studies of Old English Noun Phrases 

   OE has the demonstratives such as se ‘that’, which is the origin of the definite article the. A question 
related to the NP/DP debate is whether demonstratives function as the functional head D. From the 
‘emergence of D’ perspective, they are not a functional item. Osawa (2000) points out OE examples of 
bare noun phrases (e.g., wælstowe gewald [lit. battlefield-FEM-GEN command] ‘command of the 
battlefield’). As the translation shows, PE requires a definite article in the relevant context. This suggests 
that PE contains a DP layer, whereas OE does not. Yamamoto (1989) claims that demonstratives were, 
in principle, the same as adjectives, because they can cooccur with either possessive pronouns or nouns 
in the genitive case, as in (2). 
 

(2) a.   Hie þa lærde se heora halga bisceop (lit. them then instructed that their holy bishop) 
‘Then their holy bishop instructed them’ (BlHom 201.24 / Yamamoto (1989: 3)) 

 b.  ðe gehyrað ðæt halige Godes word (lit. who hear that holy God's word) 
‘who hear the holy word of God’ (ÆHom IV. 294−Allen / Yamamoto (1989: 3)) 

 

The demonstratives in OE show rich inflections according to the gender, number, and case of the head 
noun that they modify, identical to the adjectives in OE, so her claim is not unnatural. Furthermore, the 
fact that an adjective may precede them, as shown in (3), supports their adjectival status. 
 

(3) a.   […] he wæs soþ Godes Sunu (lit. he was true God's Son) 
‘he was the true son of God’ (BlHom 29.26 / Yamamoto (1989: 3)) 

 b.  mid sele þan kinge (lit. with good the king) 
‘with the good king’ (Lawman−Lightfoot / Yamamoto (1989: 4)) 

 

She claims that semantic and pragmatic factors allow for this kind of flexible word order for prenominal 
modifiers. 
   However, from the ‘universality of D’ perspective, the DP layer exists throughout the history of 
English, and its existence is independent from the historical changes described above. Ibaraki (2009, 
2010) claims that English noun phrases have had a DP layer throughout its history, and proposes the 
following internal structure of nominal phrases, where the demonstratives are generated as the functional 
head D: 
 

(4) [DP Pre-D [DP Pre-D [D′ Cent-D [NumP Spec [Num′ Post-D [NP Spec [N′ N]]]]]]] (Ibaraki (2009: 85)) 
 

He conducted corpus research on the relative word order of prenominal modifiers, such as 
predeterminers (Pre-D; e.g., all, both, half), central determiners (Cent-D; e.g., articles, demonstratives, 
any, every, some), postdeterminers (Post-D; e.g., cardinal numbers, ordinal numbers, few, many) and 
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prenominal adjectives. Based on the results of his corpus research, he claims that relative word order 
patterns have been almost the same throughout the history of English and concludes that word order in 
the nominal domain was not so flexible even in OE. Hence, prenominal elements are generated in the 
designated positions, basically in the same manner as in PE, while word order patterns attested in OE, 
which are unusual in PE, are accounted for by assuming movement operations to derive the relevant 
word order (e.g., movement of a possessor phrase in Spec, NumP to Spec, DP for feature checking). 
   To summarize, the morphosyntactic behavior of demonstratives in OE is puzzling. Previous studies 
on both perspectives have made important observations on this topic, and the evidence they provide 
seems convincing to some extent; however, none of them are decisive. Hence, we need evidence from 
a different aspect. In the next section, this paper proposes that discontinuous noun phrases play an 
important role. 
 

3. The Phasehood of NP/DP and Discontinuous Noun Phrases  

   It has been argued that noun phrases in Slavic languages such as Serbo-Croatian lack a DP layer 
(Corver (1989)). This argument is based on cross-linguistic differences in sensitivity to the left branch 
condition. 
 

(5) Left Branch Condition: No NP which is the left most constituent of a larger NP can be reordered 
out of this NP by a transformational rule. (Ross (1967: 207)) 

(6) a.  * Smarti, they are [ti students]. (Oda (2021: 619)) 
 b.  Serbo-Croatian 

Pametnii, su oni [ti studenti]. (lit. smart are they student) 
‘They are smart students’ (Oda (2021: 619)) 

 

This contrast is analyzed by the difference in the internal structure of the noun phrases: the left branch 
condition is violable in languages without a DP layer (i.e., NP languages), while languages with a DP 
layer (i.e., DP languages) conform to the relevant condition. Recently, it is attributed to the phasehood 
of the noun phrases and antilocality (e.g., Bošković (2014), Oda (2021)). 
 

(7) The highest projection in the extended domain of every lexical head functions as a phase. 
  (Bošković (2017: 11)) 

(8) [A]ntilocality requires movement to cross at least one full phrasal boundary (not just a segment) 
  (Bošković (2017: 11)) 

 

Under this analysis of phases, any movement must stop by a phase edge. In NP languages, the NP is the 
highest projection of a head noun. This means that an adjunct to an NP (i.e., XP in (9)) originates at the 
edge of the NP phase, so that it can be extracted from its base-generated position. Contrarily, in the DP 
languages, the DP is the highest projection of a head noun; therefore an adjunct to an NP cannot raise 
without stopping by the DP edge, and this movement violates the antilocality requirement in (8). 
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(9) a.   NP languages: [NP XP [NP N YP]] 
 b.  DP languages: [DP (Edge) [D′ D [NP XP [NP N YP]]]] 

 └─── ───┘ 

 

Oda (2021), along with Talić (2015, 2017), assmes that languages without the DP layer does not have a 
functional layer in the domain of other lexical domain, while languages with the DP layer does, and he 
claims that coordination also fall under this structural parallelism, based on examples of discontinuous 
coordination like (10). 
 

(10) a.  * [which table]i will he buy [ti and the chair]. (Oda (2021: 606)) 
 b.  Serbo-Croatian 
  ? Knjigei je Marko [ti i filmove] kupio? (lit. books is Marko and movies bought) 

‘Marko bought books and movies’ (Oda (2021: 606)) 
 

The extraction of a conjunct from the coordinated structure is prohibited in PE. This is a well-known 
effect of the coordination structure constraint in (11). 
 

(11) The Coordination Structure Constraint: In a coordinate structure, no conjunct may be moved, 
nor may any element contained in a conjunct be moved out of that conjunct. (Ross (1967: 161)) 

 

The contrast in (10) can be explained by the difference in the internal structure of the coordination in 
(12). 
 

(12) a.   NP languages: [ConjP XP [ConjP Conj YP]] 
 b.  DP languages: [FconjP (Edge) [Fconj′ Fconj [ConjP XP [ConjP N YP]]]] 

 └───── ─────┘ 

 

Interestingly, OE seems to show the same behavior as Serbo-Croatian, as in (13). 
 

(13) a.   Ond he hinei miclum [ti ond his geferan] mid feo weorðude. 
and he him greatly  and his companions with money honored 

   ‘And he much honored him and his companions with money’ 
 (Anglo-Saxon Chronicle 878, Lightfoot (1999) / Oda (2021: 606)) 

 b.   hu micel sio byrðen bið ðæs lareowdomes 

how great the burden is the-GEN teaching-GEN 

   ‘Marko bought books and movies’ (CP 32.6, Yamamoto (1989: 6)) 
 

Thus, I assume that the (in)sensitivity to the conditions in (5) and (11) indicates that OE is an NP 
language, while PE is an DP language, which means that this paper adheres to the ‘emergence of D’ 
analysis. The next question arises: when did the functional head emerge during the course of the history 
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of English? The following section addresses this question. 
 

4. Discontinuous Noun Phrases in the History of English and the Emergence of D 

   It is well-known that the indefinite article a/an and the definite article the developed from the 
numeral an ‘one’ and the demonstrative se ‘that’, respectively. According to Rissanen (1967: 262), the 
numeral an was used as the indefinite article from the OE period, and its reduced form (i.e., a) is first 
attested in twelfth-century texts. In thirteenth-century texts, it is common while the longer form is also 
frequently attested. The use of the reduced form was established in the fourteenth century. Osawa (2000: 
75) reports that the form þe, which is a morphological variant of the OE demonstrative se ‘that’, is the 
origin of the definite article the, and that it began behaving as the definite article around 1400 (i.e., the 
Late ME period). If we are to claim that the rise of articles indicates the emergence of the functional 
head D in the history of English, we expect that English underwent a change to a DP language between 
the twelfth and fifteenth century. The question is when did English change? 

   First, let us consider the loss of discontinuous coordination in English to answer this question. 
Several studies have been conducted on the relevant construction; however, they have not reached a 
consensus on when it was lost. Traugott (1972) claims that it lost during the Early ME period. Iwata 
(2008) claims that it was attested in the middle of the ME period, whereas Taylor and Pintzuk (2017) 
report that it was still used at the end of the Early Modern English Period. Interestingly, Traugott's (1972) 
observation almost corresponds to the earliest instances of the reduced form a, while Iwata's (2018) 
corresponds to the time of the establishment of the definite article the. 
   Although Taylor and Pintzuk's (2017) observation does not seem compatible with the ‘emergence of 
D’ perspective, they provide a useful syntactic analysis for discontinuous coordination. They claim that 
two different derivations of the relevant construction existed (i.e., movement and deletion), as 
schematized in (14). Here, C1 and C2 represent the first and second conjuncts, while & represents the 
coordinator. 
 

(14) a.   … X … [C1 & C2] … Y …  C1 … X … [ tC1 & C2] … Y … 

   C1 … X … [ C1 t& C2] … Y … & C2 

 b.  [C1 X1 Y1 Z1] & [C2 X2 Y2 Z2]  [C1 X1 Y1 Z1] & [C2 X2 Y2 Z2] 
 

Thus, discontinuous coordination was derivationally ambiguous in OE. Note that the derivation in (14b) 
is still available in PE (e.g., John studies Japanese, and Bill too.), while the derivation in (14a) is not, as 
shown in (10). This suggests that the application of the movement operation to an element inside a noun 
phrase was prohibited at some stage, and this paper assumes that the decline of the relevant type of 
construction indicates the stage at which English changed to a DP language. 
   The following example is an important instance of a relevant construction, in which the second 
conjunct intervenes between the finite auxiliary and the nonfinite verb: 
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(15)þæt he sceolde & his ofspring his wed healdan 

that he should and his offspring his oath keep 

 ‘that he and his offspring should keep his oath’ 
  (cocathom1,+ACHom_I,_6:225.49.1090 / Taylor and Pintzuk (2017)) 

 

If this is derived by deletion, we must assume that deletion is applied twice; that is, one is the deletion 
of the nonfinite verb and its object at the first conjunct and the other is the deletion of the subject and 
finite auxiliary at the second conjunct. Such an intricate application of deletion is unnatural; therefore, 
it is safe to assume that the example in (15) is derived by the extraction of the conjunct out of the 
coordinated structure, as represented in (14a). 
   Following Taylor and Pintzuk (2017), Yamamura (2022) conducted corpus research on the 
discontinuous coordination involving both the finite auxiliary and nonfinite verb. He found the last 
instance of the relevant construction, as in (15), in Early ME text, which was composed in 1225. 
Consider the following example. 
 

(16)þe deules þralsipe. þe hie hadden and al $ofspring one wuned. 
the devil's slavery that they had and all offspring on habituated 

 ‘the devil’s slavery that they and all offsprings had been habituated to’ 
  (CMTRINIT-MX1,101.1355 / Yamamura (2022: 121)) 

 

The fact that such instances were not attested after 1225 suggests that the extraction of the conjunct 
became unavailable in English in the Early ME period; therefore, we can conclude that D emerged in 
this period. 
   We expect that the same is true for the sensitivity to the left branching condition. Although the 
extraction of an adjective out of a noun phrase is not attested in texts in historical corpora, the extraction 
of genitive phrases is (see (13b)). I conducted corpus research on the extraction of genitive phrases in 
the history of English, by employing the following historical corpora. 
 

(17) a.   The York-Toronto-Helsinki Parsed Corpus of Old English Prose (YCOE) 
 b.  The Penn-Helsinki Parsed Corpus of Middle English, Second edition (PPCME2) 
 c.  The Penn-Helsinki Parsed Corpus of Early Modern English (PPCEME) 
 d.  The Penn Parsed Corpus of Modern British, Second edition (PPCMBE2) 
 

The results indicate that the relevant construction is mainly attested in YCOE, and only two instances 
are found in PPCME2. No such instances in the rest of the corpora (i.e., PPCEME and PPCMBE2). 
Here, we follow examples attested in OE texts. 
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(18) a.   & nan þing gecnawað mid ænigean gerade þas ðe eow þearf sy, 
and no thing understand with any consideration that-GEN CL you-DAT need-NOM is 

   ‘and understand nothing that you need with any consideration’ 
 (cowulf,WHom_11:163.1084) 

 b.   and þæs ne wurð nan ende 

and that-GEN not is no end 

   ‘and there is no end of this’ (coaelive,+ALS_[Sebastian]:77.1255) 
 c.   Se man þe nan ðing ne cann þæs ecan leohtes: He is blind 

that man CL no thing not knows that-GEN eternal-GEN light-GEN he is blind 

   ‘The man who knows nothing of the eternal light is blind.’ 
 (cocathom1,+ACHom_I,_10:260.59.1864) 

 

The following example is from an ME text, which was composed in 1200. 
 

(19) a.   gumenen ich aem aelder. 
worrier's I am leader 

   ‘I am a leader of worriers’ (1200-BRUT-M1,652.2645) 
 b.   Kai wuste an stiward waes kinges 

Kai commanded one servant was king's 

   ‘Kai commanded one who was the king's servant’ (coaelive,+ALS_[Sebastian]:77.1255) 
 

The result is summarized in Table 1. 
 

(20)  Leftward Rightwad 

  10th Century 10 10 

  11th Century (1st half) 57 137 

  11th Century (2nd half) 3 10 

  12th Century (1st half) 1 1 

 

Since the examples in (19) are the last instances of the relevant construction, such an extraction appears 
to have become unavailable after 1200. Thus, the decline of relevant discontinuous noun phrases allows 
us to conclude that English underwent a historical change to a DP language during the Early ME period, 
more specifically, between 1200 and 1225. 
 

5. Conclusion 

   This article discussed the emergence of the functional head D in the history of English. While some 
argue that the noun phrases are universally DP, this paper proposed that they were NP in OE and became 
DP in Early ME. This paper showed that this conclusion is supported both empirically and theoretically: 
the presence/absence of the DP layer reflects the (in)sensitivity to the left branch condition and 
coordination structure constraint. We observed that English became sensitive to the constraints in Early 
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ME, and concluded that this indicates the emergence of the functional head D in this period. 
 

* This study was supported by JSPS KAKENHI Grant Number 20K00564 and 23K00494. 
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I saw them to be obnoxious.  
On the Acceptability of I saw them to be obnoxious  

 Soichiro Muraoka  
Nihon University  

, , that , ,  

1.  
(1) to

be have
(2) to  

 
(1) Someone {saw / heard} Mary {slam / * to slam} the door.                (Schüle (2000: 73)) 
(2) a. I saw them to be obnoxious.                               (Bolinger (1974: 66)) 
  b. I saw the house to have been repainted.                            (Declerck (1991: 490)) 
 
see Jespersen (1940: 440)

(cf. Bolinger (1975: 399) Felser (1999: 41)
Huddleston and Pullum (2002: 1236) Sheehan and Cyrino (2024: 772) ) to

Zandvoort (1975: 17) Declerck (1991: 410)
BNC COCA

Google Books 20
Jane Austen George Eliot 18 19

18 19

to
to that

Bolinger (1974: 66) to that
Bolinger (1977: x)  

(2) to that
Bolinger (1974: 66)

to that to
that (that
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) that  
 
2. see to  

see hear
Kruisinga (1931: §285) Jespersen (1940: 281) Zandvoort (1975: 18) Spears (1977: 90) Bolinger 
(1974: 88) Palmer (1987: 189) Schüle (2000: 60) Moulton (2009: 140) Sheehan and Cyrino (2024: 
772) Rosenbaum (1967: 27) Bolinger (1974: 88) Bowers (1981: 108)
Palmer (1987: 199) Huddleston and Pullum (2002: 1237)  
 
(3) a.  Mary heard the teacher to be dropping a book.                     (Moulton (2009: 140)) 
 b. * We’d heard him to be an impostor.                  (Huddleston and Pullum (2002: 1237)) 
 
watch listen to look at smell  (cf. Bolinger 
(1974: 67) Bowers (1981: 108) Declerck (1983: 37) Palmer (1987: 200) Ishii (1987: 88) Schüle 
(2000: 85)) feel Christophersen and 
Sandved (1969: 156) that  
 
(4) a. We felt the ground to be giving way under foot.                       (Bolinger (1974: 68)) 
 b. I felt him to be a rather timid individual.                           (Akmajian (1977: 453)) 
 
3. to  
3.1.  

to 
 (cf. Haspelmath et al. (2001: 984) Verspoor (2000: 215))

 (cf. 
Akmajian (1977: 440) Dirven (1989: 123))

 
 
(5) a. * At 6 o’clock, John saw Bill {leave / leaving} at 7 o’clock.         (  (2001: 120)) 
 b. * We saw Mary have finished her breakfast.                           (Felser (1999: 32)) 
 c. * I saw the man having finished the work.                      (  (1985: 239)) 
 d. * I saw John be sleeping.                                        (Declerck (1991: 91)) 
 e. * I saw the man being crossing the road.                          (  (1985: 239)) 
 

(cf. Leech 
(2004: 22))  (2014: 101)

(5d-e) (5b-c)
(6)

be + -en ( )  
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(6) a. * I SAW him be intelligent.                      (Linhares-Dias (2006: 35)) 
 b. * I saw Tom still resembling your father.                    (Declerck (1981: 89)) 
(7) a. I saw him {*be / get} rejected.                              (Bolinger (1974: 69)) 
 b. I saw the children being beaten by their rivals.                        (Palmer (1987: 199)) 
 

(8)
(9)

 
 
(8) I saw her {*drown / drowning}, but I rescued her.           (Kirsner and Thompson (1976: 215)) 
(9) We saw the girl (*not) cry.                                  (Haspelmath et al. (2001: 985)) 
  
3.2. to  

to (10a)

be have (11)  
 
(10) a. * Yesterday, Kim saw Sam to be sad tomorrow.            (Sheehan and Cyrino (2024: 778)) 
  b.  I saw the library to have burned down.                         (Felser (1999: 41)) 
  c.  She saw him to be falling over the bridge.                (Hudson (1971: 177)) 
(11) a. I SAW him to be intelligent.                               (Linhares-Dias (2006: 35)) 
 b. I saw the house to be painted white.                         (Declerck (1981: 86)) 
 

(cf. (8)) to

 
 
(12) Martha saw Fred to be driving too fast, but he actually wasn’t.           (Moulton (2009: 129)) 
(13) Mary saw Jim not to be a fool after all.                                (Miller (2007: 288)) 
 
4. that  

that (cf. Declerck (1991: 
490) Dik (1997: 108) Dixon (2005: 135) Singer (2007: 268))

that
to be have  

 
(14) a. I see that you went to bed late yesterday.                         (Casalicchio (2021: 73)) 
  b. I saw that Mary had been crying.                (Dik and Hengeveld (1991: 238)) 
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  c. She saw that he was crossing to the other side.   (den Dikken (2018: 21)) 
(15) a. I SAW that he was intelligent.                              (Linhares-Dias (2006: 35)) 
  b. I saw that his leg was broken.          (Dixon (2005: 135)) 
 

to that
to that  

 
(16) I have heard that the sun is over 93 million miles away from the earth, but {it’s not true / I don’t 

believe it}.        (  (1983: 560)) 
(17) We saw that the girl was (not) crying.   (Haspelmath et al. (2001: 985)) 
 
5. to that  

to that (10a) (14a)
(20)  “but I don’t 

think” (12) (16)  
 
(18) a. * He saw the president to must be friends with everyone.                (Schüle (2000: 85)) 
  b.  He saw that the president must have arrived.                   (Vendler (1984: 78)) 
(19) a. * John heard Mary to be out of tune (from his friends).               (Moulton (2009: 160)) 
  b.  Jane saw in the paper that the government was on the ropes.         (Gisborne (2010: 146)) 
(20) a. # I heard her to be out of tune ... but I don’t think she was.            (Moulton (2009: 146)) 
   b.  I heard from my friends that she was out of tune ... but I don’t think she was.         (ibid.) 
 

to that Felser (1999: 41) to
that

to

to that  
 
6. to that  

to that
to that BNC COCA
1 that to that

that that be
have that  
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1 to that  

 BNC COCA 

SEE PRON to {be / have -en} 8 (7 / 1) 0.8% 9 (9 / 0) 0.1% 

be / have -en  947 (816 / 131) 99.2% 7,315 (7,155 / 160) 99.9% 

be / have -en  0 (0 / 0) 0% 6 (6 / 0) 0.3% 

be / have -en  153 (93 / 60) 100% 2,134 (1,758 / 376) 99.7% 

 124 (120 / 4) 11% 250 (245 / 5) 3.1% 

be / have -en  1,006 (771 / 235) 89% 7,776 (6,532 / 1,244) 96.9% 

 
EEBO COHA 2

that to
that  

 
2 EEBO COHA to that  

EEBO 15c 16c 17c 

SEE PRON to be / have -en  2 
(2/0) 

0.9 
% 

231 
(206/25) 

17.4 
% 

1,082 
(993/89) 

22.6 
% 

SEE that PRON be / have -en  209 
(141/68) 

99.1 
% 

1,097 
(872/225) 

82.6 
% 

3,702 
(2,972/730) 

77.4 
% 

HEAR PRON to be / have -en  0 
(0/0) 

0 
% 

22 
(21/1) 

5.9 
% 

69 
(63/6) 

6.3 
% 

HEAR that PRON be / have -en  14 
(13/1) 

100 
% 

348 
(290/58) 

94.1 
% 

1,030 
(834/196) 

93.7 
% 

FEEL PRON to be / have -en  2 
(2/0) 

14.3 
% 

65 
(63/2) 

50 
% 

198 
(190/8) 

58.9 
% 

FEEL that PRON be / have -en  12 
(10/2) 

85.7 
% 

65 
(61/4) 

50 
% 

138 
(128/10) 

41.1 
% 

COHA 19c 20c 21c 

SEE PRON to {be / have -en} 81 
(77/4) 

2.2 
% 

55 
(54/1) 

0.8 
% 

3 
(3/0) 

0.3 
% 

SEE that PRON be / have -en  3,654 
(2,789/865) 

97.8 
% 

6,585 
(5,110/1,475) 

99.2 
% 

1,039 
 (770/269) 

99.7
% 

HEAR PRON to {be / have -en} 3 
(2/1) 

0.6 
% 

1 
(1/0) 

0.1 
% 

0 
(0/0) 

0 
% 

HEAR that PRON be / have -en  524 
(359/165) 

99.4 
% 

714 
(482/232) 

99.9 
% 

125 
 (106/19) 

100 
% 

FEEL PRON to {be / have -en} 482 
(473/7) 

13.5 
% 

342 
(334/5) 

6.9 
% 

16 
(15/1) 

3.3 
% 

FEEL that PRON be / have -en  3,083 
(2,370/713) 

86.5 
% 

4,617 
(3,534/1,083) 

93.1 
% 

473 
 (383/90) 

96.7
% 

 
to (that ) that
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(21a) (22a) that
to that (22b) that to

and

(23)  
 
(21) John 12:18 

a. for ðam þe hi gehyrdon þæt he worhte þæt tacn.                     (West Saxon Gospels) 
  b. for þei herden `him to haue don                   (Wycliffe Bible Early Version) 
  c. It was also because they heard that he had performed this sign that the crowd went to meet him.             

(New Revised Standard Version) 
(22) Genesis 3:6 

 a. Therfore the womman seiy that the tre was good, and swete to ete, and fair to the iyen, and 
delitable in bi holdyng;                                  (Wycliffe Bible Late Version) 

  b. And when the woman saw that the tree was good for food, and that it was pleasant to the eyes, 
and a tree to be desired to make one wise,                          (Authorized Version) 

  c. And when the woman saw that the tree was good for food, and that it was a delight to the eyes, 
and that the tree was to be desired to make one wise,        (New Revised Standard Version) 

(23) The Confessions of St. Augustine, Book II. Chapter VII. 
  a. since by that Physician he hath observed me to have been recovered out of such deep 

consumptions of sinfulness, by the same hand he perceives himself not to have been incumbered 
by the like.                                      (William Watts’ Translation in 1631) 

  b. since by whom he sees me to have been recovered from such deep consumption of sin, by Him 
he sees himself to have been from the like consumption of sin preserved. 

(Edward Bouverie’s Translation in 1840) 
  c. for he sees that the one who delivered me from the great sickness of my sins is also he through 

whom he may see that he himself has not been a victim of the same great sickness. 
                (Henry Chadwick’s Translation in 1991) 

 
that Zandvoort (1975: 17)

Declerck (1991: 410) to
Visser (1973: 2438) I saw it to be done. 17

18
to be

to hear say
 (2022) (24) hear say that  

 
(24) Genesis 43:25 
  a. (for they heard say, that they should eate bread there)                      (Geneva Bible) 
  b. for they had heard that they would dine there.              (New Revised Standard Version) 
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 (2023: 243) in order to
to

to that
that

that to hear say
that  (2000) þæt

þæt (that)
 

 
(25) Matthew 14:26 
  a. Ða hi gesawon þæt, hi wurdon þa gedrefede,                       (West Saxon Gospels) 
  b. But when the disciples saw him walking on the sea,         (New Revised Standard Version) 
(26) John 7:32 
  a. The Pharisees heard that the people murmured such things concerning him; 

(Authorized Version) 
  b. The Pharisees heard the crowd muttering such things about him, 

 (New Revised Standard Version) 
(27) Mark 12:28 
  a. Ða genealæhte him an of þam bocerum þe gehyrde hi smeagende, and geseah þæt he him wei 

andswarode, and ahsode hine hwæt wære ealra beboda mæst.          (West Saxon Gospels) 
  b. One of the scribes came near and heard them disputing with one another, and seeing that he 

answered them well, he asked him, “Which commandment is the first of all?” 
                              (New Revised Standard Version) 

 
Schmid (2005: 179) Haider (2010: 340) +dass (daß)

(26)
that

that
that to hear say 1

 
 
(28) Mark 9:1 
  a. ær hi geseon Godes rice on mægne cuman.                        (West Saxon Gospels) 
  b. til thei seen the rewme of God comynge in vertu.             (Wycliffe Bible Early Version) 
  c. till they have seen the kingdom of God come with power.              (Authorized Version) 
  d. there are some standing here who will not taste death until they see that the kingdom of God has 

come with power.                                    (New Revised Standard Version) 
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OE               ME EModE           LModE PDE 
                                     

Þæt              that     

                         

                  to     that   
                                           

7.  
to that

that to
that

I saw them 
to be obnoxious.

to Egan (2008: 5)
Declerck ( ) Felser ( ) den Dikken ( )

( Egan (2008) hear NP to-Inf
) Declerck ( ) ( )

Agatha Christie 1991
( 1980 )

to

see NP to-Inf see NP to-Inf 21
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(As-Constructions and the Concept of Simultaneity) 
 

(Keiichi Nojima) 
(The University of Kitakyushu) 

 

 

 

1.  

 

 

(1) As Connie went on speaking, Smiley’s memory once again began to supplement her own. 
(John le Carré. Smiley’s People. p.212)  

(2) “(…) Notice how her husband hung over her as she was coming round. (…) (Agatha 
Christie. And Then There Were None. p.100) 

 

 

 

(3) Just as she was crossing onto the gangway he caught her up once more. (Agatha Christie. 
Death on the Nile. p.151)
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(4) As the police head back to their cars she makes a phone call. (Jeffery Deaver. The Broken 
Window. p.113)

 

(5) As she was about to shut the phone off, it chirped loudly. (Jeffery Deaver. The Coffin Dancer. 
p.385)

 

  

 

 

(6) ‘(…) As I say, it was a very cleverly planned and well thought out piece of work. (…)’ 
(Agatha Christie. Death on the Nile. p.355) 
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(7) She paid for it with plastic. As the clerk ran the card through, she picked the tags off, and 
put the parka on. (John Grisham. The Pelican Brief. p.145)
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(8) 

(9) 

 

(10) “The murderer must have crept up behind him, swung the chopper once and brought it 
down on his head as he was bending over.” (Agatha Christie. And Then There Were None. 
p.185) 
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(11) *John collapsed when he was jogging around Ohori Park.
(12) John was jogging around Ohori Park when he collapsed. 

(13)She shivered as she remembered that cold clammy touch on her neck. (Agatha Christie. 
And Then There Were None. p.230)

(14) ‘She was asleep—there was no struggle—the murderer crept up in the dark and shot her 
as she lay there.’ (Agatha Christie. Death on the Nile. p.170) 
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she was asleep
she was asleep

she lay there

she was 
asleep

(15) His name was Herschel, and for two years the family suffered as Herschel stalled and lied 
and bungled the case. (John Grisham. The Pelican Brief. p.117)
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(16)
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(17) Mark walked around her office as she read. (John Grisham. The Client. P.130) 
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The Simile Expression (as) ADJ as NP as a Construction: A Case of Constructionalization* 
 

Rio Takagi 
University of Tsukuba 

Keywords equative construction, the simile, constructionalization, construction grammar 

1. Introduction 
   As ADJ as expressions, as in (1), are often used to express that the subject referent is “at least equal 
to” (Huddleston and Pullum (2002:1100)) the referent of the noun phrase after the second as (hereafter 
NP2) in the degree of the quality denoted by an adjective (e.g., Bolinger (1972:28)). The form-meaning 
correspondence is called the equative construction (cf. Rett (2015)). Thus, in (1), John is at least equal 
to Bill with regard to age. As ADJ as expressions can carry another meaning, as shown in (2).  
 
(1)   John is as old as Bill. (Ando (2005:568), with modifications) 
(2)   [. . .] the child was as light as a feather [. . .] (COCA 2003 FIC) 
 
Example (2) indicates that the child was very light by comparing them with a feather. This use, the 
simile, indicates that the subject referent has a quality designated by the adjective emphasizing its degree 
by comparing the quality of the subject referent with that of the NP2 referent (Moon (2008)).1 Kay 
(2013:37-39) states that as ADJ as expressions that are interpreted as the simile should not be seen as 
specific instances of a construction, but as a “pattern of coining” because they are not productive. Given 
Kay’s claim, the simile may be considered constructs that instantiate the equative construction. However, 
differences between the equative construction and the simile have been reported (e.g., Otsuka and 
Nakajima (1982:1114), Ando (2005:568)). 

The following question is addressed in this study: Do the simile as in (2) instantiate the equative 
construction? This study claims that a different construction, which subsumes simile expressions as in 
(2), exists. It is also argued that some instances of the equative construction were constructionalized as 
the simile construction, existing independently of the equative construction. Furthermore, it is 
emphasized that the abstract simile construction, (as) ADJ as NP, exists as well as substantive simile 
constructions (e.g., easy as pie, light as feather, black as coal). 
   This paper is organized as follows. Section 2 overviews Kay (2013) and presents the differences 
between the equative construction and the simile. Section 3 provides a brief introduction to the concepts 
of constructionalization and constructional change (Traugott and Trousdale (2013)); these concepts are 
then applied to (as) white as snow to demonstrate the development of the simile construction. Section 4 
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concludes this paper. 
 
2. Previous Studies 
   This section provides an overview of Kay (2013) and the differences between the equative 
construction and the simile. Before reviewing Kay’s work, we see what is meant by “constructions” in 
this study. A construction refers to a pairing of form and meaning and “the basic unit of grammar” 
(Traugott and Trousdale (2013:3)). In addition, following Goldberg (2006:5), we consider any linguistic 
pattern to be a construction “as long as some aspect of its form or function is not strictly predictable 
from its component parts or from other constructions recognized to exist.” We also adopt the following 
part of Goldberg’s definition of constructions: “[P]atterns are stored as constructions even if they are 
fully predictable as long as they occur with sufficient frequency” (Goldberg (2006:5)). 
   It should be noted that Kay’s (2013) definition of constructions differs from the one in this study, as 
Kay takes only patterns with high productivity as constructions. For example, English speakers can 
produce and understand the expression red ball using knowledge of the meanings of each word, red and 
ball, as well as a pattern that allows adjectives to modify nouns. Speakers do not have to memorize the 
expression red ball as a whole. In this case, the pattern that allows adjectives to modify nouns should be 
seen as a construction (Kay (2013:40)). Conversely, Kay states that, if speakers only know the meanings 
of easy and pie, as well as many other expressions in the form of A as NP (e.g., happy as a lark, dark as 
night), they do not understand that easy as pie means “very easy,” and they have to memorize the 
expression easy as pie as it is. Kay argues that the pattern A as NP with the meaning of “very A” is not 
a construction, but a “pattern of coining,” because it is not productive (Kay (2013:37-39)). 
   As Kay (2013) observes, just with the knowledge of the A as NP pattern and the adjectives and noun 
phrases used therein, one cannot productively create new expressions. Consider the following examples: 
 
(3) a.  What a healthy baby, strong as a horse!  
 b.  What a healthy baby, heavy as a truck!  
     (Kay (2013:38)) 
 
The phrase strong as a horse in (3a) denotes that a baby is very strong. However, the phrase heavy as a 
truck in (3b) is unusual—though comprehensible (Kay (2013:38)). Thus, just because heavy and a truck 
are respectively substituted for the A slot and the NP slot does not make the expression meaningful. Kay 
notes that new expressions can occasionally be created by analogy, but they may only be used once. He 
states that the following example and its context are “self-conscious, literary usage” (Kay (2013:38)). 
 
(4)   She selected Goyescas. The music was sure as a swing in high summer, to and fro, light as 

racing over a sunny lawn to the blessed shade under the trees. Up the garden path and a 
frisson of unease (Kay (2013:38), underline mine) 

 
The phrases sure as a swing in high summer in (4) is used to describe the music via an impression 
designated by NP2. It may be considered just a nonce expression. 
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   Kay (2013) also observes that there are some differences even among expressions that instantiate A 
as NP patterns. Some expressions can occur with adjectives in either literal or figurative meaning, while 
others can be used with adjectives in both meanings (Kay (2013:39)). 
 
(5) a.  hot as a firecracker, cold as ice    
 b.  hot as Hell, cold as Hell  
 c.  Our best shooter was cold as Hell tonight. 
     (Kay (2013:39)) 
 
The expression hot as a firecracker in (5a) conveys that someone’s play is great in the context of sports. 
Similarly, cold as ice denotes someone’s indifferent nature. The adjectives in these expressions are used 
in a figurative sense; they cannot be used to express dimensions denoted by the literal senses of the 
adjectives. For example, the expressions in (5b) may be used to describe the weather, and the adjectives 
designate their literal senses; that is, the degree of temperature. However, the phrase cold as Hell may 
also be used metaphorically, as in (5c), which expresses the shooter’s poor play, although hot as Hell 
cannot describe a shooter playing well (Kay (2013:39)). In addition, as Kay (2013:39) shows, some 
examples of expressions that instantiate the A as NP patterns can appear in the form of the comparative 
degree, as in (6a), but others cannot, as in (6b). 
 
(6) a.  bigger than a house [big as a house]  
 b. * happier than a lark [happy as a lark] 
     (Kay (2013:39), slightly modified)) 
 

If, as Kay (2013) claims, the simile were not a construction, each as ADJ as expression that is 
interpreted as the simile would be constructs of the equative construction. In fact, some expressions may 
be regarded as hyperbolic examples of the equative construction. Consider the following example: 
 
(7)   What a healthy baby, strong as a horse! (=(3a)) 
 
If speakers know the meanings of strong and horse and the equative construction, and if they exaggerate 
a baby’s strength, they can understand sentence (7), although a baby’s strength is not equal to a horse’s 
strength in real world. Furthermore, as shown above, Kay states that some expressions can occur in the 
form of the comparative degree; thus, the simile is associated with comparisons. 

However, previous studies have indicated that there are some differences between the equative 
construction and the simile. According to Ando (2005:568) and Rett (2015:40), adjectives in the simile 
always indicate qualities denoted by their lexical meanings, whereas those in the equative construction 
do not have to signify qualities. Observe the following examples: 

 
(8)   John is as old as Bill. (=(1)) 
(9)   [. . .] the child was as light as a feather [. . .] (=(2)) 
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In (8), the adjective old does not necessarily indicate oldness, but indicates age: John and Bill may be 4 
years old or 80 years old. Note that, if we use an adjective that signifies the lower end (e.g., young) in 
(8), it must denote qualities; that is, John and Bill must be young. In other words, adjectives in the 
equative construction can denote scales. By contrast, in (9), light does not signify weight, but lightness; 
that is, both the child and a feather must be very light. Even if adjectives that denote the upper end (e.g., 
heavy) occur in the simile, they also indicate qualities, and not the scale.  

Otsuka and Nakajima (1982:1114) and Hashimoto (2003:37) remark that a verb phrase can occur 
after NP2 in the equative construction but not in the simile, as shown in (10a, b). 
 
(10) a.  My brother is as tall as John is. [the equative construction] 
 b. * My brother is as tall as a giraffe is. [the simile]  
     (Hashimoto (2003:37), slightly modified) 
 
While is can follow the NP2 John in (10a), it cannot occur after the NP2 a giraffe in (10b). They also 
denote that the first as is obligatory in the equative construction, as in (11a), whereas it is not in the 
simile as in (11b). 
 
(11) a. * John is tall as my brother. [the equative construction]  
 b.  The idea is (as) sound as the axioms of Euclid. [the simile]  
     (Otsuka and Nakajima (1982:1114)) 
 
Given that there are differences between the equative construction and the simile, as observed in this 
section, as ADJ as expressions as the simile should be considered a construction. The next section shows 
the development of the equative construction into the simile construction adopting the idea of 
constructionalization (Traugott and Trousdale (2013)) and argues the existence of the simile construction. 
 
3. From the Equative Construction to the Simile Construction 
   It can be hypothesized that the development of the simile construction causes differences between 
the equative construction and the simile, as shown in the previous section. To examine this, this study 
applies Traugott and Trousdale’s (2013) concept of constructionalization; Traugott and Trousdale 
discuss language change from a perspective of construction grammar, and propose 
“constructionalization” and “constructional change” (Traugott and Trousdale (2013:22, 26)). 
Constructionalization is defined as generating new form-meaning pairings (i.e., new constructions); that 
is, changes of both form and function. Constructionalization is differentiated from constructional change 
in that the latter only involves changes in either form or meaning of a construction: Constructional 
change does not create new constructions. Constructional change brings about a mismatch between form 
and meaning encouraging constructionalization; constructionalization also promotes further 
constructional changes. This series of processes occurs recursively (Traugott and Trousdale (2013:22, 
26-28)).  

Based on the usage-based model, Traugott and Trousdale (2013:2, 21, 196) regard changes as 
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“changes in usage” and presume that changes occur in context. To illustrate this, consider the following 
example of a lot of: 
 
(12)   said he, I understand you sell Lambs at London; I wish I had known it, I would have brought 

a Lot of Lambs for you to have sold for me. He told me he liv'd at Aston-Cliston; I said that 
was a pretty Way; but he said . . . The Butcher could take but few at a Time, and he wanted to 
sell them all together. (1746 Trial of John Crips, t17460702-25 [OBP]) (as cited in (Traugott 
and Trousdale (2013:210), underlines mine) 

 
Traugott and Trousdale (2013:23) note that a lot of, used originally as a binominal partitive indicating 
“a part of,” had changed into a quantifier. In the development, a lot of in (12) could be regarded as “each 
unit” or “numerous;” that is, the butcher could obtain each lamb singly (few at a Time), but he wanted 
to sell a group of lambs (all together). Here, the pragmatic inference from the partitive reading to the 
quantifier reading becomes foregrounded. After examples such as (12), a lot of came to be used solely 
as a quantifier (Traugott and Trousdale (2013:210)). 
 
3.1. Diachronic Data 
   Before seeing the development of the simile construction, we observe diachronic data of the equative 
construction and the simile. As shown in (13), Ono and Nakao (1980:349) denote that examples of the 
equative construction had already been attested by the ninth century (i.e., Old English (OE)). Using 
Early English Books Online Corpus (EEBO), Takagi (2023) states that examples of the simile had 
appeared by the seventeenth century, although her investigation is limited to specific instances, as shown 
in (14) and (15): 
 
(13)   Þa wæron fulneah tu swa lange swa Þa oðru 
    they were almost twice as long as the others”  
     (Chron A 90,15 (897))(as cited in Ono and Nakao (1980:349)) 
(14)   [. . .] wherefore, the weightiest parcell of that which you lay in for the popes patrimonie, is as 

light as a feather: the next, is somewhat lighter [:] (EEBO 1584 The summe of the conference 
betwene Iohn Rainoldes and Iohn Hart) (as cited in Takagi (2023), underline mine) 

(15)   [:] yet the remaining mass, which amounted to a good part of the mixture, was not onely 
opacous, but as black as coal, is some places looking just like polished jet; which is [. . .] 
(EEBO 1666 The origine of formes and qualities, (according to the corpuscular philosophy) 
illustrated by considerations and experiments) (as cited in Takagi (2023), underline mine) 

 
The expression as light as a feather in (14) denotes that the weightiest pack is very light, while (15) 
indicates that the mixture has a high degree of blackness. Of the simile examples, (as) white as snow is 
the earliest attested (Takagi (2023)).  

Takagi (2023) identifies the earliest attestation of (as) white as snow in EEBO as 1480. Based on an 
investigation of The Oxford English Dictionary (OED), Takemori (2022) argues that the expression 
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came into existence earlier, namely during the OE period, as shown in (16) and (17).2 
 
(16)   Hys reaf  wæron      swa hwite swa snaw [Latin alba sicut nix]. 
        His cloak  be PAST PL as  white as  snow 
        “His cloak were as white as snow.”(OED, OE, West Saxon Gospels: Matthew (Corpus Christi 

Cambridge MS.) xvii. 2, underline and translation mine) 
(17)   Do þine hand on þinne          bosum; þa  he hi    dide       on his bosum,   þa 
    Do your hand on your ACC SG M. bosom; then he NOM  do PAST SG  on his bosom, then 
    brohte        he  hi        forð hreof[l]e, swa hwit swa snaw [L. leprosam instar nivis]. 
     bringan Past SG he M.3PL ACC forth leprosy,  as white as snow. 
    “Put your hand on your bosom, then he put on his bosom, then brought them forth leprosy, as 

white as snow.” (OED, OE, Old English Hexateuch: Exodus (Claudius MS.) iv. 6 underline 
and translation mine) 

 
Example (16) indicates his cloak’s high degree of purity, but not its whiteness. The expression (as) white 
as snow is listed under the entry for white in OED as follows: “In similative and comparative phrases, 
sometimes hyperbolical, and frequently with connotations of purity, esp.” (OED white, phrases., 1). 
However, (17) describes their skin as being white because they have leprosy. The existence of examples 
such as (17) may suggest that examples of the simile were attested in OE. However, these examples may 
have been sporadically used as nonce expressions. Thus, the simile was not considered to be entrenched 
at that time. Therefore, EEBO is used in this study to investigate the development of the simile in detail. 
 

3.2. The Development of the Simile Construction: The Case of (as) White as Snow 
   This subsection examines the development of the equative construction into the simile construction 
with special reference to (as) white as snow, attested as the earliest simile in EEBO. According to Takagi 
(2023), the first attestation of this expression in EEBO cited in (18), was in 1480. 
 
(18)   [. . .] &; said  that ther  shold  come a goot out of Carre that shold haue hornes of sil   &; 
    [. . .] and said  that there should come a goat out of Carre that should have horns of silver and 
    a berde as white as snowe [/&;] 
    a beard as white as snow [. . .] 

“[ . . .]and said that there should come a goat out of Carre that should have horns of silver and 
a beard as white as snow.” (EEBO 1480 In the yere of thyncarnacion of our lord Ih[es]u crist 
M.CCCC.lxxx. and in the xx. yere of the regne of kyng Edward the fourthe, atte requeste of 
dyuerce gentilmen I haue endeauourd me to enprinte the cronicles of Englond) (as cited in 
Takagi (2023), underline and translation mine) 

 
Example (18) compares the goat’s beard and snow, two white things, and expresses that they are equal 
with regard to whiteness. That is, it can be considered an example of the equative construction. After 
this example, the following example was recorded in 1529: 
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(19)   [:] Chastite is likened to bisse / whiche is a kynd of lynen clothe as white  as snowe / 
    Chastity is likened to byssus which  is a kind of linen cloth  as white as snow [. . . ] 
    “Chastity is likened to byssus which is a kind of linen cloth as white as snow [. . .]” 
     (EEBO 1529, The assaute and co[n]quest of heuen) (as cited in Takagi (2023), underline and 

translation mine) 
 
In (19), the linen cloth, which is white, is compared with snow. While this sentence seems to indicate 
that their degrees of whiteness are equal, it can also be interpreted as describing the linen cloth as being 
very white. Accordingly, this example can be regarded as an example of the equative construction or the 
simile. In the phrase as white as snow in the context of (19), the pragmatic inference from the reading 
of the equative construction to that of the simile appears to be salient (Takagi (2023)).  

Some examples only with the simile interpretation came to be used before and after example (19). 
 
(20)   […] on the whiche tre satte briddis thicker than the bowes &; were as white as snowe 
    on the which tree sat birds thicker than the bows and    were as white as snow. 
    on which tree birds sat which were thicker than the bows and as white as snow.”  
     (EEBO 1486 [Liber festivalis], underline and translation mine) 
(21)   than shall you put this quicke siluer, so purged, with the sublimat, in mixing and styrrynge it 
    Then shall you put this quick silver, so purged, with the sublimate, in mixing and stirring it 
    wel with one hand, &; so it wil become white as snowe : 
    well with one hand and so it will become white as snow. 
    “Then you shall put this quicksilver, so purged, with the sublimate, in mixing and stirring it 

well with one hand and so it will become white as snow” (EEBO 1558 The secretes of the 
reuerende Maister Alexis of Piemount Containyng excellent remedies against diuers diseases, 
woundes, and other accidents, with the manner to make distillations, parfumes, confitures, 
diynges, colours, fusions and meltynges, underline and translation mine) 

 
In (20), the expression is used to describe the color of birds, which is generally not necessarily white, 
and conveys that the color of the birds has a high degree of whiteness. Thus, it does not convey that the 
color of the birds is equal to snow with regard to whiteness; rather, it emphasizes the extreme whiteness 
of the birds’ color by referring to snow, which typifies white things. In (21), quicksilver is not usually 
white; this example indicates that quicksilver becomes very white by mixing and stirring it. Hence, a 
constructional change can be observed; that is, only a change in meaning appears to have occurred. 
Although the simile meaning was acquired, the form remained the same as the equative construction. 

The first as came to be omissible almost in parallel with this semantic change, as shown in (22). 
 
(22)   / and ther  ben other wymmen rowh also lyke vnto the men / but they ben moche bestyall and  
     And there be  other women  rough also like unto the men but they be much  bestial and  
    whyte as snowe 
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    white as snow 
“And there are other women rough also like the men but they are much bestial and white as 
snow.” (EEBO 1481, Hier begynneth the book called the myrrour of the worlde …, underline 
and translation mine)                                                                       

 
Constructionalization has clearly occurred at this stage: The meaning and form have changed from the 
equative construction to the simile.3 The substantive simile construction white as snow thus has 
entrenched in the sixteenth century through the process described in this subsection. 
 
3.3. Additional Evidence 
   In this subsection, I provide two pieces of evidence to support my claim. According to Svartengren 
(1918:463), any often occurred before the NP2 in Middle English and Early Modern English (e.g, as still 
as any stone). Based on a dictionary definition of any used in affirmative sentences, Yagi and Inoue 
(2013:255-256) argue that a noun phrase preceded by any in the as . . . as any expression signifies the 
entire members, and not a specific member, of a category. Therefore, with any preceding NP2, speakers 
express the comparison between something and all the members in the category designated by NP2. 
Some examples of the equative construction were thus interpreted compositionally as the simile at that 
time. This suggests that many substantive simile constructions were not entrenched in the sixteenth and 
seventeenth centuries, although white as snow was established at that time, as observed in Section 3.2 
(cf. Takagi (2023)). Hence, the abstract simile construction in the form of (as) ADJ as NP was not 
considered to be entrenched at the same time. 
   As Jackendoff and Audring (2020:235) note, some examples of the simile can be interpreted literally 
(e.g., black as coal) while others cannot, as in (23). 
 
(23)   clean as a whistle, cool as a moose, fit as a fiddle, loose as a goose, neat as a pin, easy as pie, 

pleased as punch, right as rain, ugly as sin (Jackendoff and Audring (2020:235)) 
 
For example, black as coal can be easily interpreted as “very black,” because a thing is compared with 
coal, which is inherently black. By contrast, right as rain, which means “perfectly right,” cannot be 
interpreted in such a straightforward manner: One cannot easily associate rain with rightness. Takagi 
(2023) surveys The Corpus of Historical American English (COHA) and OED, and finds that that many 
of the examples in (23) were not attested until after the 1800s. This leads to the conclusion that many 
substantive simile constructions were established in the eighteenth century, and that the simile 
construction (as) ADJ as NP was also entrenched at the same time. In sum, the abstract simile 
construction established by constructionalization in the eighteenth century licenses examples whose 
interpretations are not literal (e.g., right as rain, easy as pie) (cf. Takagi (2023)).4 
 
4. Conclusion 
   This study has argued the constructional status of as ADJ as expressions as the simile. It was claimed 
that some constructs of the equative construction underwent constructionalization to the simile 
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construction, and that the simile construction was established in approximately the eighteenth century, 
although the examination of further examples of the simile other than white as snow is necessary. This 
study also suggested that the simile is a construction, abstracted from substantive simile constructions. 
It is the schematic simile construction that licenses examples that cannot be interpreted literally. 
However, as Kay (2013) states, the simile is not productive. This suggests that the simile construction 
should be seen as a mere generalization with very little productivity resulting from the abstraction of 
several substantive constructions. Moreover, the notion of “construction” in Kay’s (2013) sense cannot 
account for substantive simile constructions and the fact that the simile construction behaves differently 
from the equative construction as observed in Section 2. Thus, in line with Goldberg (2006), not only 
highly abstract and productive patterns but also frequently used patterns should count as constructions. 
 

* Parts of this paper were presented at the 42nd conference of the English Linguistics Society of Japan, 
held at Nagoya University on November 23, 2024. I am deeply grateful to the audience for the helpful 
comments and questions. I would also like to express my sincere gratitude to Masaru Kanetani for his 
invaluable comments on an earlier version of this paper. All remaining errors are mine. 

NOTES 
1 A comment from the audience was that the meaning of the simile can be understood even if the 
propositional content is false. The distinction between what the simile expresses and the truth value of 
the propositions is left for future research. 
2 The following abbreviations are used in the glosses in this study: PL=plural, ACC=accusative, 
SG=singular, M=masculine, NOM=nominative, 3=the third person. 
3 I only found one example that could be taken as an example of the equative construction or the simile 
construction. Further investigation is needed to support the claim. 
4 One may wonder how the NP2 is brought into the smile construction with non-literal interpretations 
(e.g., right as rain), even though the NP denotes a concept that is essentially irrelevant to the quality 
expressed by the adjective. A similar question was raised by the audience. Masaru Kanetani (pers. 
comm.) suggested that certain phonological similarities (e.g., rhymes, alliterations) between the 
adjective and NP2 could be relevant to explain some, if not all, of the examples in (23): fit as a fiddle, 
loose as a goose, right as rain. However, a more detailed analysis is required to confirm whether it is 
really relevant, and I leave this possibility for future research. 
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How the Inferential Evidentiality is Expressed in Japanese and English  

Akira Takashima  

Onomichi City University  

 

1.  

1 
 
(1)  

"Do you think you can hold it?" They were asking Harumi.  

(The Miracles of the Namiya General Store) 

   

 

 
 

Evidentiality  

Aikhenvald(2004)
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source of information

cf. Aikhenvald 2004:3

Inference

 

 

(2) 
I.  VISUAL: covers information acquired through seeing 

II.  NON-VISUAL: covers information acquired through hearing, and is typically extended to smell 

and taste, and sometimes also to touch. 

III. INFERENCE: based on visible or tangible evidence, or result. 

IV. ASSUMPTION: based on evidence other than visible results: this may include logical reasoning, 

assumption, or simply general knowledge. 

V. HEARSAY: for reported information with no reference to those it was reported by. 

VI. QUATATIVE: for reported information with an overt reference to the quoted source. 

(Aikhenvald 2004: 64) 

 
cf. Aikhenvald 2004: ch3

allegedly seem  

 

(3) a. The author is allegedly a member of a comedy troupe and presumably was trying to be witty. 

b. It seems to be a good movie. 

(Cornillie 2009: 46) 

 

cf. 2003: 163-178  

 

(4)  

 

 
2 

 

 
3 
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a.   b.  

 

      

    

      

      

      

 

 

 

2002

(5) 

I hear They say

 

2002: 117-118  

 

Aoki(1986) 2004

 

 

(6) a. ?? ??  

b.  {I am / You are / S/he is} happy/sad. 

(7)  
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2005

 

(8) a.  

b. Tom wants to talk to you.     2005:166  

 

2002    

Aoki (1986) 

 (2004) 
  

2005    

 

4 

5  
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vs

 

 

 
 

2004

 

 

(9) a.    

b. The train came out of the long tunnel into the snow country.  

  E. Seidensticker  

 2011: 55  
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(1985)

(10)

2014:195

(11)
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(12)

On the other side, down on the corner, I saw an udon shop and recognized the name. This was the 

udon shop my classmate’s family ran. I peered inside. It was lunchtime, and the place was packed.

(Breast and Eggs)

(13)

Hurry up and put ’em on,’ one of the students said. They were sticking on the defibrillator pads.

Bullet Train

T C

Narrative World

CT E
Narrative World

CT E

T Teller
C = Character
E = Event

(14) (=(1))
"Do you think you can hold it?" They were asking Harumi.

(The Miracles of the Namiya General Store)
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appear, feel, hear, mention, see, seem, sense, sound, look

admit that, agree that, appear that, assume that, assure
that, be {clear/sure/feel/certain/convinced/obvious} that,
believe that, claim that, detect that, discover that, find
out that,  {get/get the sense} that, guess that, hear that,
imagine that, insist that, know that, learn that, mean
that, read that, realize that, receive - that, report that,
say that, see that, seem that, sense that, suggest that,
suspect that, swear that, talk that, tell - that, theorize
that, think that, turn out that

appear to, be supposed to, seem to

allegedly, apparently, clearly, certainly, definitely, obviously,
perhaps, probably, seemingly, somehow, surely, supposedly,
undoubtly
by all accounts, judging {from/by}-, according to-, from the
letter, from the few words I was able to make out, from the
{sound/look} of it, from what {he saw/I gather/she heard/she
says}-

can, could, have to, may, maybe, might, must, will, would

like, {feel/look/seem/sound} like, resemble, similar to

as if, {feel/look/see/seem/sound} as if
as though, {feel/seem/look} as though,
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* 

Determination of Transfer Domains Based on Interpretability and Constraints on Movement  

 Yuna Hasegawa  

Nagoya University  

SMT 

1.

(1a, b)

(Freezing Effect) (cf. Ross (1967), Culicover and 

Wexler (1977), Takahashi (1994)) 

(1) a. Whoi do you think that he will talk [to ti]?

b.  * Whoi do you think that [to ti]j he will talk tj?   (cf. Müller (2010: 23))

(2a, b) Q, Top

(Criterial Freezing)  

(2) a. Bill wonders [which book CQ [she read]]

b. * Which book CQ does Bill wonder [t´ CQ [she read t]]?   (cf. Rizzi (2006: 11)) 

2

(3)  

(3) a.

b. (Phase Impenetrability Condition:

PIC)

Chomsky (2000) (4)  

(4) Chomsky (2000)

a. The head of a phase is “inert” after the phase is completed, triggering no further
operations.  (Chomsky (2000: 107)) 

110



  b. PIC  

   In phase  with head H, the domain of H is not accessible to operations outside , 

   only H and its edge are accessible to such operations.     (Chomsky (2000: 108)) 

  c. CPs and v*Ps (not unaccusative/passive vPs) are phases. 

   (Chomsky (2000: 106, 107)) 

 

(5)

 

 

 (5) [CP [which book]i [do you [vP [which book] [think [CP [which book]i [that John [vP [which 

  book] [bought [which book]i ]]]]]]]?                      (cf. Bošković (2018: 252)) 
 

 

 

2.  -  

 

(1b)  

 

 (1) b.  * Whoi do you think that [to ti]j he will talk tj?          (cf. Müller (2010: 23)) 

 

 (6) [CP whoi [CP do [IP you [vP whoi [vP you [vP v [VP think [CP whoi [CP that [IP [to whoi]j [IP he  

  [IP will [vP talk [to whoi]j]]]]]]]]]]]]] 

 

(7a, b) 2

 

 

 (7) a. Müller (2010): 

 

  b. Bošković (2018): 
( )

 

 

(7a) Müller (2010)

(7b) Bošković 
(2018)
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PIC

(8) 2  

 

 (8) a. 

    

  b. (9)  

 

1 2 PIC

2 (9)

 

 

 (9) Everybody in some Italian city met John. (* every > some, some > every) 

    (cf. May (1977: 62)) 

 

May (1977) (QNP) QNP

(9) some every

Cecchetto (2004) (Quantifier 

Raising: QR)

(9)

 

 

 

3.  

3.1.  

Chomsky (2000)

Grano and Lasnik (2018) (10) CP

CP  

 

 (10) Grano and Lasnik (2018: 31, 45) 

  a. CP  

  b. (C) (I)  

    

 

Narita (2011) (11)  
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 (11) Narita (2011: 53, ) 

   (i.e., )

   

 

Narita CP, v*P (12)

(11)  

 

 (12)  (Narita (2011: 48ff), Hinzen (2006)): 

   

  a. CP TP  

  b. v*P vP  

  c. PP (Abels (2001)), DP (Matushansky (2003), Svenonius (2004), Hiraiwa (2005)) 

    

 

1 CP TP

vP ( vP) v*P

Chomsky (2000)

PP, DP

(11)

CP, v*P, PP, DP TP, vP

 

 

3.2.  

PIC 2  

Chomsky (2000) (13a)

(13b) 1  

 

 (13) a. Phases are propositional. 

  b. Phases are convergent.     (Chomsky (2000: 107)) 

 

Chomsky (2000) (13b) (14)  

 

 (14) Which article is there some hope [  that John will read twh]      (Chomsky (2000: 107)) 

 

Merge-Over-Move (14) there

SMT

(13b)  

(13b) (11) Narita (2011)
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(15), (16)

 

 

 (15) I:  

  a. 

   

        (based on Narita (2011)) 

  b.  

   i.    (based on Narita (2011)) 

   ii.  (16)  

                

 

 (16) II: (e.g., )  

 vP ( ) (IP, CP) (cf. Rizzi (1997), Grimshaw (1993))

2  

 

(15a) (11)

(11)

(15b-ii), (16)

2

(17) Trace Conversion (Fox (2002))

(15b-ii)/(16)  

 

 (17) Trace Conversion (Fox (2002: 67))  

  [who2 … who1]  who [ x … x …] 

 

SMT  

wh  

 

 (18) What does John like? ( :  (cf. (15b-i, ii))) 

  a. [v*P John v* [VP like what]] 

  b. [CP(= C′) C [IP John I [v*P John v* [VP like what]]]] 

  c. [CP what C [IP John I [v*P John v* [VP like what]]]] 

 

(18a) v*P wh C
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wh 1

I

(18a)

wh v*P (18b)

wh C 1

(18b) (18c) wh

CP PIC

SO

 

 

3.3.  

(1a) (18) wh (19)

who (19a)

(19b) wh PIC

 

 

 (1) a. Whoi do you think that he will talk [to ti]? 

  b.  * Whoi do you think that [to ti]j he will talk tj?   (cf. Müller (2010: 23)) 

 

 (19) a. [CP(= C′) C [IP you I [v*P you v* [VP think [CP (Subordinate) that … to who]]]]] 

  b. [CP who C [IP you I [v*P you v* [VP think [CP (Subordinate) that … to who]]]]] 

 

(20) (1b) wh

( ) 

 

 (20) a. [IP (Subordinate) he will [v*P he v*P [VP talk to who]]] 

  b. [IP (Subordinate) to who [ he will [v*P he v*P [VP talk to who]]] 

 

  c. [CP(= C′) C [IP you I [v*P you v* [VP think [CP (Subordinate) that [IP to who …[VP who]]]]]]] 

  d. [CP(= C′) C [IP you I [v*P you v* [VP think [CP (Subordinate) that [IP to who …[VP who]]]]]]] 

 

 

(1a) (20a) IP who

v*P PP (20b) IP who

2 (20c) CP

who wh C

(20d) IP who

CP PIC wh

2 C
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CP  

 

 

 (2) a. Bill wonders [which book CQ [she read]] 

  b.  * Which book CQ does Bill wonder [t´ CQ [she read]]?           (Rizzi (2006: 11)) 

 

(2b) (21)  

 

 (21) a. [CP(Subordinate) C [IP she I [v*P she v [VP read which book]]]] 

  b. [CP(Subordinate) which book C [IP she I [v*P she v [VP read which book]]]] 

  c. [VP wonder [CP(Subordinate) which book C [IP she I [v*P she v [VP read which book]]]]] 

 

 

(21a) (21b) which book CP wh

C 2

wonder (21c) VP

CP which book

 

C wh

(22)  

 

 (22) a. [CP(Subordinate) C [IP she I [v*P she v [VP read which book]]]] 

   b. [CP C [IP Bill I [v*P Bill v* [VP wonder  

                [CP(Subordinate) C [IP she I [v*P she v [VP read which book]]]] 

  c. [CP which book C [IP Bill I [v*P Bill v* [VP wonder  

                [CP(Subordinate) C [IP she I [v*P she v [VP read which book]]]] 

 

which book (22a) CP

(22b) CP (22c) CP

wh wh

wh 2

wonder

VP

 

 

4.  

1 2 (9)
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 (9) Everybody in some Italian city met John. (* every > some, some > every) 

    (cf. May (1977: 62)) 

 

QNP wh 2

(23) wh
 

 

 (23) QNP IP IP vP

      (cf. Aoun and Li (1993: 88)) 

 

(9)  

 

 (24) a. [v*P [QNP everybody in some Italian city] v* [VP meet John]] 

  b. [IP [QNP everybody in some Italian city]i I [v*P ti v* [VP meet John]]] 

  c. [IP [some Italian city]j [IP [QNP everybody in tj]i I [v*P ti v* [VP meet John]]] 

 

(24a) v*P QNP IP

(24b) IP QNP every IP

2

some Italian city 2 IP

vP

(24c) QNP IP

 

1

(25)  

 

 (25) (Full Interpretation) (cf. Chomsky (1995)) 

   

 

(edge feature) SMT

 

(26)

 

 

 (26) a. [Which of the papers that hei gave Maryj] did every studenti _ ask herj to read _ 

carefully. 

  b.  * [Which of the papers that hei gave Maryj] did shej _ ask every studenti to revise _ ? 

(Fox (1998: 157)) 
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(26a) v*P wh

wh he every student Mary her

(26b)

 

Chomsky (2021) Language Specific 

Condition

 

Goto and Ishii 

(2024) (27)  

 

 (27) Minimal Search-free Hypothesis (cf. Goto and Ishii (2024: 125)) 

  (cf. Chomsky (2021))  

 

SMT

(Chomsky (2008))

(27) PIC, Binarity

 (Chomsky (2013: 41) )  

 

5.  

2 PIC

PIC

 

 

* 2024 11 42
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The Historical Development of the Noun-after-Noun Expression* 
 

Rion Ono 
Graduate School of Nagoya University 

Keywords idiomatization, Noun-after-Noun expression, semantic abstraction, structural change, 
tripartite parallel architecture 

1. Introduction 
   This paper is concerned with the historical development of the Noun-after-Noun expression (the N-
after-N, henceforth) as exemplified in (1).1 
 
 (1)  a.  For four long years she has been training hard day after day with just one goal in mind. 

(Collins Wordbanks Online / 505) 
   b.  Car after car went by without stopping. (Matsuyama (2005: 170)) 
 
As illustrated in (1), the N-after-N has two kinds of use: the adverbial use and the nominal use. In 
addition, nouns occurring in the expression should be countable nouns in a bare singular form, as shown 
in (2). 
 
 (2)  * water after water, * a day after (a) day, * books after books  

(adapted from Jackendoff (2008: 9)) 
 
Although several previous studies discuss the properties of the N-after-N in Present-day English, little 
attention has been paid to the diachronic change of the expression. Therefore, the aim of this paper is to 
clarify whether these properties were also found in the N-after-N in early English through a corpus-
based investigation and to provide an account for the historical development of the expression. 
   The organization of this paper is as follows. Section 2 overviews the observation on the N-after-N 
by Matsuyama (2005), who makes a similar attempt to this paper. Section 3 shows the results of my 
investigation and points out problems with Matsuyama’s discussion. Section 4 proposes an analysis of 
the historical development of the N-after-N.  Section 5 offers concluding remarks. 
 
2. An Influential Previous Study: Matsuyama (2005) 
   Matsuyama (2005) attempts to clarify when the N-after-N was established on the basis of the data 
from OED, which is summarized in Table 1. 
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Table 1: The First Instance of the N-after-N in OED (cf. Matsuyama (2005:178)) 

Century 12th 13th 14th 15th 16th 17th 18th 19th 
Token 1 0 0 0 1 3 1 9 

 
Based on Table 1, Matsuyama concludes that the N-after-N was established in the 17th century. This 
result leads him to conduct a further investigation of the expression in the 17th century and later. He 
uses his original corpora and shows the data summarized in Table 2. 
 
Table 2: The Tokens of the N-after-N (cf. Matsuyama (2005: 179)) 

 17th 18th 19th 20th 
Adverbial Use 9 4 18 17 
Nominal Use 5 7 7 15 
Total 14 11 25 32 

 
Considering the data shown in Table 2, Matsuyama argues that the adverbial use was established in the 
17th century while the nominal use was established in the 20th century. Moreover, Table 2 shows that 
the frequency of the N-after-N decreased in the 18th century, but increased in the 19th century. Although 
Matsuyama sketches out the historical development of the N-after-N summarized in (3), he does not 
investigate the expression before the 17th century quantitatively. Then, the following section provides 
the results of my corpus-based investigation which covers all the historical periods of English. 
 
 (3)  a.  The adverbial use was established in the 17th century. 
   b.  The frequency decreased in the 18th century. 
   c.  The frequency increased in the 19th century. 
   d.  The nominal use was established in the 20th century. 
 
3. A Corpus-based Investigation 
   First of all, in order to clarify the developmental path of the N-after-N, this paper makes an 
investigation on the basis of the following corpora: YCOE, PPCME2, PPCEME and PPCMBE2. The 
result is shown in Table 3. 
 
Table 3: The Tokens of the N-after-N in YCOE, PPCME2, PPCEME and PPCMBE2 

 EOE LOE M1 M2 M3 M4 
Adverbial Use 0 0 1 0 1 0 
Nominal Use 0 0 2 0 1 0 
Ambiguous 0 0 0 0 1 0 
Total 0 0 3 0 3 0 
 EMod1 EMod2 EMod3 LMod1 LMod2 LMod3 
Adverbial Use 0 4 1 0 8 14 
Nominal Use 0 0 0 1 8 14 
Ambiguous 0 0 0 0 1 0 
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Total 0 4 1 1 17 28 
EOE (-950), LOE (950-1150), M1 (1150-1250), M2 (1250-1350), M3 (1350-1420), M4 (1420-1500), 
EMod1 (1500-1570), EMod2 (1570-1640), EMod3 (1640-1710), LMod1 (1710-1780), LMod2 (1780-
1850), LMod3 (1850-1920) 
 
Unfortunately, there are very few instances from M4 to LMod1 (i.e. from the 15th century to the 18th 
century). Given Matsuyama’s (2005) observation overviewed in Section 2, such a gap in the relevant 
periods is highly implausible. Therefore, this paper makes a further investigation of the N-after-N after 
the 15th century on the basis of EEBOV3 and COHA. The result is shown in Table 4, followed by some 
examples. 
 
Table 4: The Tokens of the N-after-N in EEBOV3 (1400s-1700s) and COHA (1800s) 

 1400s 1500s 1600s 1700s 1800s 
Adverbial Use 0 38 1416 24 2844 
Nominal Use 1 102 928 18 2085 
Ambiguous 2 10 148 2 156 
Total 3 150 2492 44 5085 

 
 (4)  The 1400s (Nominal Use) 
   … but yf they wold drynke Than cam bolle after bolle and … 
    but if they would drink then came bowl after bowl and  
   “… but if they would drink then bowl after bowl is brought and …” (EEBOV3 / A03319) 
 (5)  The 1500s (Nominal Use) 
   … when our seruant shal haue dispatched labour after labour, … 
    when our servant shall have dispatched labor after labor 
   “… when our servant shall have dispatched labor after labor, …” (EEBOV3 / A04901) 
 (6)  The 1600s (Adverbial Use) 
   … that others shall Summer after Summer arise from the same root. (EEBOV3 / A26921) 
 (7)  The 1700s (Adverbial Use) 
   Visible Churches have died Generation after Generation. (EEBOV3 / A48445) 
 (8)  The 1800s (Nominal Use) 
   Arrow after arrow had been discharged at the inhuman assailant, but … (COHA) 
 
According to Table 4, the N-after-N is observed from the 1400s to the 1800s (i.e. from the 15th century 
to the 19th century). It also indicates that both the adverbial use and the nominal use are observed 
productively enough to consider that they emerged in the 1500s (i.e. the 16th century). In addition, the 
frequency of the N-after-N per 1,000,000 words has consistently increased since the 16th century, with 
a dramatic increase in the 17th century and the 19th century, as shown in Table 5. 
 
Table 5: The Frequency of the N-after-N per 1,000,000 Words in EEBOV3 and COHA 

1500s 1600s 1700s 1800s 
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0.84 2.50 2.53 39.34 
 
   Turning to the properties of nouns occurring in the N-after-N, they could involve determiners and 
could be uncountable or plural from the 16th century to the 17th century, as illustrated in (9).2 
 
 (9)  a.  And here the judgement is given upon a default after a default, whereas … 

(EEBOV3 / A61918, underlines are mine) 
   b.  … & washe the cuppe agayne & agayne, with nettles, with salte, with ashes water after 

water, …    (EEBOV3 / A14612) 
   c.  By their succeeding one another, …: as for example, men after men, beastes after beastes, 

corne after corne: …   (EEBOV3 / A09819) 
 
It should be noted that the N-after-N with plural nouns as in (9c) is found even in the 19th century, as 
shown in (10). 
 
 (10)  Why were ages after ages suffered to pass away, and …    (COHA) 
 
However, the percentage of the N-after-N with plural nouns decreased to less than 2.0 percent of the 
total in the 18th century, as shown in Table 6 and Table 7. 
 
Table 6: The Percentage of the N-after-N with Plural Nouns in EEBOV3 

 1500s 1600s 1700s 
Plural Form Nouns 9 6.0% 73 2.9% 0 0% 
Total 150 100% 2492 100% 44 100% 

 
Table 7: The Percentage of the N-after-N with Plural Nouns in COHA 

 1820-1829 1830-1839 1840-1849 
Plural Form Nouns 5 1.6% 5 1.1% 1 0.02% 
Total 313 100% 460 100% 540 100% 

 
Assuming the criterion developed by Walkden (2013) that a certain pattern is ungrammatical if its 
percentage is less than 2.0 percent, it will be concluded that the N-after-N could no longer take plural 
nouns after the 18th century. Hence, the lexical properties of the N-after-N in Present-day English 
reviewed in section 1 are judged to have been established in the 18th century. 
   In summary, the above corpus-based investigation has shown that the N-after-N emerged in the 16th 
century and was established in the 18th century. In addition, it has also been clarified that its frequency 
increased especially in the 17th century and the 19th century. As is obvious, these observations differ 
from those of Matsuyama (2005). The following section proposes a theoretical account for the historical 
development of the N-after-N revealed by my investigation. 
 
4. Analysis 
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   This section provides an analysis of the development of the N-after-N summarized in (11). 
 
 (11)  a.  Both the adverbial use and the nominal use emerged in the 16th century. 
   b.  The frequency increased in the 17th century. 
   c.  The N-after-N was established in the 18th century. 
   d.  The frequency increased in the 19th century. 
 
4.1. The Rise of the N-after-N in the 16th Century 
   Firstly, this section focuses on the cause of the rise of the N-after-N. Adapting the analysis of 
Matsuyama (2005), this paper proposes that semantic abstraction of the preposition after caused the rise 
of the N-after-N.3 As a result of semantic abstraction, the idiomatic meaning SUCCESSION was acquired 
in addition to the original meaning SEQUENCE. It is important to note that the original meaning of the 
expression did not disappear immediately (cf. Hopper and Traugott (1993)). Therefore, this paper 
proposes that the N-after-N from the 16th century to the 17th century expressed both SUCCESSION and 
SEQUENCE. This is summarized in (12). 
 
 (12)  - The 15th Century The N-after-N: SEQUENCE 
        ↓ Semantic Abstraction of after 
   The 16-17th Century The N-after-N: SEQUENCE and SUCCESSION 
 
4.2. The Increase in the Frequency of the N-after-N in the 17th Century 
   Then, this section considers what caused the increase in the frequency of the N-after-N in the 17th 
century. This paper argues that its cause is the increase in the adverbial use. As shown in Table 8, the 
adverbial use became more frequent than the nominal use in the 1600s (i.e. the 17th century). 
 
Table 8: Percentages of Each Use in EEBOV3 

 1500s 1600s 1700s 
Adverbial Use 38 25.3% 1416 56.8% 24 54.5% 
Nominal Use 102 68.0% 928 37.2% 18 40.9% 
Ambiguous 10 6.7% 148 5.9% 2 4.5% 
Total 150 100% 2492 100% 44 100% 

 
Interestingly, the number of temporal class nouns also increased in the period. Table 9 shows that the 
percentage of temporal class nouns became more than 70 percent in the 17th century. 
 
Table 9: The Number and Percentage of Temporal Class Nouns Used in the Adverbial Use in EEBOV3 

 1500s 1600s 1700s 
Temporal Class Nouns 15 39.5% 1083 76.5% 20 83.3% 
Other Nouns 23 60.5% 333 23.5% 4 16.7% 
Total 38 100% 1416 100% 24 100% 
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On the basis of the data summarized in Table 8 and Table 9, this paper concludes that the increase in the 
frequency of the N-after-N is due to the increase in the adverbial use, especially with temporal class 
nouns. 
 
4.3. The Establishment of the N-after-N in the 18th Century 
   Finally, this section deals with the establishment of the N-after-N in the 18th century. In addition, 
this paper suggests that it correlates with the increase in the frequency in the 19th century. Specifically, 
it is proposed that the completion of semantic abstraction and idiomatization made the N-after-N an 
idiomatic expression in the 18th century. As a result of the establishment of the N-after-N, the original 
meaning SEQUENCE disappeared and the expression became frequent in the 19th century. The proposal 
is summarized in (13). 
 
 (13)  - The 15th Century The N-after-N: SEQUENCE 
        ↓ Semantic Abstraction of after 
   The 16-17th Century The N-after-N: SEQUENCE and SUCCESSION 
         ↓ Completion of Semantic Abstraction + Idiomatization 
   The 18th Century - The N-after-N: SUCCESSION 
 
   According to Akiyama (2004, 2014), idiomatization typically involves the omission of determiners 
and the fixing of lexical items. This accounts for the historical change of the N-after-N shown in Section 
3, that is, nouns occurring in the expression became restricted to countable nouns in a bare singular form 
in the 18th century. Given this, it would be conjectured that idiomatization also had an effect on the 
internal structure of the N-after-N, a topic discussed in the remainder of this section. 
 
4.3.1. The Internal Structure of the N-after-N in the 18th Century and Later 
   This paper adapts Matsuyama’s (2004) analysis of the internal structure of the N-after-N in Present-
day English. He observes that the N-after-N in Present-day English is semantically close to a bare plural 
but is syntactically singular, as shown in (14) and (15). 
 
 (14)  a.  ROSALIND had been disappointed in man after man as individuals, but she had great 

faith in man as a sex.(F. S. Fitzgerald, This Side of Paradise, 18: Matsuyama (2004: 64)) 
   b.  But I tried window after window on the terrace without result.  The heavy green sun-

shutters were down over each, and when I broke the hinges of one there was a long bar 
within to hod it firm.  (J. Buchan, Mr. Standfast, 235: Matsuyama (2004: 64)) 

 (15)  a.  His head was whirring and picture after picture was forming and blurring and melting 
before his eyes …   

   b.  Study after study reveals the dangers of lightly trafficked streets near home for young 
children.   (Matsuyama (2004: 62), underlines are mine) 

 
In order to give a principled account for this mismatch, Matsuyama proposes an analysis based on the 
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tripartite parallel architecture developed by Jackendoff (1997) et seq. In the tripartite parallel 
architecture, phonological, syntactic and conceptual components are independent of each other, as 
illustrated in Figure 1. 
 
Figure 1: The Tripartite Parallel Architecture (cf. Jackendoff (1997)) 

Phonological formation rules Syntactic formation rules Conceptual formation rules 
   

Phonological Structure (PS) Syntactic Structure (SS) Conceptual Structure (CS) 
PS-SS correspondence rules SS-CS correspondence rules 

 
The distinction between Conceptual Structure and Syntactic Structure may lead to mismatch between 
semantics and syntax. Based on this, Matsuyama proposes the semantic and syntactic structures of the 
N-after-N as in (16). 
 
 (16)  a.  Semantic Structure: [X -b,+i PL([X +b,-i ]a AND [X +b,-i

 ]b)]c X =[EVENT] or [THING] 
   b.  Syntactic Structure: [NPc Na [PP P-after NPb]]] (adapted from Matsuyama (2004: 73-74)) 
 
In (16a), the property as a bare plural is realized by the function PL(URAL), which maps the singular 
arguments with [+b(oundedness), -i(nternal structure)] into the plural argument with [-b, +i]. In addition, 
this structure can account for the fact that plural nouns and uncountable nouns cannot be used in the N-
after-N in Present-day English. Also, the syntactic structure in (16b) represents the singularity in syntax. 
However, this syntactic structure is not enough to capture the adverbial use because NP cannot typically 
be used as an adverb. Hence, this paper proposes a different syntactic structure shown in (17) under the 
frameworks of Chomsky (2013, 2015) and Mizuguchi (2019). 
 
 (17)  [α NP [PP P-after NP]]  →  α = NP / PP 
 
In (17), nouns have a phrase structure (namely, NP), and hence the N-after-N has an XP-YP (NP-PP) 
structure.4 Mizuguchi proposes that labels of XP-YP structures can be determined either as XP or YP 
without recourse to any movement or feature sharing (as proposed by Chomsky (2013, 2015)). Then, it 
is possible to assume that α can be determined as NP or PP. If α is determined as NP, the N-after-N is 
interpreted and used as a noun phrase while the expression is determined as an adverbial phrase when α 
is labelled as PP. In summary, the N-after-N in Present-day English has the semantic and syntactic 
structures shown in (18). 
 
 (18)  a.  Semantic Structure: [X -b,+i PL([X +b,-i ]a AND [X +b,-i

 ]b)]c X =[EVENT] or [THING] 
(adapted from Matsuyama (2004: 74)) 

   b.  Syntactic Structure: [α NPa [PP P-after NPb]]c  →  α = NP / PP 
 
4.3.2. The Internal Structure of the N-after-N from the 16th Century to the 17th Century 
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   This final subsection discusses the internal structure of the N-after-N from the 16th century to the 
17th century. This paper proposes that the semantic and syntactic structures are as in (19). 
 
 (19)  a.  Semantic Structure 
     SEQUENCE: [X [X  ]a [Place AFTER Y [X   ]b]]c 
     SUCCESSION: [X [X  ]a AND [X   ]b]c X =[EVENT] or [THING], Y = Spatial, Temp 
   b.  Syntactic Structure: [α DPa [PP P-after DPb]]c  →  α = DP / PP 
 
In (19a), the two semantic structures corresponding to the original and idiomatic meanings are assumed 
because the N-after-N from the 16th century to the 17th century expressed both SEQUENCE and 

SUCCESSION. Moreover, X is not restricted by [±b] or [±i] and hence nouns can be uncountable or plural 
in the period. They can also take determiners because the syntactic structure in (19b) involves DP. The 
transition of the internal structure from (19) to (18) captures the historical change of the N-after-N (i.e. 
the restriction to singular countable nouns and the loss of determiners). 
 
5. Concluding Remarks 
   This paper has dealt with the historical development of the N-after-N. First, a corpus-based 
investigation was made in order to verify the validity of the observation of Matsuyama (2005). As a 
result, it was clarified that the N-after-N emerged in the 16th century and its frequency increased 
especially in the 17th century and the 19th century. In addition, it was concluded that the properties of 
the N-after-N observed in Present-day English were acquired in the 18th century, leading to the 
establishment of the N-after-N. 

Then, a theoretical account for these historical changes was provided. Specifically, the preposition 
after underwent semantic abstraction, as a result of which the N-after-N emerged with the idiomatic 
meaning SUCCESSION in the 16th century. Subsequently, the adverbial use became frequent along with 
the increase of the occurrence of the temporal class nouns in the 17th century. As a consequence, the 
overall frequency of the N-after-N increased in the period. Eventually, the N-after-N underwent 
idiomatization in addition to the completion of semantic abstraction, and therefore the N-after-N was 
established in the 18th century. Due to its establishment, the frequency increased in the 19th century. 
The historical development proposed in this paper is summarized in Figure 2. 
 
Figure 2: The Historical Development of the N-after-N 

 Internal Structure  Others 
 Beginning of Semantic Abstraction of after 
    

16th – 17th 
Century 

Syntactic / Semantic Structure 
[α DP [PP P DP]]  α=DP/PP 
SEQUENCE [X [X ] [Place AFTERY [X ]]] 
SUCCESSION [X [X ] AND [X ]] 
X = [EVENT] or [THING] 
Y = Spatial, Temp 

 
 
 
 

The Rise of the N-after-N 
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 Completion of Semantic Abstraction of after + Idiomatization 
    

18th Century - Syntactic / Semantic Structure 
[α NP [PP P NP]]  α=NP/PP 
[X

-b,+i PL([X
+b,-i]AND[X

+b,-i
 ])] 

X = [EVENT] or [THING] 

 
 
 

No Uncountable / Plural Nouns  
No Determine 
The Establishment of the  
N-after-N 

 

* This is the revised version of the paper presented at the 42nd Conference of the English Linguistic 
Society of Japan. I am greatly indebted to Tomoyuki Tanaka for the progress of this study. I am also 
grateful to the audience at the conference and all the members of Department of English Linguistics, 
Nagoya University for their valuable comments and suggestions. All remaining errors and inadequacies 
are my own. 

NOTES 
1 In this paper, the N-after-N is italicized. 
2 Matsuyama (2005) also points out that examples with determiners or plural nouns were found in the 
17th century, as shown in (i) and (ii), respectively. 
 (i) Antichirst then shall be brought to ruin gradually; that is, by degrees: A part after a part; here a 

fenced city, and there a high tower, even until she is made to lie even with the ground. 
(Bunyan (1692): Matsuyama (2005: 181)) 

 (ii) … God doth not only once or twice, but until these transgressors become old; his patience is 
thus extended, years after years, that we might learn of him to do well. 

(Bunyan (1684): Matsuyama (2005: 188)) 
3 Matsuyama (2005) proposes that the semantic bleaching of after is a possible factor of the increase in 
the frequency of the N-after-N in the 19th century (in his observation). 
4 The NP status of nouns in the N-after-N is supported by the fact that they can be modified by adjectives, 
as exemplified in (i). Based on the proposal in Bernstein (2001), this paper assumes that adjectives 
modifying nouns are located in Spec, NP. 
 (i) day after lousy day    (Jackendoff (2008: 9), underline is mine) 
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off * 
The Meanings and Versatility of V + off Phrasal Verbs  

 Tsutomu Iwamiya  
Kobe City University of Foreign Studies  

, , , ,  

1.  
off

round off a victory reel off wins

off
2024 2 29 3 28 NOW 

Corpus  (US, GB, AU, NZ, CA, IE)    
 
2. Off  

Lindner (1982)  
(LANDMARK) TRAJECTOR

solution
 (1a) wrinkle

 (1b)  (PATH) 
out  

 
(1) a. I figured out a solution to the problem. 
 b. He ironed out the wrinkle in his shirt.                          (Lindner 1982: 308-311) 
 
(2) V + out

TRAJECTOR (1a) solution (1b) wrinkle
TRAJECTOR  [VANTAGE POINT] LANDMARK

LANDMARK  
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(2)  
 

 

         
off

V + off  (3a) (3b)
 (3c)

off  
 
(3) a. ...he needed a rest to {sleep off/ *sleep} the alcohol...              (IE 2014/ NOW Corpus)     
 b. Trump {shrugged off/ *shrug} the idea that supporters tried to discredit her and push her out, 

saying: “I really don't know her...                              (US 2019/ NOW Corpus) 
   c. Messi {rounded off/ *round} the victory when he pounced on a deflected pass before lifting 

the ball over Ospina.                                        (NZ 2016/ NOW Corpus) 
 

(3a-c) 
off 1 

 
3. Off  

Off

(3a)
(3b) cigarettes  alcohol (4)

 
 
(4) ...he has sworn off cigarettes since his ordeal,...                    (NZ 2018/ NOW Corpus) 
 
3.1. V + out  

Iron (1b) strip, wipe V + out
 2024: 150 off

sleep, shrug, swear
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(5a) strip out
(3a) sleep off

(5b) wipe out the 
idea idea (3b) shrug off

 
 
(5) a. Non-alcoholic beer is made by brewing a beer as normal and then heating it to strip out the 

alcohol.                                                  (NZ 2020/ NOW Corpus) 
 b. …President Vladimir Putin of trying to “wipe out the idea of even being a Ukrainian.” 
                                                             (US 2022/ NOW Corpus) 
 

 (3c) round off (the) victory (6) reel off wins clean up, dry out, close 
down  (COMPLETION)  (Collins Cobuild 
Phrasal Verbs Dictionary 2020: 507-525)  
 
(6) Frances Tiafoe appreciates the support from his famous friends now that he has reached tennis’s 

highest ranks and reels off wins with ease.                        (US 2023/ NOW Corpus)              
 

(3c) round off (the) victory
 (7a) (edge corner) 

edge
reel off (skein yarn) 

20
 (7b)  

 
(7) a. If you prefer to have them square, round off the edges, or they will be badly bruised upon 

handling.                                                         (1877/ COHA) 
 b. A hand moved across in front of it would give a purring sound, and a glimpse out of a window in 

daylight would sound like a cinematograph reeling off a film.               (1909/ COHA) 
 

 (3c)  (6)  V + off
scratch out, carve out, gut out V + out

(8) reel off scratch out
 

 
(8)   …he has reached tennis's highest ranks and {reels off/ ?? scratches out} wins with ease. 
                                                                   ([6] ) 
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3.2. Off  

V + off Goldberg (1995, 2006) 
(9a-b) 

 [10]  
 
(9) [NP1 V off NP2/ NP1 V NP2 off] 
 

↔ a. [X1 evades Y2 smoothly by indirect actions represented by V-ing]  
              [DOWNPLAYING] [NP1: AGENT/ NP2: PATIENT (criticism, allegation, threat... etc.)] 
       [REFRAINMENT (REMOVAL)] [NP1: AGENT/NP2: PATIENT (ideas, indulgences, stress... etc.)] 

 
↔ b. [X1 secures Y2 smoothly by finishing actions represented by V-ing]  

                          [SECURING] [NP1: AGENT/ NP2: PATIENT (wins, victories, titles... etc.)] 
 
 

(10)  [DOWNPLAYING] (=9a) 
 X= criticism X= idea 
brush off X 
shrug off X 
laugh off X 
wave off X 

656 (3)/ *3 
448 (7) 

87 
33 

187 (4) 
124/ *2 

251 (10)/ *1 
49 (1) 

[REFRAINMENT (REMOVAL)] (=9a) 
 X= alcohol/ booze X= stress 

swear off X   
sleep off X 
wean off X 
detox off X 
shrug off X  
laugh off X 
walk off X 
brush off X 
dance off X 
ride off X 

121 
26 (6) 

4 
2 
1 

 
1 

 
 
 

 
2 (1) 

 
 

14 
6 
5 
4 
2 
1 

[SECURING] (=9b)         
 X= win/ victory 
reel off X 
round off X 
polish off X 

475 
187 
49 
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(10) 

shrug the idea off * off, out, from, aside
NOW Corpus <[V] [X]> , <[V] 

* [X]>, < [V] off [X] > , < [V] off * [X] > [V= / X= ] 4
V + off  

(9a, b) 
 2019: 133 (10) 

Capelle (2006: 20) 

2 (9a-b) 

 (10)  
 
4. 2  

(9a-b) 
4.1.

V + off V + off
 (9a) 4.2.

V + out win victory  (9b) 
 

 
4.1.  
 (9a) dismiss laugh off 1800

1900 threat, alcohol, stress, drug
 

(9a) 
V + off

(11a) frighten off, scare off, warn off
fight off beat off

 (11b) stave off ward off, fend off
(9a) 3 

 
(11) a. To frighten off the beast, people also set off firecrackers and bang loud gongs,...  

(CA 2016/ NOW Corpus)              
 b. She brought some fruit on the journey to stave off hunger.                     (LDOCE) 
 

scare off fend off 17
shrug wave
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(9a) 

shrug off

shrug off laugh off
(3a) sleep off alcohol

alcohol stress (12) wear off, fizzle off, wane off
 

 
(12) Once the alcohol wears off, your brain goes into overdrive, seeking more of the substance. 
                                                             (US 2021/ NOW Corpus) 
  

(9a) 

off
 

 
4.2.  

 (9b) reel, round, polish
1980

grind out, scratch out
V + out win victory

 
(13) COHA, The TV Corpus, The Movies Corpus 1980 win victory

NOW Corpus 30
 

 
(13) 

OBTAINMENT (V + OUT) OBTAINMENT COMPLETION 
grind out X 
squeak out X 
squeeze out X 
gut out X 
dig out X 
carve out X 
scratch out X 
round out X 

1915 (18)/ *17 
441 (8)/ *33 

209 (27)/ *21 
196 (10) 
168 (4) 

103 (3)/ *3 
96 (1)/ *5 

57 

sneak X 
bag X 
nab X 
nick X 
snare X 
manufacture X  
pocket X 

320 
309 
217 
171 
88 
70 
35 

ice X   
cement X 
bank X 
finish off X 
cap X 
solidify X 
finish X 
nail X   

651 
459 
241 

235 (3) 
221 
181 
175 
60 
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cinch X 
forge X 

58 
49 

 
                                                                (X= win/ victory) 
 

 (14a) sneak nick
pocket bag

 (14b) ice, 
cement, bank, cap, solidify win victory

V + out
SPORT NEWS

round off reel off
grind out scratch out

 
 
(14) a. And the Highlanders dully-obliged when they sneaked the victory at the death.   
                                                             (AU 2017/ NOW Corpus)              
 b. Rookie Mike Miller iced the victory with two more free throws with 15 seconds to play.  
                                                                         (LDOCE) 
 
Capelle (2006:24) 2

 (ALLOSTRUCTIONS) 
Off out

(15) win victory off
 

 
(15) 

 

 
3.1. strip out the alcohol sleep off the alcohol wipe out the idea shrug off the 
idea V + out V + off  (with great effort)  (smoothly)
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2
grind 

out scratch out V + out win victory
V + off 4 

(15) off
out (16) round out the victory

round dig grind

V + off round V + out
 

 
(16) The team's anchor, Wollongong's McKeon, then swam a powerful final leg to round out the 

victory and claim gold from the US and Canada.                  (AU 2022/ NOW Corpus) 
 
5.  

off
V + out

V + off
scare off fend off

round off reel off corner edge
yarn film V + out
win victory  

off
Lindner (1982) out, in, down, up

off
ASPECTUAL

  
shrug off laugh off

walk off sleep off
round off polish off

reel off
 

off
out

 (ASPECTUAL) 
 

Jackendoff (2002) (17) coffeed out
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worn out, burned out
5 out

coffee beer
6    

 
(17) I’m (all) coffeed out.                                          (Jackendoff 2002: 85) 
 

V + off
CAUSED MOTION

off  
off

Goldberg 1995, 2006
 

 

* 42
 

 
1

 (Jackendoff 2002: 84)

 
2 Capelle (2006) 

Capelle (2006) 
 

3 scare, warn, frighten
 (9a) 

ward off stave off
LDOCE ward, stave, fend

off  
4 

round off reel off victory win dig out [truth] 
sift out [truth] truth {reel/round} 

off [truth] 1 round off reel off
 (7) win victory

 
5 Jackendoff (2002) coffeed out

 [2020] 
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Lindner (1982) 
close up

Lindner Jackendoff Cobuild Phrasal Verbs Dictionary (2020) 
Lindner (1982) 

Lindner (1982) 
 

6 Out beer  (e.g., The casks continued later that night 
at the Murderer's Row caskival event at the Kettle Valley Station pub, at which point I was getting 
beered out…[CA 2015/ NOW Corpus])  
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1. Introduction 

In the literature on linguistics, it has been traditionally observed (e.g., Hornby (1975)) that the so 
that adverbial clause (cf. (1a)) is semantically similar to a dependent degree clause introduced by so (cf. 
(1b)) in that they are separated by a comma intonation break and carry a result interpretation. 
 

(1) a.   John’s dog barked loudly yesterday, so that he woke up the neighbors.  

 b.  John’s dog barked so loudly yesterday, that he woke up the neighbors. 
  

Scholars have investigated the syntax and semantics of so and its dependent degree clause from the 
perspectives of LF movement and extraposition (e.g., Guéron and May (1984), Baltin (2006), 
Rochemont and Culicover (2013)). Guéron and May (1984) first observed that so exhibited different 
scope readings, each of which is informally represented in (2a, b). 
 

(2) Mary believes that Harryi is so crazy that hei acted irrationally.  (Guéron and May (1984:17)) 
 a.   Mary believes that so [Harry is crazy] [that he acted irrationally]  

 b.  so [Mary believes that Harry is crazy] [that he acted irrationally] 
 

Culicover and Rochemont (2013:197) paraphrase the readings in (2a, b) as follows: “(a) Mary has the 
belief that Harry is so crazy that he acted irrationally, or (b) the extent to which Mary believes that Harry 
is crazy is such that he acted irrationally.” If the notion of the de dicto/de re distinction is borrowed, then 
the former will correspond to a de dicto interpretation in which so is interpreted within the scope of the 
attitude verb believe, whereas the latter will correspond to a de re interpretation in which so is interpreted 
outside the scope of believe.1 The fact that so can take a clausal scope at LF is supported by the following 
contrast ((Rochemont and Culicover (2013:196), with slight modifications)): 
 

(3)  a.  * Shei met few people at the party, who Maryi upset. [Relative Clause Extraposition] 
 b.  Shei met so few people at the party, that Maryi was upset. [Result Clause Extraposition] 
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The abovementioned contrast demonstrates that the pronominal matrix subject she is not coreferential 
with the subject in the extraposed relative clause, which causes a Condition C violation effect, whereas 
the subject in the extraposed result clause does not. This fact also implies that the dependent degree 
clause, as well as the degree intensifier, takes a sentential scope. 
  The majority of previous studies (e.g., Guéron and May (1984), Baltin (2006), Rochemont and 
Culicover (2013)) have seemingly reached a consensus that so and its (result) degree clause take a 
sentential scope. However, less research has been conducted to consider whether they always take a 
sentential scope or if they take a scope within the predicate (vP) domain. To fill this gap in the literature, 
the current study aims to explore the possibility that so and its degree clause co-occur within the 
sentential and predicate domains. Building on the analysis proposed by Bhatt and Pancheva (2004) on 
degree heads and degree clauses, it proposes that the degree intensifier behaves as a degree quantifier 
head, undergoes quantifier raising (QR) to vP or IP, and introduces a degree clause as its complement; 
then, it provides supportive evidence for the proposed analysis in terms of the syntactic dependency of 
a degree clause on the matrix clause. 

The remainder of this paper is organized as follows. After observing the major properties of so and 
its dependent degree clause, Section 2 reviews previous analyses and points out empirical and theoretical 
issues. Section 3 proposes an alternative analysis to solve the issues presented in Section 2 and provides 
additional supportive evidence from the perspective of the syntactic dependency of a degree clause on 
a matrix clause. Section 4 argues that the proposed analysis can be applied to another type of degree 
clause introduced by enough. Section 5 concludes the paper. 
 

2. Previous Studies 

2.1. Basic Properties of So and its Degree Clause 

This subsection first observes the three basic properties of so and its degree clause. As discussed in 
Section 1, since Guéron and May (1984), it has been observed that the degree intensifier so behaves 
similarly to a quantifier and takes a sentential scope; furthermore, the degree clause, as well as so, takes 
a sentential scope. These two observations led Rochemont and Culicover (2013) to pose the two 
following arguments: first, so undergoes LF movement and adjoins the sentential clause (IP); second, 
the degree clause adjoins the sentential clause to which the LF-moved so adjoins. To strengthen their 
arguments, Rochemont and Culicover (2013:197) provide the following example, which illustrates that 
so is forced to take a wide scope (i.e., a de re interpretation) due to the Condition C violation effect. 
 

(4)     Shej believes that Harryi is so crazy that Maryj left himi.  

(5) a. * Shej believes [that so [Harryi is crazy] [that Maryj left himi]]. Condition C violation 

 

 b. OK so [Shej believes that Harryi is crazy] [that Maryj left himi]. No Condition C violation 

 

In support of their assumption, that is, so undergoes LF movement, Rochemont and Culicover (2013: 
197–198) further observed that the LF movement of so exhibits island effects such as subject (cf. (6b)), 
complex NP (cf. (7b)), and adjunct (cf. (8b)) islands. 
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(6)  a.   [[That so many people ate cheesecake] that we had to order more] surprised us. 
 b. * [That so many people ate cheesecake] surprised us that we had to order more. 
(7)  a.   Shei claimed that so many people left that Maryi must have been lying. 
 b. * Shei made the claim that so many people left that Maryi must have been lying. 
(8) a.  Shei tried to do so many pushups that Maryi hurt herself. 
 b. * Shei bent to do so many pushups that Maryi hurt herself. 
 

In summary, so undergoes LF movement and adjoins to IP; furthermore, the degree clause adjoins to the 
IP position adjoined by the LF-moved so. These assumptions enable the explanation of the co-
occurrence of so and its degree clause in the sentential domain. The third property to be reviewed below 
is concerned with the finiteness of a degree clause that co-occurs with degree modifiers such as so, too 
and enough. White (1997:3) puts forward the following two observations: first, degree clauses cannot 
stand on their own without any degree modifier (cf. (9a, b)); second, enough can introduce a finite/non-
finite degree clause (cf. (10a, b)), whereas the degree clause introduced by too is restricted to non-finite 
(cf. (11b)) and that introduced by so is to finite (cf. (12a)). 
 

(9) a. * Mary was sad that she cried. b. * Mary was sad to cry. 
(10) a.  Mary was sad enough that she cried. b.  Mary was sad enough to cry. 
(11) a. * Mary was too sad that she cried. b.  Mary was too sad to cry. 
(12) a.  Mary was so sad that she cried. b. * Mary was so sad to cry. 
 

The fact that a consistent pattern exists between degree modifiers and the finiteness of their degree 
clauses is ascribed to one of the s-selectional restrictions imposed on the head–complement structural 
relation (e.g., Guéron and May (1984), White (1997), Meier (2001, 2003), Bhatt and Pancheva (2004); 
see also Bresnan (1973)). 
   Having examined the three basic properties of so and its dependent degree clause, the next subsection 
discusses several empirical and theoretical issues to be addressed in this paper. 
 

2.2. Previous Analyses and their Potential Problems 

This subsection reviews two previous analyses that were proposed in the literature on the treatment 
of so and its dependent degree clause for brevity. The first is a classical one that assumes that so is 
generated at the degree head and introduces a degree clause as its complement in the base structure. 
From this classical view, so and the degree clause form a head–complement relationship, and the degree 
clause complement undergoes extraposition. Based on the classical approach, Meier (2001) proposes 
the derivation in (13) (simplified for ease of explanation), according to which the degree head so selects 
a degree clause as its complement in the base structure (cf. (13a)); then, the extraposition applies to the 
degree clause (cf. (13b)). The LF representation of so and its degree clause is demonstrated in (13c). 
 

(13) a.  [CP Martha is [AP [DegP so] [CP that she can reach for the top shelf]] tall]] 
 b.  [CP Martha is [AP [AP [[DegP so ti] ti] tall] ti] … [CP that she can reach for the top shelf]i] 
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 c.  [[DegP so [CP that she can reach the top shelf]]j [CP Martha is [AP tj tall]]] (LF) 
 

Several empirical and theoretical problems have been raised against the classical approach (see Bhatt 
and Pancheva (2004) for a detailed discussion on the relevant issues). First, because the assumption is 
that the degree clause is generated as a complement to the degree head in the base structure, the subject 
in the degree clause can be predicted to exhibit a Condition C violation effect, which is contrary to the 
fact in (3b). Second, so and its dependent degree clause are separated from each other after the degree 
clause complement undergoes extraposition at syntax (cf. (13b)), whereas they occupy a CP-adjoined 
position as a single constituent at LF. To fill the structural gap between the representation in (13b) and 
the LF representation in (13c), one needs to assume a complex reconstruction mechanism that first 
reconstructs the extraposed degree clause to its base position then adjoins the entire degree phrase to CP. 
Although the current study adopts the classical approach, the two problems identified need to be solved. 
   The second analysis is based on clausal adjunction (e.g., Castroviejo-Miró (2011)). Based on the 
clausal adjunction approach, the matrix and degree clauses are generated as independent clauses, and 
the degree clause is syntactically treated as an adjunct of the main clause. On the one hand, the clausal 
adjunction approach correctly predicts the lack of Condition C effects, such as that in (3b); on the other 
hand, it does not provide a consistent account of the fact that so and its dependent degree clause fall 
under the scope of negation in the matrix clause when the degree clause is modalized, as pointed out by 
Castroviejo-Miró (2011:93): 
 

(14) a. ? My dog didn’t bark so loud that he woke up the neighbors. 
 b.  My children don’t grow so fast that I have to buy them new clothes every now and then. 
 

Because the matrix clause and the degree clause are generated as independent clauses, the clausal 
adjunction approach predicts that so and the degree clause does not fall under the scope of negation in 
the matrix clause, which is contrary to the fact in (14b).2 

   Reviewing the two previous approaches to so and its dependent degree clause, this subsection 
discussed the several empirical and theoretical problems they face. Adopting and modifying the classical 
approach based on Bhatt and Pancheva (2004), the next section proposes an alternative analysis and 
provides supportive evidence for the proposed analysis. 
 

3. Proposal 
3.1. A Late Merge Analysis of So and its Degree Clause 

   Focusing on the syntactic place of degree clauses, such as than-/as-phrases in the overall structure 
of comparatives, Bhatt and Pancheva (2004) propose that a degree head (i.e., -er/as) and its degree 
clause complement form a constituent after the QR of the degree head and the counter-cyclic merger of 
the degree clause. Although they did not discuss the result clauses and degree heads (i.e., so and too), 
they cited the possibility of extending their general proposal to them (see Bhat and Pancheva (2004:fn. 
1)). On the basis of the syntactic mechanism of Bhat and Pancheva, this subsection proposes a detailed 
analysis of so and its dependent degree clause (see also Honda (2024)). 
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Four theoretical assumptions are necessary for the late merge analysis of so and its dependent degree 
clause. First, so, as well as -er, can be generated as the head of a Degree Phrase (DegP), which is a 
specifier of a gradable predicate (cf. (15)). Second, as a quantificational expression, the DegP headed 
by -er or so undergoes QR and leaves behind a copy (cf. (16)). Then, the QR-ed DegP right-adjoins in 
a scope position, a node of type <t> (denoted as XP below) in formal semantics terms. Third, the degree 
clause is late merged as an argument to the QR-ed -er or so (cf. (17)).3 
 

(15) a. [AP [DegP -er] [A’ tall]] b. [AP [DegP so] [A’ tall]] 
(16) a. [XP [XP … [AP [DegP -er]i [A’ tall]]] [DegP -er]i ]. 
 

 b. [XP [XP … [AP [DegP -so]i [A’ tall]]] [DegP -so]i ].  

 

(17)  [XP [XP … [AP [DegP -er/so]i [A’ tall]]] [DegP [Deg’ -er/so [CP dependent clause]]]i …] 
             Copy Pronunciation                      Late Merge 

 

Fourth, the degree head -er/so is interpreted within its scope position, and its copy is interpreted as a 
degree variable but is pronounced in its base position to meet a morphological Condition: that is, -er is 
an affix that needs to be spelled out together with its adjective host, while so is assumed to be a prefix 
that needs to be pronounced together with its adjective host. Under the present analysis, a sentence, such 
as that in (18a), can be derived as in (18b):4 

 

(18) a.  Mary was so beautiful (that) she won Miss America. 
 b.  IP 
 
              IP<t>                                DegP 
 
       DP          I’                             Deg’   
 
      Mary    I          vP<t>               so             CP 
 
             was   DP          v’               (that) she won Miss America 
 
                  Mary   be           AP 
 
                               DegP         A’ 
                                             
                                so          tall     
 
 
Following Heim and Kratzer (1997:ch. 8), the study assumes that nodes of type <t> involve IP and vP. 

Based on the present approach, the study accounts for the three basic properties observed in 
subsection 2.1 as follows. First, the fact that so and its dependent degree clause take a sentential scope 
is accounted for, because the DegP introduces a degree clause as its complement after it undergoes QR 
and right-adjoins to IP. Second, the s-selectional requirement imposed on so and its dependent degree 
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clause is directly accounted for, because the Deg head introduces a degree clause as its complement in 
its scope position. Furthermore, if the proposed analysis is correct, then one can predict that the QR of 
so may target vP, right-adjoin to it, and introduce a degree clause in the predicate domain. If this 
prediction is borne out, it will be the case that so can introduce a degree clause as its complement not 
only in the sentential (IP) domain but also in the predicate (vP) domain. Another related prediction is 
that the degree clause behaves differently according to its syntactic position: if so introduces a degree 
clause in the vP domain, then the degree clause becomes a part of the matrix clause; if so introduces a 
degree clause in the IP domain, then the degree clause is separated from the matrix clause. The next 
subsection tests these predictions in order. 
 

3.2. Supportive Evidence 

The possibility that so and its dependent degree clause may co-occur in the sentential (IP) or 
predicate (vP) domain is implicated by (14a, b), which is reiterated below for convenience: 
 

(19) a. ? My dog didn’t bark so loud that he woke up the neighbors. 
 b.  My children don’t grow so fast that I have to buy them new clothes every now and then. 
 

The fact that the degree clause easily falls under the scope of negation in the matrix clause when it is 
modalized can be naturally accounted for if we assume that the modalized and nonmodalized degree 
clauses in (19a) and (19b) are introduced in the vP and IP domains, respectively. In connection with this, 
it is worthwhile mentioning the semantic difference between the modalized and nonmodalized degree 
clauses in terms of the connotation of the result. My informant noted that the nonmodalized degree 
clause with the past tense carries a result interpretation as its logical connotation, but the modalized one 
does not, as demonstrated below: 
 

(20) a.  My dog barked so loud, that he woke up the neighbors (# but he didn’t wake them up). 
(Castroviejo-Miró (2011:80)) 

 b.  The interviewer spoke English so loudly that I could understand everything (but I didn’t 
understand everything). 

 

Thus, this study assumes that the modalized degree clause carries a high degree interpretation in which 
the high degree denoted by so is contextually specified in the modalized degree clause; for example, a 
sentence, such as “Mary is so hungry that she could eat a horse,” does not carry a result interpretation 
but a high degree or hyperbolic interpretation.5 Informally, the interpretive difference between the degree 
clauses introduced in the sentential (IP) domain (i.e., the result degree clause) and predicate (vP) domain 
(i.e., the high degree clause) is expressed by the following (it should be noted that the distinction in 
question is similar to the one between result and purposive so that adverbial clauses (cf. Nakau (1994))): 
 

(21) a.  My dog barked so loud, that he woke up the neighbors (# but he didn’t wake them up). 
  = “The interviewer spoke English very loudly, and as a result, I understood everything.”  
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 b.  The interviewer spoke English so loudly that I could understand everything (but I didn’t 
understand everything). 

  = “The interviewer spoke English very loudly to the extent that I could understand everything.” 

 

Another clue for distinguishing result degree clauses from high degree clauses is the break in 
phonological intonation. My informant observed that when the matrix clause is separated from the 
degree clause by a comma intonation break, then the degree clause tends to obtain a result interpretation 
(cf. (21a)). On the basis of these two types of degree clauses, let us consider whether or not they behave 
differently in terms of quantifier binding and Condition C. If the proposed analysis is correct, then the 
study predicts that when the matrix subject is a bare negative quantifier, it can bind the pronominal 
subject in the high degree clause introduced in the vP domain, whereas it cannot bind the one in the 
result degree clause introduced in the IP domain. According to my informant, this prediction is borne 
out, as demonstrated by the following contrast: 
 

(22) a. * No student1 was so busy, that he1 didn’t read a book last month. [Result] 
 b.  No student1 was so busy that he1 couldn’t read a book last month. [High Degree] 
 

Another related prediction is that the subject of the result degree clause does not exhibit a Condition C 
violation effect, while that of the high degree clause does. My informant also confirmed that this 
prediction is correct, as depicted in the following contrast: 
 

(23) a.  Shei was so beautiful, that Maryi won Miss America (#, but she didn’t). [Result] 
 b. * Shei was so beautiful that Maryi could win Miss America (, but she didn’t). [High Degree] 
 

Finally, let us consider the syntactic difference between the result and high degree clauses from the 
perspective of syntactic dependency on the matrix clause. Within the cartographic framework 
(Haegeman (2013), Endo (2019), Endo and Haegeman (2019)), it has been proposed that adverbial 
clauses are divided into two types, namely, peripheral and central. The former describes the background 
of the matrix clause and is independent of the matrix clause. By contrast, the latter modifies the event 
described by the matrix clause; the event described by the central adverbial clause is unified into the 
matrix clause. The occurrence of high adverbs and tag questions indicate the difference between 
peripheral and central adverbial clauses, as Endo (2009:99, 100, with modifications) shows below: 
 

(24) a.  The ferry will be fairly cheap, while the plane {may/will probably} be too expensive. 
 b. ?? John works best while his children {are probably/might be} asleep. 
(25) a.  Bill took a degree at Oxford, while his daughter is studying at UCL, {isn’t she / * didn’t he}? 

 b.  Bill took a degree at Oxford while his children were still very young, {* weren’t they / didn’t he}? 

 

Among high adverbs (e.g., [frankly Moodspeech act [fortunately Moodevaluative [allegedly Moodevidential 
[probably Modepistemic [ … (Cinque (1998:106))), the evaluative adverb is used to test the prediction that 
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result degree clauses, in contrast to high degree clauses, behave similar to peripheral clauses. My 
informant reported that the prediction is correct in terms of the occurrence of high adverbs and tag 
questions, as shown below: 
 

(26) a.  Mary was so studious, that, fortunately, she passed JLPT N1. [Result] 
  b. * Mary was so studious that, fortunately, she could pass the JLPT N1. [High Degree] 
(27) a.  Mary was so studious, that she passed the JLPT N1, { wasn’t she / didn’t she}? [Result] 
 b.  Mary was so studious that she could pass the JLPT N1, { wasn’t she / * couldn’t she?} [HD] 
 

One remaining issue is why the tag question in (27a) can target the matrix and result clauses, which is 
contrary to the corresponding case of peripheral adverbial clause in (25a). 

In summary, this subsection provided supportive evidence for the claim that degree clauses are 
divided into two types, namely, result and high degree. The former is introduced in the sentential 
domain and behaves as independent from the matrix clause, while the latter is introduced in the 
predicate domain and is unified into the matrix clause as a part of it. 
 

4. Further Application to Enough and its Dependent Degree Clause 

   This subsection briefly discusses the possibility that the proposed analysis of so and its degree clause 
can be extended to the enough (so) that configuration (see Meier (2001, 2003) and Okada (2003)). 
Previous studies have observed that the function of the degree clause introduced by enough is to specify 
the minimal standard requirement that needs to be satisfied. In addition to this standard interpretation, 
my informant reported that, in the enough that configuration, the degree clause may carry a result (cf. 
(28a)) or standard (cf. (28b)) interpretation; furthermore, the informant found that the degree clause 
introduced by enough behaves similarly to the one introduced by so. 
 

(28) a. * John was smart enough, that he passed the entrance examination for the university, but he 
didn’t take (nor pass) it. [Result] 

 b.  John was smart enough that he could pass the entrance examination for the university, but he 
didn’t take (nor pass) it. [Standard] 

(29) a. *  No student1 was smart enough, that he1 passed the entrance examination for the university. 
 b.  No student1 was smart enough that he1 could pass the entrance examination for the university. 
(30) a.   Mary was studious enough that, fortunately, she passed the JLPT N1. [Result] 
 b. * Mary was studious enough, that, fortunately, she could pass the JLPT N1. [Standard] 
(31) a.  Mary was studious enough, that she passed the JLPT N1, {wasn’t she / didn’t she}? [Result] 
 b.  Mary was studious enough that she could pass the JLPT N1, {wasn’t she / * couldn’t she}? 

[Standard] 
 

The facts provided in this subsection imply that the degree clauses introduced by so and enough can 
be uniformly addressed in such a manner that they can be syntactically realized in the sentential (IP) or 
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predicate (vP) domain. These properties also point to the possibility that the distinction between 
peripheral and central adverbial clauses exists even in degree clauses introduced by degree modifiers. 
 

5. Conclusion 

   This study has argued that the so-called degree clauses are divided into two types, namely, result and 
high degree. More precisely, this paper has proposed that as a quantificational element, the degree 
intensifier so undergoes QR, and it adjoins to vP or IP, both of which are a semantic type <t>. If so 
undergoes QR, adjoins to vP, and introduces a degree clause as its complement, then the degree clause 
typically carries a high degree interpretation; if the QR-ed so adjoins to IP and introduces a degree clause 
as its complement, then it carries a result interpretation. The proposed analysis is supported by (i) the c-
command relationship between the matrix and result/high degree clauses and (ii) the syntactic 
dependency of the result/high degree clause on the matrix clause. The major findings of this study 
support the view that the interpretation of a clausal element is determined according to syntactic 
hierarchy. 
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NOTES 
1 I appreciate Nobuhiro Kaga for pointing out to me that the scope difference illustrated in (2a, b) can 
be understood in terms of the de dicto/de re distinction. This study assumes that certain aspects of the 
de dicto/de re distinction, although not all, can be explained as a consequence of quantifier raising (QR). 
2 In connection with the occurrence of negation in the matrix clause, Takeo Kurafuji asked whether or 
not the negated matrix clause can be followed by a negated degree clause while maintaining a causal 
interpretation between them. Degree modifiers are known to show scope island effects (O’Connor 
(2015)); thus, it is predicted that so and its degree clause are, in principle, interpreted under the scope of 
negation in the matrix clause. However, further investigation is required to confirm whether or not the 
prediction is borne out.  
3 Independent research is required to justify this assumption, because late merge was originally proposed 
to be applied to adjuncts but not to arguments (cf. Lebeaux (1988)). 
4 I appreciate Takeo Kurafuji for the suggestion that the optional occurrence of that in the degree clause 
can be assimilated to a head head incorporation process (cf. Pesetsky (1994)). 
5 The assumption stated here is neutral with respect to the issue of whether or not the possibility that a 
nonmodalized degree clause is introduced in the sentential domain is excluded. I would like to leave this 
subject open for future research due to the scope limitation. 
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2.2.  

 
 
 
 

 
 

cf. *[+voice]##[-voice][+voice] 

ru

u

zakura

sakura

a. C  [+voice] / X##_ 
b.  X#   #C 

[+voice] 
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2.2.  

a. kae ‘change’ (stem) + {ru, u} ‘infinitive’ (suffix) 
 kae-ru ‘to change’  - - - - - after a vowel 

kaer ‘return’ (stem) + {ru, u} ‘infinitive’ (suffix) 
 kaer-u ‘to return’ - - - - - after a consonant 

b. yama ‘mountain’ (modifier) + {zakura, sakura} ‘cherry tree’ (head) 
 yama-zakura ‘mountain cherry tree’    - - - - - after a modifier 

  +  {zakura, sakura} ‘cherry tree’ (head) 
 sakura ‘cherry tree’          - - - - - after nothing, standing alone 

cf. *#[+voice]…# (Native)  1955  

a. 

pom   + pi        pom-p-pi   

t l    + ims      t l- - ims  

namu + ka i     namu-k-ka i  

b.  

pi     + mul    pi-m-mul  

hon a + mal    hon a-m-mal  
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3.1. 

a.  
FaithForeign, FaithSino-Japanese, FaithMimetics >> Realize-M >> Faith 

b.  
sirihuki-[+voice]-kami  sirihukigami miso-φ-siru  misosiru 

c. Faith  
boueki-[+voice]-kaisya  boueki-gaisya ama-[+voice]-kappa  amagappa 
simi-[+voice]-simi  simizimi  hono-[+voice]-hono → honobono 

d. Faith  
kokusai- -syakai toiretto- -peepaa  pota- -pota 

3.2. 

*[underlying-V … underlying-V] sakura-[+voice]-hubuki

dome toge

tombo

sibaru

3.2. 

a. saka-dome   koi-bumi  
yaki-zakana   osi-bana  

b. saka-toŋe /*saka-doŋe  maru-haŋe /*maru-baŋe  
oo-tokaŋe /*oo-dokaŋe ai-kaŋi /*ai-gaŋi  

g  ŋ / V_V     Ito and Mester 1997

dome toge

tombo

sibaru

3.2. 

a. aka-tombo /*aka-dombo   
sirooto-kaŋgae /*sirooto-gaŋgae  

b. C  [+voice] / N_  

dome toge

tombo

sibaru
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3.2. 

a. yoko-suberi     gakkou-sabori  
kodukai-sebiri  

b. *hun-sibaru / hun-zibaru  *hun-siboru/ hun-ziboru
*huŋ-kibaru / huŋ-gibaru  

c. humi-sibaru     humi-siboru  
humi-kibaru Vance 1987, Rice 1993, Ito and Mester 2001  

d. C  [+voice] / N_  

dome toge

tombo

sibaru

3.2. 

a. *[underlying-V … redundant-V] --- (8b) 
saka-[+voice]-toŋe  

 [ŋ] redundant-V  
b. *[underlying-V … derived-V] --- (9a) 

aka-[+voice]-tombo 
 NC derived-V  

c. [derived-V … underlying-V] --- (10b) 
hun-[ ]-zibaru  

 derived/redundant-V underlying-V

dome toge

tombo

sibaru

3.2. 

a.  
saka-{tome, dome}  saka-{toge, (*doge)}  

  
saka-toŋe  

b.  
aka-{tombo, (*dombo)}  

  
 

c.  
hun-{sibaru, (*zibaru)}  

  
hun-zibaru  
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a.  
{ame, ama}-gasa   {siro, sira}-kaba
{ki, ko}-dati   {siro}-usagi

b.  
haru-{ame, same}  ma-{ao, sao}  
naga-{ame}   usu-{ao}   

3.3. 

(statistic reality)

ama sira
ko

same sao

3.3. 

a. *Lal.Lab  1976  
sirayuki-hime   suna-hama  kutu-himo

b. *C1V2.C1V2  1989  
tobi-hi    kidzu-tzukeru  

(statistic reality)

ama sira
ko

same sao

3.3. 

a. Kawahara and Sano 2014  
ika-kaniro  >  ika-taniro  
iga-taniro  >  iga-kaniro  

  
b. Irwin 2014  

“[T]he analyses 
in §3 and §4 have demonstrated conclusively that any putative influence 
exerted by duplicate moras in the direction of restricting rendaku must be 
rejected. This conclusion has been drawn from statistical analyses of empirical 
data.” 

(statistic reality)
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Understanding and Extending the Miracle Creed Framework * 

T. Daniel Seely
Eastern Michigan University 

Hisatsugu Kitahara 
Keio University  
Asako Uchibori 

The University of Tokyo  

Keywords Merge, Minimal Search, Minimal Yield, Strong Minimalist Thesis 

   This symposium explored a number of extensions of the Miracle Creed MC framework of Chomsky 
2023 & the Keio-EMU lectures, specifically: (i) Internal Merge transitions a theta-marked element E 
from the propositional to the clausal domain where E is subject to clausal domain properties and (ii) a 
strong form of Minimal Yield MY derives desirable aspects of the phase-impenetrability condition PIC 
and the Duality of Semantics. 
   To fully appreciate these innovations, we first reviewed key aspects of the Miracle Creed system 
including the guiding principle that Merge and all relations derived from Merge “are thought-related, 
with semantic properties interpreted at CI.” There are a number of categories of thought: propositional, 
basic theta-structure; and clausal, force- and information-related (interrogative, topic, focus, among 
others). For the MC, this duality of semantics is derived from the two modes of application of Merge, 
namely External Merge EM for the propositional domain and Internal Merge IM for the clausal domain. 
We traced just how this works in the MC and its consequences, in particular its reanalysis of successive 
cyclic movement “in terms of access to the closest phase in the derivation.” 
   Having provided the necessary background, our primary goal was to pursue the consequences, both 
conceptual and empirical, of a number of extensions of the MC. We first considered the idea that IM 
exits an element E from the propositional domain and enters it into the propositional domain where E 
is, naturally enough, subject to properties of the propositional domain. Assuming that only theta-marked 
elements are subject to IM, it follows that there is exactly one instance of IM for any given element. 
Thus an object raises to the ‘object shifted’ position and the subject raises to spec of Infl, and no farther. 
This, in turn, requires a reconsideration of the MC’s reanalysis of successive cyclic movement in terms 
of phase-based access under minimal search. 
   We explored a strong form of MY whereby an application of Merge must decrease (if possible) and 
can never increase the number of accessible terms in the WorkSpace. We showed that this version of 
MY has a number of important advantages, including that it derives the PIC and, in fact, derives the 
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Duality of Semantics, such duality following as a desideratum, while maintain the empirical advantages 
traced above. 
   Finally, we explored the conceptual and empirical consequences of several extensions of the MC 
framework to empirical domains, which include: contraction, complementizers and their externalization 
requirements, parasitic gaps and across-the-board, reconstruction with successive cyclic A- and A'-
movement effects, and remnant movement and its interaction with NP-movement, Wh-movement, and 
scrambling. 
   Overall, we advanced understanding of the MC system and considered its prospects for future work, 
consistent with the Strong Minimalist Thesis.  
 

* We would like to thank the conference organizers and the participants of this symposium for their very 
helpful comments and suggestions. All remaining errors are, of course, our own. 
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1. Introduction
A variety of ellipsis phenomena have been reported in many languages, as shown in (1) and (2). (1)

shows that a vP undergoes deletion (vP ellipsis). (2) demonstrates that a TP is phonologically deleted 
after Wh movement (sluicing).   

(1) John will [vP visit Sally], and Fred will [vP Δ].
(Baltin 2012, p. 386) 

(2) He is writing something, but you can’t imagine [CP what [C [TP Δ]]].
(Ross 1969) 

In addition to vP ellipsis and sluicing, English permits APs in a complement position of a copula 
verb, ‘be’, to be elided, as in (3) (adjectival predicate ellipsis, APE, Baltin (1995), McCawley 
(1998), a.o.). It is illustrated in (3) that the APs in (3a) and (3b) (‘friendly’ and ‘kind’ respectively) 
can undergo ellipsis under the identity with the APs in the following sentences.   

(3) a. Mary should [Pred P be [AP1 friendly]], and John should [Pred P be [AP2 Δ]], too.
b. Mary is [AP1 kind], but John is not [AP2 Δ].

There are two issues about APE: how to derive and what licenses APE? Mainly two ways have been 
proposed to derive ellipsis. One of them is PF deletion (Sag 1976, Merchant 2001, a.o.). The other is 
LF copy (Williams 1977, Sakamoto 2017, a.o.). PF deletion phonologically elides syntactic objects 
in PF. On the other hand, LF copy creates a phonological gap by copying an antecedent onto the 
ellipsis site in LF. Moreover, ellipsis owns its licensor head (Merchant 2001, Aelbrecht 2010, a.o.). 
For example, vP ellipsis is licensed by a T head (see Aelbrecht 2010). This paper aims to provide an 
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answer to the two questions and shows that APE is licensed by a finite T head and is derived by LF 
copy. 
   This paper is organized as follows. Section 2 shows that APE is available as long as T is finite and 
extraction from APE does not occur. Section 3 deals with the unavailability of extraction from APE by 
proposing LF copy approach to APE. Section 4 claims that extraction facts of APE should not be coped 
with by PF deletion approach represented by derivational ellipsis approach (Aelbrecht 2010). Section 5 
extends the LF copy approach to APE to Japanese ‘soo’ predicate anaphora (SPA). Section 6 insists that 
LF copy approach to APE support a generalization of ellipsis that <e,t> type elements undergo only LF 
copy (Bošković 2018) and promotion analysis for relative clauses without overt relative operators (Aoun 
and Li 2003).  

 

2. Observations 

It is shown that APE is allowed only with finite T and APE prohibits extraction from itself in 
this section.  

 

2.1. Licensing Condition for APE 

   Subsection 2.1 demonstrates that APE only occurs with a finite T head. As seen in (3), a finite T 
head licenses APE. However, non-finite T heads in control and raising sentences hinders APE, as (4) 
shows. (4a) is a control sentence. (4b) is a raising sentence. These sentences involve ellipsis of APs. 
The unacceptability of (4) indicates that only a finite T head can license APE.  

 

(4) a. *John wants to be more intelligent, but Mary doesn’t want to be [AP Δ]. 
   b. *John seems to be very smart, but Mary doesn’t seem to be [AP Δ]. 
 

This hypothesis predicts that small clauses and verbal noun constructions without a T head do not 
license APE. This is borne out, as shown in (5). (5) illustrates that APE cannot occur in the small 
clause (SC) in (5a) and in the verbal noun in (5b). These data confirm the view that APE is licensed 
by a finite T head. 
 

(5) a. *John considers Mary smart, and Bill considers [SC Mary [AP Δ]], too. 
   b. *John being healthy and Mary not being [AP Δ], according to the result of medical checkup, 

was surprising to everyone. 
 

2.2 Extraction from APE  

This subsection presents data on unavailability of extraction from APE, which is provided with an 
explanation by LF copy approach to APE. Logically speaking, Ellipsis can permit extraction from 
itself. Ellipsis has its internal syntactic structure, from which something can be extracted. vP ellipsis, 
for instance, allows extraction from the ellipsis site, as in (6) (extracted elements are colored orange, 
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henceforth). The NP, ‘which book’, is moved out of the elided vP in (6).  

 

(6) I know which book1 Mary read t1, and which book Bill didn’t [vP ∆].  

(Fiengo and May 1994) 
 

However, APE does not make it possible that something can be extracted from an APE site, as 
demonstrated in (7), (8), and (9). (7), (8), and (9) disallow extraction of ‘who’ and ‘whom’ from the 
APE sites. These data concerning on extraction possibilities of APE need explanations, considering 
that ellipsis including vP ellipsis allows extraction from ellipsis sites.  

 

(7) * I know who John should be more friendly with, but I don’t know who Mary should be [AP Δ].   

 

(8) *John is not friendly to the person who(m) he should be [AP Δ].   

 

(9) *I knew who Mary was kind to but I didn’t know who John was [AP Δ]. 

 

3. A Proposal: LF Copy Approach to APE 

Having observed the unavailability of extraction from APE sites, this section proposes LF copy 

approach to APE to explain why APE bans extraction from itself.  

 

3.1. Two Potential Derivations for Ellipsis: PF Deletion and LF Copy 

Before turning to my proposal, this subsection lays down some theoretical foundations of how to 
derive ellipsis. There are two ways to derive ellipsis: PF Deletion and LF Copy. PF Deletion deletes 
phonological exponents in PF under identity with the preceding elements. On the other hand, LF 
Copy is generally considered to take advantage of elements in the preceding sentences to recover 
meanings of phonologically null elements. Let me demonstrate how the two operations work. (10a) 
is an example where vP undergoes ellipsis. If (10a) is derived by PF deletion, then vP has syntactic 
structure in narrow syntax (NS, henceforth) and is phonologically deleted in PF as shown in (10b). 
(10c) illustrates how LF copy generates (10a). In (10c), the phonologically null vP is literally null in 
narrow syntax. The preceding vP, ‘like a dog’, in this case is copied onto the null element in LF. 

 

(10) a. John likes a dog, but Hanako doesn’t [vP ].  

b. PF Deletion                                c. LF Copy 

NS: [vP like a dog]                              NS: [vP ]  

                                                                                  

 

 PF: [vP like a dog]       LF:[vP like a dog]         PF: [vP ]          LF: [vP like a dog] 
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The two approaches have a different prediction about whether extraction is available for certain ellipsis 
phenomena or not. The prediction is that elements with phonological exponents cannot be extracted 
from ellipsis sites on the ground that ellipsis is derived by LF copy. This is because no elements exist in 
narrow syntax in LF copy approach. By contrast, PF deletion does not have such a restriction about 
extraction possibilities.  

 

3.2. LF Copy Approach to APE 

   Having introduced theoretical basics, let us move on to a proposal. The proposal is (11).  

 

(11) AP occupying complement of a copula is LF Copied. 
 

(11) explains why APE does not permit extraction out of itself. A concise illustration for (11) is given in 
(12). There are no elements in NS, so no elements cannot be extracted from the APE site in (12) before 
LF copy. This explains the data above, (7), (8), and (9). 
 

(12) a. * I know who John should be more friendly with t, but I don’t know who Mary should be [AP Δ]. 
    b.                   NS: [AP Δ] 
               PF: [AP Δ]                 LF :[AP more friendly with t] 
                                                                             

 

However, is this only approach to APE? To put differently, are there any approaches to be compatible 
with the data (7), (8), and (9) by adopting PF Deletion, not LF Copy. 
 

4. Some Counterargument Against PF Deletion Approach (Aelbrecht 2010) 
   This section focuses on a potential counterargument against LF copy approach to APE: derivational 
ellipsis approach (Aelbrecht 2010). Aelbrecht (2010) argues extraction possibilities are predicted by her 
derivational ellipsis approach based on PF Deletion rather than LF Copy. Aelbrecht’s assumption is as 
follows: when licensing head for ellipsis (T for VP ellipsis, etc) merges, extraction from a deletion site 
becomes unavailable (frozen). In (13a), ‘which book’ is moved from the vPE site. The NP, ‘which book’, 
is moved to Spec Voice P whose head constitutes a phase following Aelbrecht (2010) before licensing 
head T merges. T merges Voice P and then vP becomes unavailable for further computation. Nevertheless, 
the object, ‘which’, has already been extracted. This is why (13) is acceptable. 

 

(13) a. I know which book1 Mary read t1, and which book2 Bill didn’t [vP ∆].  
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    b.        TP 

    Voice P 

     T 

 Merge of T          DP2        Voice P 

which book2 

      DP     Voice’    Ellipsis 

Bill      
Voice     vP     

Frozen 

   read t2

Movement prior to being frozen 

(cf. Aelbrecht 2010: 176) 

Some may wonder whether her mechanism can be applied to APE. This is unavailable, considering Fin 
T licenses APE according to (4) and (5). Consider the derivation in (14). Since finite T is a licensing 
head for APE, it is possible to extract ‘who’ to Spec Voice P before merge of T, which suggests that 
Aelbrecht’s derivations ellipsis approach makes a wrong prediction about extraction possibilities of APE. 
This is why LF copy approach to APE is superior to PF deletion approach. 

(14) a. * I know who John should be more friendly with t, but I don’t know who1 Mary should be [AP Δ].
b.                     TP

    Cop P 

     T 

 Merge of T          DP2        Cop P 

who1 

      DP     Cop’    Ellipsis 

Mary      
Cop   AP

Frozen 

     be friendly with t1 

Movement prior to being frozen 
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5. Extension of the Proposal to ‘Soo’ Predicate Anaphora in Japanese 

Having confirmed LF copy approach to APE, this section attempts to extend (11) to ‘soo’ predicate 
anaphora in Japanese. In Japanese, ‘soo’ is used as a predicate combined with copula (‘soo’ predicate 
anaphora, SPA), as shown in (15). 
 

(15) a. Taro-wa [AP1 kodomo-ni sinsetsu]-da.         b. Hanako-mo soo da. 
      Taro-TOP child-DAT kind-COP               Hanako-also so COP 

      ‘Taro is kind to children.’                    ‘Hanako is so (=kind to children), too.’ 
 

It is important to pursue a question: is ‘soo’ pro-form? My answer is yes. ‘Soo’ predicate anaphora 
should be considered to have syntactic structure replaced by 'soo' in a later stage at least in some cases. 
The evidence is availability of null operator movement from ‘soo’ in Japanese cleft. Japanese cleft is 
said to involve null operator movement according to Hoji (1990). In the following sentence of (16), the 
null operator, ‘OP2’ is extracted from ‘soo’. This shows that ‘soo’ has its internal syntax.  

 

(16) [CP Op1 Taro-ga [AP t1 hizyouni amak]-atta  no]-wa   [hakusikatei-no    insei]1-          
          Taro-NOM  very    lenient-PST NML-TOP doctor course-GEN graduate student  

ni   da  ga, [CP Op2 Hanako-ga    soo da-tta    no]-wa    gakubusei2-ni        da. 
    DAT COP but       Hanako-NOM so  COP-PST NML-TOP undergraduate-DAT   COP 
    ‘It was to doctor course graduate students that Taro was very lenient but it was to 

undergraduates that Hanako was so.’ 
 

However, SPA doesn't allow overt clause internal and external scrambling from itself as demonstrated 
in (17) and (18). The NP, ‘gakusei-ni (student)’, is extracted from the APE site clause internally in (17b) 
and across a clause boundary in (18b).1 These two sentences are unacceptable, which shows extraction 
of phonologically overt elements from SPA is impossible.  

 

(17) a. Gakusei1-ni  Taro-wa   [AP t1 sinsetsu]-da. b.*Gakusei-ni  Hanako-mo soo da. 
      student-DAT Taro-TOP       kind-COP student-DAT Hanako-also so COP 

      ‘To John, Taroo is kind.’ ‘To [John]2, Hanako is so, too.’ 
 

(18) a. Gakusei1-ni  Taro-wa  John-ga [AP t1 sinsetsu]-da to itta. 
      student-DAT Taro-TOP John-NOM   kind-COP  C said 

      ‘To [students]1, Taro said John was kind t1’  

 

    b. *Gakusei-ni   Hanako-wa  Mike-mo  soo da  to itta. 
       student-DAT  Hanako-TOP Mike-also so  COP C said 

       ‘To [students]2, Hanako said Mike was so, too’ 
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Here is a question to answer: why does SPA disallow overt extraction? LF Copy Approach to AP in 
complement of copula (11) solves this problem, as illustrated in (19). Only ‘soo’ exists in narrow syntax 
in LF copy approach (19c). In LF, the preceding AP is copied onto ‘soo’. Then, extraction of ‘gakusei-
ni (student)’ from SPA is unavailable because ‘soo’ is the only element to move in narrow syntax. 
 

(19) (=(17)) a. gakusei1-ni    Taroo-wa   [AP t1 sinsetsu]-da. 
          b.* gakusei-ni  Hanako-mo  [soo] da. 
c. LF Copy replaces ‘soo’ in LF                    d. PF Deletion of AP ‘soo’ insertion 

 

      NS: [soo]                                              NS: [AP gakuseini1 sinsetsu] 
                                                                                                
PF: [soo]             LF: [AP t1 sinsetsu]         PF: [soo]         LF: [AP gakuseini1 sinsetsu] 
 

 

 

If PF deletion of AP is available (with ‘soo’ inserted in PF somehow), then the derivation (19d) permits 
overt extraction of ‘gakusei-ni (student)’ from the APE site. This supports LF Copy approach to 
APE/SPA. In addition, null operators can move in LF, following Sakamoto (2017) and others. This 
assumption allows (16) involving null operator movement from SPA to be acceptable. This is why (11) 
correctly predicts that LF Copy approach is applicable to SPA as well as APE in English. 

 

6.Consequences  

   This section turns to consequences of the current analysis. LF copy approach to APE supports a 

generalization that <e,t> type elements undergo LF copy rather than PF deletion. Furthermore, that-

relatives are formed by relative head movement instead of null operator movement.  

 

6.1. An Implication for Argument Ellipsis (Bošković 2018) 

This subsection points out that LF-Copy approach to APE/SPA supports the assumption of 
Boškovic (2018). It is available to make use of Bošković (2018) to provide some reasons why 
Argument Ellipsis (see (20)) is LF Copied (Oku 1998, Saito 2007, Sakamoto 2017 and a.o).2 (20) 
shows Japanese has argument ellipsis. The object ‘zibun no kuruma (self’s car)’ is elided in the 
following sentence. 

 

(20) Hanako-wa  zibun-no kuruma-wo aratta  ga,  Ziro-wa [DP ] arawa-nak-atta.  

    Hanako-TOP self-GEN car-ACC  washed but,  Ziro-TOP    wash-NEG-PST 

    ‘Hanako washed her car, but Ziro didn’t wash [DP ]’ 
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Boškovic (2018) assumes the followings. First, NPs are type <e, t> in syntax (i). Second, Elements 
of type <e, t> are copied in LF (ii). However, it is unclear whether (ii) actually holds. LF Copy 
approach to APE/SPA leads support to the assumption (ii) since AP is type <e, t>. This might 
contribute to further understanding the nature of argument ellipsis: why LF copy derives argument 
ellipsis. 

6.2. Relative Clause Formation 

LF copy approach to APE upholds the idea that that-relatives are formed by relative head movement. 
There are two potential derivations for relative clauses. Consider (21). (21a) moves the relative operator, 
‘OP1’, to Spec CP while the relative head, ‘man’, is directly moved in (21b). 

(21) a. The man OP1 (that) Hanako loves t1.        (WH movement: Chomsky (1977), a.o.)     
b. The man1 (that) Hanako loves t1. (promotion analysis: Schachter (1973), a.o.) 

APE can be used to test which moves in that-relatives, a null operator or a relative head with the 
assumption that null operators can move in LF as in Section 5. Take a look at (22), which is a that-
relative clause involving APE. The unacceptability of (22) shows that the relative head, ‘person’, is 
extracted from the APE site rather than a null operator.  

(22) *John is not friendly to [DP the [CP person (that) he should be [AP1 Δ]]].

This supports promotion analysis for relative clauses without overt relative operators (Aoun and Li 
2003). 

7. Conclusion and Future Research Perspectives
It is proposed that APE/SPA is derived by LF Copy instead of PF Deletion and some consequences

are explored after identifying a licensing head of APE, that is, finite T. APE and SPA disallow overt 
extraction from the ellipsis sites and SPA permits null operator movement from itself. LF copy approach 
to APE/SPA successfully explains it. It is also illustrated that LF copy approach to APE supports the 
view that syntactic objects typed <e,t> undergo LF copy rather than PF deletion and a relative head is 
promoted to derive that-relatives.  

   There are some future issues of this study. One of them is why APE takes place via LF Copy. One 
direction is that complement of a copula is LF Copied. (23) demonstrates that NP and PP positioned in 
complement of a copula can be deleted.  

(23) a. John should [Pred P be [NP1 friends with Mary]], and Bill should [Pred P be [NP2 Δ]], too.
b. John should [Pred P be [PP1 in Room A]], and Mary should [Pred P be [PP2 Δ]], too.
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These two predicate ellipsis phenomena prohibit extraction from their ellipsis sites, as illustrated in 
(24). The NPs, ‘which person’ and ‘which room’, cannot be extracted from the ellipsis sites in (24). 
 

(24) a.*I know which person John should be [NP friends with t for the future], but I don’t    

      know which person Bill should be [NP Δ]. 
    b. *I know which room John should be [PP in t], but I don’t know which room Bill should be [PP 

Δ]. 
 

(24) might suggest that deletion of sister of a copula is derived by LF Copy. 
 

NOTES 

1. There may be some cases where overt extraction from SPA is possible (Hironobu Kasai, Kenta 
Mizutani, and Masashi Yamaguchi independently point out to me, p.c.). (17b) and (18b) become 
acceptable if ‘gakusei-ni (student)’ is replaced with ‘kyouin-ni (teacher)’, for example. This might 
suggest the unacceptability of (17b) and (18b) is ascribed to some kind of ‘anti-similar’ effects of 
extracted objects in antecedent and ellipsis sentences. I leave this issue for future research. 
2. His main theme is different from this point. He tries to explain why only D-less languages (Japanese, 
Serbo-Croatian, etc.) have Argument Ellipsis and languages with D (English, Bulgarian, etc) doesn’t. 
This is irrelevant to today’s talk, so I would like to refrain from going into details regarding this point. 
Interested readers should refer to Bošković (2018). 
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1. Introduction: No Morphological Restriction for Adjective-to-Noun Conversion? 

   It is widely recognised that lexical items derived through suffixation systematically resist further 
verb-forming conversions regardless of their base category. For example, the derived noun curiousness 
cannot serve as the input for noun-to-verb conversion in this sentence: *Jane curiousnesses every day 

(Plag (2018: 114)). Similar examples are presented in (1) and (2). 
 

 (1) a. * We happinessed all night. 
  b. * They happinessed Fenster. 

 (2) a. * We hopelessed all night. 
  b. * They hopelessed Fenster. 

(Lieber (1992: 164), italics added) 
 

Since its initial documentation by Marchand (1969), this observation has been validated by numerous 
scholars such as Bauer (1983), Farrell (2001), Nagano (2008), and Plag (2018). Although various 
theoretical frameworks have been proposed to explain this constraint on conversion, the relisting 
approach captures conversion well, as defined by Lieber (1992: 159) (cf. Nagano (2008: 85)) in (3). 
 

 (3) Relisting approach to conversion 

  a.  The lexicon allows for the addition of new entries. 
  b.  Conversion occurs when an item already listed in the lexicon is re-entered as an item 

of a different category. 
 

We use the relisting approach as our theoretical foundation based on the tenet in (4). 
 

 (4) Words derived by using productive suffixes are not listed in the lexicon unless they are 
lexicalised; thus, they cannot be targets for relisting. 

 

   However, apparent counterexamples to this generalisation are frequently observed. For example, 
suffixed adjectives appear to undergo conversion into nouns, as shown in (5). 
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 (5) a.  The dailies were delivered to the door. 

  b.  This sweet digestive sat on her plate. 

  c.  A famous intellectual of international standing addressed the meeting. 

(Bauer (2021: 176), italics added) 

 

The adjective daily in (5a) becomes dailies, denoting ‘daily newspaper’. Similarly, digestive in (5b) 
functions as a noun, meaning ‘a digestive biscuit’ and intellectual in (5c) is presented as a noun, 
expressing ‘an intellectual person’. These cases appear to contradict the assumption stated in (4) that 
suffixed words cannot undergo further derivation. This raises the question: What are the morphological 
processes that change suffixed adjectives into nouns? In attempting to answer this question, this paper 
argues that the relevant nouns originate from prenominal modifications (i.e., Suffixed Adjective + Noun 
expressions) through two morphological successive processes: lexicalisation of the entire expression, 
followed by clipping of the head noun. This analysis allows us to reconcile the examples in (5) with the 
generalisation in (4) rather than treating them as counterexamples. 
   The remainder of this paper is structured as follows. Section 2 provides a brief review of the existing 
literature. Section 3 presents an in-depth analysis of the relevant expressions supported by empirical 
data. Section 4 conducts a comparative examination of suffixed adjectives and their simple counterparts. 
Finally, Section 5 presents the conclusions of this study. 
 

2. True-Adjective Type vs. True-Noun Type 

   In examining the nominal use of adjectives, one typically assumes a structure consisting of a 
determiner followed by an adjective such as the rich or the poor, which invariably denotes human 
referents. However, this assumption does not apply to the relevant suffixed adjectives. 
   Let us first review a structure involving simplex adjectives, termed the HUMAN construction by 
Kester (1996) (cf. Yamamura (2010)), whose typical examples are the rich ‘those who are rich’ and the 
very poor ‘those who are very poor’ (Bauer and Huddleston (2002: 417)). The examples denote ‘those 
who have the characteristic expressed by the adjective’. Notably, this construction can also be used with 
derived adjectives such as assembled, as shown in the assembled ‘those who are assembled’ (Quirk et 
al. (1984: 423)). 
   Regarding the construction’s syntactic analysis, Borer and Roy (2010) argue that it should be treated 
as an elliptical phenomenon in which the head noun is syntactically elided, as illustrated in (6). They 
further contend that the determiner phrase (DP) fundamentally refers to a generic human noun.1 

 

 (6) the Adj [N pro]  (Borer and Roy (2010: 90); cf. Marchand (1969)) 
 

However, the examples we are focussing on, in fact, denote not only human referents but also objects 
or abstract notions (cf. Cetnarowska (2010)). Furthermore, considering the differences in grammatical 
behaviour, the examples should be divided into two types. The adjective analysed in (6) retains its true 
adjectival properties, whereas the examples we examine are considered true nouns because they show 
typical nominal characteristics. Therefore, we name the former the True-Adj(ective) type, in which the 
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adjective can be pre-modified by determiners or adverbs and still exhibit adjectival inflectional endings. 
In contrast, the latter is called the True-N(oun) type, where the apparent adjective can be pre-modified 
by additional adjectives or numerals other than determiners and can take plural markings. 
   Regarding the True-Adj type, as in (7), for instance, the adjective poor is pre-modified by a 
determiner while showing superlative inflection in (7a), and is modified by the adverb very in (7b). 
 

 (7) a.  The poorest were the most honest. 
  b.  The very poor need more help than charity alone. 

(Cetnarowska (2010: 120)) 
 

As evidenced by the ungrammaticality in (8), such adjectives never exhibit nominal properties. 
 

 (8) a. * I met a rich. 
  b. * I met two riches. 

(Kester (1996: 60)) 
 

   As for the True-N type, for instance, factive in (9a) is pre-modified by a determiner and denotes not 
a human referent but a ‘factive verb (or predicate)’ in the context. In (9b), hopeful is modified by another 
adjective and shows plural inflection. Finally, in (9c), daily is modified by a numeral, and agrees with it 
by taking a plural ending. This grammatical behaviour can be attributed to true nominal elements. 
 

 (9) a.  So why, when a speaker uses a factive evidentially, does she take on a commitment to 
the truth of the complement? This must be a consequence of the lexical meaning of 
the verbs.  (Simons (2007: 1047), italics added) 

  b.  Some of the young hopefuls make their parents pay pretty smartly for their love.2 
  c.  […], two dailies based in the prefectural capital Naha, […] (The Mainichi 20133) 
 

These seemingly adjectival elements arguably possess true nominal properties, as illustrated in (10). 
 

 (10) a.  Kim and Pat are intellectuals. 
  b.  Kim is a {*remarkably / remarkable} intellectual. 

(Bauer and Huddleston (2002: 418)) 
 

   As summarised in Table 1 (cf. Borer and Roy (2010: 90)), only the True-N type exhibits nominal 
properties, unlike the True-Adj type. While Borer and Roy (2010) accurately account for the latter, the 
former remains a puzzle. Although Borer and Roy (2010) do touch on what we call the True-N type, they 

classify it as a ‘restricted class’ of nouns that happen to be homophonous with adjectives (e.g., an American, 
two Russians, the Barbarians, a communist, three pragmatists, a Greek, the Arabs). However, we argue 
that our examples do not fall under this class, because Borer and Roy’s (2010) examples are restricted only 
to ‘ethnic’ and ‘human’ referents, whereas we have found a large number of relevant expressions denoting 
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objects or abstract notions. The True-N type should be analysed differently from the True-Adj type. 

Table 1: True-Adj Type vs. True-N Type 

True-Adj type True-N type 

Definite plural the poor(*s), the sick(*s) the factive, the intellectuals 

Indefinite plural *three sads two dailies, some adjectivals 

Indefinite article *a pretty, *a rich a friendly, an attributive 

Demonstrative *these wise(es), *those lucky these nominals, those predicatives 

3. Process Behind Grammatical Category Change
The True-N type presents a complex puzzle requiring in-depth investigation into the mechanisms

driving its transformation from an adjectival to a nominal element. As a related case, let us first examine 
Nishiyama and Nagano’s (2020) account of the nominal use of phrasal verbs. 
   Nishiyama and Nagano (2020: Ch.2, §6.4) note that some phrasal verbs have formally identical 
nominal counterparts denoting agents. Such nominals pose a challenge to their analysis of deverbal 
nominalisation in English. Specifically, they argue that subject-referencing nominalisation with the 
suffix -er takes priority over other nominalisation processes, including conversion. If these nominal 
counterparts were formed through conversion, it would mean that conversion is exceptionally applied 
to the relevant verbs to form agent nominals. Nishiyama and Nagano address this issue by arguing that 
the apparent converted nominal forms in question originate from prenominal modifications. For instance, 
a pay-off in (11a) means an agent, likely originating from a pay-off man in (11b). Other examples include 
a pick-up in (12) and sit-down in (13). 

(11) a.  a pay-off ‘a person responsible for sharing out the proceeds of a fraud, robbery, or
other criminal operation’ 

b. a pay-off man
(12) a.  a pick-up ‘a small van or truck with low sides’

b. We’d ride old dirt roads in a pick-up truck.
(13) a.  sit-down, 1836, Sketches by Boz, 1st Ser. I. 264,

b. Jemima thought we’d better have a regular sit-down supper, in the front parlour.
(Nishiyama and Nagano (2020: 96, 97)) 

Nishiyama and Nagano’s (2020) prenominal modification analysis can be extended to different 
categories and units. Although they do not detail the elliptical process, we assume that the clipping of a 
word is involved, a phenomenon we examine next. 
   Following Bauer (1983: 233), the morphological process of clipping can be defined as follows: 
“Clipping refers to the process whereby a lexeme (simplex or complex) is shortened, while still 
remaining the same meaning and still being a member of the same form class”. Typical examples are 
provided in (14). 
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 (14) a.  ad (< advertisement), deli (< delicatessen), lab (< laboratory) 
  b.  jumbo (< jumbo jet), piano (< pianoforte) 

((a): Bauer and Huddleston (2002: 1634–1635); (b): Mattiello (2013: 76)) 
 

Waldron’s (1967: 121) remarks on this phenomenon, cited in (15), seem to support our analysis, although 
he calls it ‘ellipsis’. 
 

 (15) “It [= ellipsis] often happens that what was once a phrase unit with a certain idiomatic 
character becomes reduced to a single word without loss of meaning. In these cases the 
‘missing’ part is no longer ‘understood’ as a separate element of speech but constitutes a rule 
of meaning for the word which remains; often there is a change of grammatical function as 
well: adjectives assume the role of nouns which have been suppressed, […]” 

 

Waldron’s account can be understood as having two key aspects. First, he considers the phenomenon to 
involve an ellipsis process. Note that the term ‘ellipsis’ here simply means the omission of a constituent 
or constituents, and Waldron does not seem to provide a detailed account of the morphological derivation 
process. Second, and more importantly, he emphasises that this phenomenon is often accompanied by a 
change of grammatical function, where adjectives assume the role of nouns that have been suppressed. 
Evidence of this process can be found in the examples of clipped words in (16), where even some simple 
adjectives undergo the same derivation process. 
 

 (16) a.  commonN (< commonAdj sense) 
  b.  hardN (< hardAdj labour) 
  c.  mobileN (< mobileAdj (tele)phone) 
  d.  naturalN (< naturalAdj life) 

(Mattiello (2013: 76), with stylistic modifications) 
 

For example, common in (16) has been lexicalised from the original prenominal expression, common 
sense, after which the head noun sense is clipped, allowing common to be used as a noun. 
   Accordingly, the study on prenominal modification by Nishiyama and Nagano (2020) and Waldron’s 
(1967) study on ellipsis, which we regard as clipping, advance our original proposal for the True-N type. 
 

4. Analysis: Lexicalisation and Clipping 

   We propose that the True-N type derives from Suffixed Adjective + Noun expressions that undergo 
lexicalisation and subsequent clipping of the head noun (cf. Waldron (1967), Maeda (2016, 2018)).4 
This derivation process can be diagrammed in (17). 
 

 (17) [[daily]A newspaper]NP > [daily newspaper]N/NP > [daily]N 

      lexicalisation clipping 
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For example, daily first appears as an adjective in a prenominal modification such as daily newspaper, 
and once this Adj + N expression is lexicalised as a unit, the head noun newspaper is clipped, leaving 
the remnant daily to function as a noun. Let us examine the reasons for assuming this process. 
   If the prenominal modification is the original form and suffixed adjectives are clipped from it, then 
their attested usages in the history of English should be prenominal expressions, with the True-N-type 
forms emerging later. To investigate this prediction, a diachronic study of the Oxford English Dictionary 
Online (OED) is conducted. The examples given in the Introduction section follow our prediction 
according to the OED entries, as shown through (18) to (21). 
 

 (18) daily ‘A daily newspaper or periodical.’ 
  A Daily paper … (1711)  … to read the daily, … (1754) 
 (19) digestive ‘spec. Designating a type of wholemeal biscuit. Also elliptical.’ 
  Digestive Biscuits (1876)  … Digestives were what she fancied. (1935) 
 (20) intellectual ‘An intellectual being; a person of superior or supposedly superior intellect; spec. 

(a) a highly intelligent person who pursues academic interests; (b) a person who cultivates 
the mind or mental powers and pursues learning and cultural interests.’  

  As the intellectuall Angels could haue done. (1599)  First Race of Intellectuals.(1652) 
 (21) hopeful ‘As n. (colloquial). A ‘hopeful’ boy or girl: often ironical.’ 
  …, Shee’s the hopefull Lady … (1599)  Else young Hopeful might have … (1720) 
 

For example, in (18), daily is attested in 1711 as part of a daily paper meaning ‘a daily newspaper or 
periodical’, while its nominal use the daily appears afterwards in 1754. Similarly, digestive in (19) 
surfaces in digestive biscuits in 1876, specifically meaning ‘a type of wholemeal biscuit’, with the 
nominal form following around 60 years later in 1935. In (20), intellectual was initially attested in the 
intellectuall Angels, though angel does not refer to a genuine person. The nominal usage then appears 
later in 1652. Finally, hopeful in (21), defined as a male or female person, appears in the hopefull Lady 
in 1599, with the nominal form following in 1720. Thus far, regardless of whether the nominal use of 
the suffixed adjectives denotes a human referent or not, their attested forms in the OED were consistently 
prenominal modifications. When we further focus on the status of prenominal modifiers, English has 
many adjectives that are used solely in attributive positions, such as relational adjectives. 
   An alternative analysis can be to regard the suffixes used in (5), such as -ly of daily, -ive of digestive, 
or -al of intellectual, as nominalisers. However, our analysis can be directly applied to a subclass of 
denominal adjectives. In English, there exists a special class of relational adjectives, often called 
collateral adjectives (Koshiishi (2002, 2011)), which are suppletive adjectival forms corresponding to 
nouns. Although the term ‘suppletion’ is normally used in inflectional morphology, such as the 
comparative or superlative forms of good, that is, better and best, this phenomenon can also be observed 
in derivational morphology, as exemplified in (22). 
 

 (22) a.  canine (< dog) ‘canine teeth’ 
  b.  cardiac (< heart) ‘cardiac disease, heart stopping/attack’ 
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c. pluvial (< rain) ‘pluvial periods/seasons’ 

For example, in (22a), the English noun dog has several adjectival forms such as doggy, doggish, or 
dogly, but it also has the suppletive form, canine, borrowed from Latin and denoting ‘relating to dogs’. 
What is interesting here is that canine can also be used as a noun, specifically meaning a type of tooth, 
namely ‘a canine tooth’ or ‘canine teeth’. Similarly, in (22b), cardiac is a suppletive adjectival form 
corresponding to the noun heart, and in (22c), pluvial is that of the noun rain. Since these suppletive 
adjectives are genuinely borrowed from Latin, which means that they were not created in English, they 
are “hard to reduce to any transparent morphological processes synchronically” (Koshiishi (2002: 51)). 
   According to the OED, such suppletive adjectives show the same result as the suffixed ones. 

(23) canine
… their canine teeth, … (1607)  …, termed incisors, canines, and molars. (1835)
… all the canine race. (1810)  As though ‘Hullah’ had tutored each canine to sing. (1863)
cf. ‘A dog (sometimes jocular).’

(24) cardiac
…, sudden cardiac arrest always occurs. (1873)  … and die of a cardiac when … (1972)

(25) pluvial
They indicate a Pluvial period, … (1868)  … the deposits of the various Pluvials. (1929)

For example, canine in (23) was attested in a prenominal form in 1607, and its noun usage appeared 
almost 200 years later in 1835. Regarding cardiac in (24), it appeared in a prenominal form in 1873, and 
its nominal use emerged later in 1972. Finally, pluvial in (25) also emerged as the prenominal 
modification a pluvial period in 1868, and its nominal usage appeared in 1929. 

On the other hand, our analysis predicts that predicative-only adjectives, such as those prefixed by 
a- (hereafter a-adjectives) like aloud, afire, afloat, alive, and asleep cannot undergo the derivation
process of lexicalisation and clipping. This prediction is evidenced by the ungrammaticality in (26).

(26) a. * In this zoo, you can always see at least two asleeps.
b. * Those afloats worsen the environment of the beach.

The intended reading of (26a) is ‘you can always see at least two animals sleeping’ and that of (26b) is 
‘those cans and bottles floating worsen the beach’s environment’. As expected, our informants judge 
such nominal uses of a-adjectives in (26) to be completely ungrammatical.5 
   Therefore, including suppletive adjectives, our analysis reasonably predicts that suffixed adjectives, 
excluding genuine predicative adjectives like a-adjectives, can nominalise through the morphological 
processes of lexicalisation and clipping. 

5. Concluding Remarks
In this paper, we have analysed the case of suffixed adjectives. However, it is pertinent to consider
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the case of simplex adjectives. Simplex adjectives exist in the lexicon, and they can be converted into 
nouns by themselves such as emptyN, heavyN, humanN, privateN, shortN, sweetN (Bauer and Huddleston 
(2002: 1642)). As shown in (27), some of these denote not only human referents but also objects or 
abstract notions, raising the possibility of even simplex adjectives undergoing the proposed 
morphological processes of lexicalisation and clipping. 
 

 (27) a.  slowN ‘a slow train; a slow-paced horse; a slow-going person; a slow tune’ 
  b.  wetN ‘moisture; liquid or moist substance’ 

(cf. Cetnarowska (2010: 120)) 
 

   Our analysis is summarised in Table 2. While simplex adjectives can be converted into nouns in two 
ways, suffixed adjectives acquire nominal function only through lexicalisation and clipping. In passing, 
both simplex and complex adjectives can be inputs for HUMAN constructions such as the rich or the poor, 
because they are syntactically formed with pro. 
 

Table 2: Comparison of Simplex and Suffixed Adjectives in Three Grammatical Processes 

 
Conversion of Adj itself 

Lexicalisation of Adj+N 
& Clipping 

HUMAN construction 

Simplex Adj   

Suffixed Adj ―  

 True-N Type True-Adj Type
 

Thus, our analysis does not defy the generalisation for conversion of derived words and extends the 
applicability of the relisting approach. Again, it involves lexicalisation of the whole suffixed adjective 
+ noun phrase, allowing it to be relisted in the lexicon as a single derived noun, followed by clipping, 
where the lexicalised words are shortened. 
   Finally, when the relevant examples in English are contrasted with Japanese, they should be realised 
with appropriate classifiers such as -gata or -rui (cf. Nagano (2016), Shimada and Nagano (2018)), as 
shown in (28). 
 

 (28) a.  (the) factive(s): jojitsu-gata ( ) 
  b.  (the) nominal(s): meishi-rui ( ) 
  c.  (the) intellectual(s): chishiki-jin/-kaikyu ( / ) 
  d.  (the) canine(s): ken-shu ( ) / inu-ka ( ) (cf. kenshi ) 
  e.  (the) pluvial(s): u-ki ( / ) 
 

For instance, in (28a), the factive or factives should appear with the classifier -gata, thus jojitsu-gata, 
because the simple word jojitsu cannot refer to the kind or class of factive predicates. Additionally, in 
(28b), the nominal or nominals can be translated as meishi-rui, particularly as a term of linguistics. 
Therefore, the Japanese counterparts appear with nominal classifiers meaning ‘a kind or class’ such as  
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-gata or -rui (cf. Ishida and Naya (2022a, b)). The examination of such a contrastive English-Japanese 
realisation process will be the focus of our next study. 
 

* We would like to acknowledge Akiko Nagano, who gave us insightful comments, and thank the 
audience at the ELSJ 17th International Spring Forum at Kyoto University. This study was financially 
supported by the JSPS KAKENHI Grant Numbers JP19K13218, JP23K12202, and JP24K16091. 

NOTES 
1 See Bauer and Huddleston (2002: 419ff) for a different approach. 
2 The data and the definitions are cited from the Oxford English Dictionary Online unless otherwise 

specified (accessed on 8 May 2024). 
3 https://mainichi.jp/english/articles/20181001/p2a/00m/0na/012000c (accessed on 8 May 2024) 
4 Maeda (2016, 2018) offers a comparable analysis within the framework of Construction Grammar. 

Incidentally, although Kanazawa (2023) also applies ellipsis analysis for noun phrases, our analysis 
essentially differs from his, as we contend that the relevant examples constitute ‘words’ and not 
‘phrases’ (see Waldron’s (1967) statement in (15)). 

5 Nagano (2015) demonstrates that a-adjectives are inherently stage-level predicates (see Nagano’s 
(2015) analysis for the prefix a-). As this property appears to clash with the nature of lexicalisation, 
which involves transforming elements into individual-level predicates, such stage-level adjectives 
cannot directly become individual-level nominal elements. According to the OED (s.v. awake), 
however, when another adjective wide is added to awake, it turns to have a nominal use and refers to 
a specific kind of bird, wide-awake (wideawake tern ‘the sooty tern’) (e.g., Sea-gulls and wide-
awakes hovered in hundreds over the water). Further research is required to explore this expression. 
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The Movement Analysis for Temporal Interpretations in Relative Clauses* 

Airi Chikamori 
Tohoku University 

Keywords temporal interpretation, relative clause, movement analysis, syntax-semantics interface 

1. Introduction
This paper seeks to analyze different temporal interpretations seen in (non) restrictive relative

clauses and proposes that the difference is derived from movement of the relative clause. This paper also 
solves an issue faced by Kauf and Zeijlstra (2018), where the different interpretations are assumed to be 
attributed to the property of (non) restrictive relative clause. What this paper deals with are such data 
exemplified below as in (1), originally investigated in Kauf and Zeijlstra (2018).  

(1) a.   Mary was looking for a woman who was president. (Kauf and Zeijlstra (2018: 10)) 
b. Mary met a woman who was president. (Kauf and Zeijlstra (2018: 10)) 

In (1a), the relative clause event who was president can be understood to happen past and simultaneous 
with respect to the matrix clause event time of Mary was looking for a woman. In this sentence, however, 
the relative clause event cannot be understood to occur futurate to the matrix clause event time. On the 
contrary in (1b), the relative clause event can be interpreted past, simultaneous, and futurate to the matrix 
clause event time of Mary was looking for a woman.  

This paper will be organized as follows. Section 2 overviews a previous study due to Kalf and 
Zeijlstra (2018) (K&Z henceforth). Section 3 provides new data observation and points out the issue of 
proposals by K&Z. Section 4 shows my proposal and section 5 is the conclusion.  

2. Overview of K&Z
Sentences in (2) and (3), which are partially repeated from (1), show different interpretations even

though they seemingly have the same construction.  

(2) Mary was looking for a woman who was president. [de dicto reading]
a. In 2000, Mary was looking for a woman who was president in 1995.
b. In 2000, Mary was looking for a woman who was president in 2000.
c.  * In 2000, Mary was looking for a woman who was president in 2004. (ibid.) 
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(3) Mary met a woman who was president. [de re reading1] 
 a.  In 2000, Mary met a woman who was president in 1995. 
 b.  In 2000, Mary met a woman who was president in 2000. 
 c.  In 2000, Mary met a woman who was president in 2004.  (ibid.) 
 

Once again, as for (2), the relative clause event time of who was president can be prior and 
simultaneous but not futurate to the matrix clause event time. You can notice, in (2c), the relative clause 
is unacceptable with the adverb 2004 which yields futurate reading with respect to the matrix clause 
event happening in 2000. In other words, in the case of (2), the relative clause event time cannot be out 
of (or be futurate to) the matrix scope (in 2000) to be interpreted, which means the sentence only yields 
de dicto reading.  

In the case of (3), on the other hand, the relative clause event time can be past, simultaneous and 
futurate to the matrix clause events time. You can notice (2c) is unacceptable, whereas (3c) is acceptable 
with futurate adverb 2004. This means the sentence can yield de re reading, since the relative clause 
events can be interpreted out of matrix clause events time.  

In order to analyze the sentences above, K&Z provides the following assumptions in their paper as 
in (4). 
 

(4) Summarized proposal by K&Z for relative clause  

 a.  The de dicto/de re distinction applies to the distinction of restrictive relative clause (RRC) and 
non-restrictive relative clause (NRC). 
(de dicto interpreted relative clause occurs in RRC, and de re interpreted one occurs in NRC.) 

 b.   RRC is syntactically transparent and dependent on matrix clause for the evaluation time (EvT), 
while NRC is not (it is opaque) and independent. 

 c.   Past tense, ≤ (A is prior to or A is equal to), takes as EvT a temporal variable which makes a 
reference to utterance time (UT-T). 

 d.   Tense in RRC makes a reference to matrix event time (MT), while tense in NRC makes a 
reference to UT-T. 

 

With their proposal, let us look at how they analyze the sentences starting from de dicto interpretation. 
 

(5)  Mary was looking for a woman who was president.  (de dicto: RRC) 
                    RelT     ≤          MT       ≤     t’     UT-T         

                  

w’s being president     M’s looking 

    for a woman  

 Possible orderings  ①Relative clause event time (RelT) < MT (2a)  

 ②RelT=MT (2b) 
 

The sentence (5), repeated from (1a) yields de dicto reading. Their proposal, therefore, predicts the 
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sentence is RRC as in (4a) so the relative clause depends on the matrix clause and its tense refers to MT 
for the EvT. Then, past tense locates the RelT prior to MT. Eventually, there are two possible readings, 
① RelT is prior to MT, and ② RelT is equal to MT as the past tense here is assumed to mean A is prior 
to or A is equal to.  

When a sentence yields a de re reading as in (6), repeated from (1b), their proposal expects the 
sentence to be the case of NRC based on (4a). 

 

(6)  Mary met a woman who was president. (de re: NRC) 
                        MT    ≤          t’’       <          UT-T  

         

                    M’s meeting 

RelT      ≤           t’         <        UT-T (tu)  
                                           |  

w’s being president             
 Possible orderings ①RelT<MT (3a)  

  ②RelT=MT (3b)   

  ③MT<RelT (3c) 
 

Since the relative clause is independent of the matrix clause, both matrix and relative clause make a 
reference to UT-T. In this example, MT and RelT are not related, or more precisely, the ordering of them 
is not fixed. This inevitably leads to three possible readings; ① RelT is prior to MT (3a), ② RelT is 
equal to MT (3b), ③ RelT is posterior to MT.   

Based on the different syntactic status (dependency) of RRC and NRC, the proposal by K&Z 
correctly analyzes the sentences in (5) and (6). To see its adequacy, the following section seeks to 
examine their proposal in another environment.  
 

3. New data and examination of K&Z’s proposal 
This section firstly provides new observations which reflect the characteristics of RRC and NRC. 

As we saw in the previous section, K&Z assume the sentence is either RRC or NRC depending on the 
interpretations yielded (de re/de dicto). We will then see if their analysis also applies to the sentences 
which are categorized as “classically” syntactic RRC and NRC. More precisely, we will see the cases 
where type of a head noun and binding relation play an important role to distinguish RRC and NRC. 

Before looking at how K&Z’s analysis turns out, let us briefly review criteria to distinguish RRC 
and NRC. It is well known that RRC takes common nouns (like a student), whereas NRC takes proper 
nouns (like John) as a head.  

 

(7)  Type of noun 

 a.   RRC: common noun (I met a student who…) 
 b.   NRC: proper noun (I met John, who…) 
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As another point of distinguishing relative clauses, binding relation can be a good criterion to see. In 
RRC below, every Christian can bind him yielding a bound variable reading, whereas in the case of 
NRC every Christian cannot bind him. 
 

(8)  Binding (Every Christian=him) 
 a.  RRC:  Every Christiani forgives a man who harms himi.  
 b.   RRC:  * Every Christiani forgives John, who harms himi.             (Safir (1986: 672))
       

We will see if K&Z’s proposal works correctly under the classic environment of RRC/NRC just 
mentioned above. In addition to the classic syntactic cases, the sentences will also be tested under 
different tense environments, since only past-under-past type relative clause sentences are analyzed in 
K&Z. This time, matrix future environment is introduced for analysis (i.e., past-under-future 
environment). This environment should also abide by their prediction as in (9) since tense status does 
not affect their proposal.   

 

(9)  Prediction of K&Z under matrix futurate environment. 
 a.  RRC:  Relative clause tense (Trel) (always) refers to the MT. 
 b.  NRC:  Trel (always) refers to UT-T. 
 

Based on K&Z’s proposal, in RRC, relative clause tense or Trel always refers to the matrix event time. 
In NRC, Trel always refers to UT-T. K&Z’s analysis can predict correct interpretations of sentences 
below as in (10a,b).  
 

(10) CONTEXT: At the time of utterance, the students have not submitted their term papers yet. 
 a.  At the end of next term, I will give automatic As to all students who turned in their term papers 

on time.   (RRC refers to MT) 
 b. ???/*At the end of next term, I will give automatic A to John, who turned in his term papers on 

time.   (NRC does not refer to MT (only to UT-T)) 
 

In (10a), there is a context that says, “at the time of the utterance, the students have not submitted their 
term papers yet”, and the attested sentence is acceptable under the context. You can notice that even 
though the relative clause tense is past tense turned in, the event time is interpreted to be located to the 
future with reference to UT-T due to the adverb on time, which is construed futurate. After the event, I 
will give a score to students. This is compatible with the prediction where RRC makes a reference to 
MT for its EvT. Their proposal also correctly predicts the unacceptability seen in (10b). Under the same 
environment (turned in with futurate adverb on time) with the proper noun John to make the sentence 
NRC, the sentence becomes unacceptable. This is because even though, as K&Z assume, Trel in NRC 
always refers to UT-T, locating the event turning in to the past w.r.t UT-T, the futurate adverb on time 
requires the event to be located to the future. This mismatch (the event turning in being past and the 
adverb requiring the event to be futurate) causes the unacceptability. 
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However, their proposal faces the issue of undergeneralization in the case where RRC takes UT-T 
as EvT as in (11) below.  

 

(11) a.   Tomorrow evening, I will talk with all students who are in grade 9 now. 
  b.  CONTEXT: At the time of utterance, the students have not submitted their term papers yet. 
   Tomorrow evening, I will give As to all students who turned in their term papers the day before 

yesterday. 
  

In the sentences above, you can see Trel in RRC refers to the UT-T by the deictic adverb now (11a), and 
the day before yesterday (11b). Proposal of K&Z would incorrectly predict the sentences are 
unacceptable (because Trel in RRC always refers to the MT as in (9a)), which is not true. In order to 
solve the issue and analyze the case in (11), there needs to be some revises.  
 

4. Proposal 
In the following, we try to add some rectifications mainly to the analysis of RRC case. Specifically, 

instead of assuming RRC always depends on the matrix clause, this paper proposes that the entire NP 
with a relative clause optionally moves to the matrix TP, or you can say Trel can make a reference to UT-
T when moved (Cf. Kaneko (2016), (2020) and Newman (2021) for moving analysis in search for a 
proper EvT). Regarding NRC, we stay almost the same as K&Z; the clause is independent of matrix 
clause2. Trel in NRC, therefore, always refers to UT-T.  

 

(12) Main proposal 
 a.  RRC: The entire NP with a relative clause optionally moves to TP to refer to UT-T. 
   (= Trel can make a reference to UT-T when moved.) 
 b.  NRC: The clause is independent of matrix clause.  

   (= Trel always refers to UT-T.) 
 

In addition to that, I adopt simpler tenses than one in K&Z as in (13).  

 

(13) Tense in relative clauses (Slightly adapted from K&Z) 
 a. -ed  = [λt. λP. t’ < t & P(t’)] 
 b. -s  = [λt. λP. t’. t’ o t & P(t’)]   

 

The past tense simply locates the event time prior to the EvT. The present tense, on the other hand, 
locates the event time simultaneous to the EvT. Given those points, let us look at how my proposal can 
account for the RRC case, which K&Z’s proposal struggles to explain. 

Firstly, we see the case of (11) where Trel refers to UT-T. Consider (14) repeated from (11a) (due to 
space constraint, only (11a) is analyzed here. Still, the same analysis can apply to the case of (11b)). In 
this case, the NP is considered to move to matrix TP.  
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(14) Tomorrow evening, I will talk with all students who are in grade 9 now. 
     UT-T                    tomorrow evening 

               

       RelE: 9th grade (now)         ME: talking with all students 

 

Matrix event time is located in the future tomorrow evening, and due to movement, the RRC event time 
refers to UT-T and the tense locates the event time at the UT-T. Assuming the optional movement of 
RRC can deal with the issue faced by K&Z. Then, what about their original data?  

   Let us now turn to the data from K&Z in (15) and (16) excerpt from (2) and (3). 
 

(15) a.   Mary was looking for a woman who was president.  (de dicto) 
 b.  * In 2000, Mary was looking for a woman who was president in 2004.   

 

(16) a.   Mary met a woman who was president.  (de re) 
 c.   In 2000, Mary met a woman who was president in 2004.  

 

Here, I assume that (15) and (16) are “both” the case of RRC, on the contrary to K&Z. This means, in 
both cases, the NP can move to matrix TP. For their different grammaticality, I attribute them to the 
nature of de re/ de dicto reading. Let us look at the analysis of sentences in turn, starting from de re 
sentence in (16). Consider (17) below. 
   As with the previous case in (14), the whole NP moves out of the matrix predicate scope.  

 

(17) In 2000, Mary met a woman who was president in 2004. 
         in 2000             in 2004                UT-T 

     

      ME: meeting        RelE: being president 
 

Then Trel can get relative to UT-T or the actual world to obtain de re reading. As a result, the RRC event 
can be placed posterior to the matrix event time.  

The de dicto reading as in (15), on the other hand, the NP a woman who was president needs to be 
in the scope of the matrix intensional predicate was looking for to obtain de dicto reading. Consider (18) 
below. 
 

(18) * In 2000, Mary was looking for a woman who was president in 2004. 
          in 2000             in 2004                UT-T 

     

        ME, ???RelE         ???RelE 

 

With the futurate adverb 2004, however, the NP needs to move out of the matrix past predicate to refer 
to UT-T. With this mismatch between the de dicto property (that NP needs to stay in the matrix 
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intensional predicate scope) and the futurate adverb requirement (that event in the relative clause is 
located to the future, getting out of matrix predicate scope), the de dicto reading fails to occur, causing 
ungrammaticality.) 

In addition to the analysis above, my proposal can also explain sentences which have present tense 
under future. Consider (19) of RRC case and (20) of NRC case. 

 

(19) At the end of next term, I will give automatic As to all students who turn in their term papers on 
time.  (RRC) 

             UT-T                         ME: giving As 

                                              

                                    RelE: students’ turning paper on time 

 

In (19), RRC does not move and Trel refers to matrix event time. Trel (present tense ([λt. λP. t’. t’ o t 
& P(t’)] as in (13))), then, locates the event time at the same time of the matrix event time. Finally, it 
results in the reading: the matrix event giving As and RRC event students’ turning paper occurs at the 
same time in the future.  

NRC version of a sentence as in (20), however, cannot do the same with (19) since it is NRC, and 
the clause is always independent of matrix clause and Trel in NRC needs to refer to UT-T.  
 

(20) * At the end of next term, I will give automatic A to John, who turns in his term paper on time. 
(NRC) 

              UT-T                         ME: giving A 

                                              

       RelE: John’s turning paper                 on time 

 

In other words, the mismatch between property of NRC (always referring to UT-T) and the requirement 
of non-deictic adverb on time (trying to locate RelE to the future) causes ungrammaticality (K&Z’s 
proposal may also analyze the NRC case in (20) correctly as long as they assume the same present tense, 
though). 

As we have seen, my proposal correctly and widely covers sentences with RRC/NRC, explaining 
the reason for different interpretations. 
 

5. Conclusion  

K&Z propose that de dicto and de re distinction is reflected on the distinction of RRC/NRC. Trel in 
RRC refers to matrix event time and Trel in NRRC refers to UT-T. However, their proposal faces an 
empirical problem; a case where Trel in RRC makes a reference to UT-T. This paper seeks to solve the 
issue by claiming that RRC optionally moves to matrix TP, enabling the Trel in RRC to refer to UT-T. 
Eventually, my proposal succeeds to cover not only the data from K&Z, but the one that they struggle 
to explain and the one with present-under-future environment.  
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NOTES 
1 See also Enç (1987) and Abusch (1988). 
2 Although what K&Z and we state about NRC seem the same, there is a slight difference: the existence 
of an operator. K&Z differentiate RRC and NRC by the existence of an operator: NRC has an individual 
operator inserted, which enables T in NRC to refer to UT-T. RRC, on the other hand, does not have an 
operator and T in RRC, therefore, needs to refer to MT. We do not assume any existence of operator in 
this paper and assume the difference of RRC/NRC is derived from syntactic position. This idea can yield 
further theoretical consequences, but I would like to leave the point open this time. 
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1. Introduction 

Traditional analyses of epistemic modals within the update semantics framework typically avoid 
adopting accessibility relations as a technical tool. Instead, there is a prominent tendency to treat 
epistemic modalities as tests for the feasibility of an update process, an approach known as test semantics 
(Veltman 1996). A key advantage of this approach is that it easily accounts for epistemic contradictions 
(Yalcin 2007; see also Goldstein 2019b; Willer 2013), a phenomenon that poses challenges for canonical 
accessibility-relation-based semantics. 

The aim of this study is twofold: (i) I propose four dynamic systems based on accessibility relations 
and demonstrate that System 4 is equivalent to test semantics (a related idea is also found in Goldstein 
2019b, albeit with a different implementation). This serves as an attempt to integrate static and dynamic 
semantics; and (ii) I apply these systems to two empirical issues. The first concerns epistemic contra-
dictions, the primary motivation for test semantics. I show that a context-sensitive accessibility relation 
is sufficient to account for this phenomenon. The second issue focuses on the paradox of free choice 
(e.g., Aloni 2007, 2022; Goldstein 2019a, 2020; Simons 2005; Zimmermann 2000). By combining these 
systems with the update rule for disjunction (Incurvati & Sbardolini 2023), I offer a novel dynamic 
perspective to resolve this puzzle. A notable feature of this theory is that the derivation of free choice 
does not rely on the notion of alternatives (see also Aloni 2022; cf. e.g., Aloni 2007; Simons 2005), but 
instead hinges on the interaction between these systems and the dynamic update of disjunction. 

The remainder of this paper is structured as follows. Section 2 reviews the background, emphasizing 
why orthodox accessibility-relation-based modal logic struggles with epistemic contradictions and free 
choice. It also introduces the basic framework of update semantics and test semantics for epistemic 
modalities. Section 3 presents four systems: System 1 extends traditional update semantics by reintro-
ducing accessibility relations; System 2 addresses epistemic contradictions by incorporating context 
sensitivity to constrain accessibility relations; System 3 centers on deriving free choice; and System 4 
corresponds to test semantics. Finally, Section 4 concludes the paper. 
 

2. Background 

2.1. Puzzle 1: Epistemic Contradictions 
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The following sentences with the logical form , as shown in (1), seem odd because they 
are considered epistemically inconsistent. This phenomenon is known as epistemic contradictions 
(Yalcin 2007; see also Goldstein 2019b; Willer 2013). 
 

(1) a. # It is raining and it might not be raining. 
b. # It is not raining and it might be raining. 

 

Classical accessibility-relation-based modal logic does not predict epistemic contradictions. Let a 
triple  be a Kripke model, where  is a non-empty set of possible worlds , 

 is an accessibility relation, and  is a valuation function. Here,  
denotes the set of accessible worlds from , and  is shorthand for .  iff 

. The semantics of the classical system is as follows: 
 

(2) a.    c.    

b.    d.    

(3) a.   b.    

(4) a.   b.    

 

Next, we assume that the accessibility relation in   is reflexive, as defined in (5). Under this 
relation, (6) is valid. When (6) holds, we derive (7). This result indicates that  is perfectly 
consistent in classical modal logic. In fact, to predict epistemic contradictions, it is necessary to derive 

. However, this derivation is not possible in the classical system unless the accessibility relation 
satisfies . Under such a relation, , meaning modal operators 
become vacuous in this model. 
 

(5) Reflexive:  is reflexive in  iff for any . 
(6) a.  is reflexive in  iff if , then . 

b.  is reflexive in  iff if , then . 
(7) a.      b.      

 

In contrast, epistemic contradictions are easily explained in update semantics, which is a kind of 
dynamic semantics. In update semantics, the meaning of a sentence is not interpreted in terms of its truth 
conditions but in terms of how the sentence potentially updates an initial context, known as the context 
change potential (CCP) (see e.g., Goldstein 2019b; Incurvati & Sbardolini 2023; Rothschild & Yalcin 
2016; Veltman 1996; Willer 2013). Let  be a context (or information state), defined as a non-empty 
subset of . Similar to  in static semantics, we need an interpretation function that assigns a CCP 
to a sentence in update semantics. Let   denote this interpretation function. In this framework, 
assertion is modeled as an intersection. Thus, asserting a sentence  in context  means taking the 
intersection of  and . The traditional update semantics is defined as follows in (8): 
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(8) a.   b.   c.   

 

Additionally, in update semantics, epistemic modalities are treated as tests for the feasibility of an 
update process, as shown in (9). This approach is known as test semantics (Veltman 1996). According 
to this definition, for any context , , otherwise . Hence, asserting a sentence 
containing epistemic modals does not eliminate any  from . This means that epistemic modalities 
do not provide information but instead test whether  can be updated in . 
 

(9) a.   b.   

 

Finally, let us confirm how test semantics handles epistemic contradictions. After updating  with 
, the local context  will be all -worlds. Thus, . Consequently, 
. Mutatis mutandis, the same explanation applies to . 

 

2.2. Puzzle 2: The Paradox of Free Choice 

Disjunctions embedded in the scope of an existential modal operator give rise to the well-known 
paradoxical phenomenon of free choice inference (e.g., Aloni 2007, 2022; Goldstein 2019a, 2020; 
Simons 2005; Zimmermann 2000). An example is shown in (10). 
 

(10) a. Mary might have a dog or a cat. 
b. ⇝ Mary might have a dog  Mary might have a cat. 

 

As shown in (11), free choice inferences are not predicted in classical modal logic. Moreover, if we 
add the free choice principle, as stated in (12), to the system, any  can be inferred from any . 
Due to the principle of explosion, a system containing free choice is inconsistent. 
 

(11)     

   

   

   

   

(12) Free choice principle:  

(13) Derivation of inconsistency: 
a.   Premise 

b.   Disjunction introduction 

c.   From (11) 
d.   Free choice principle 

e.   Conjunction elimination 

f.   Explosion 
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Note that test semantics does not predict free choice inferences either. All it guarantees is that there 
is a -world or a -world in , which is insufficient to derive free choice. 
 

3. Proposal 
3.1. System 1: Surface Dynamic 

In the following four subsections, I construct four dynamic systems. I begin with System 1, which 
is an extension of traditional update semantics by reintroducing accessibility relations. At the imple-
menttation level, I build upon and reformulate the system proposed by Incurvati & Sbardolini (2023) to 
integrate this idea. 

In their system, Incurvati & Sbardolini (2023) define a context as a pair , where  
is a non-empty set of worlds, and  is a total pre-order on  within . For any worlds  and , 

 signifies that  is at least as likely to be the actual world as  (see also van Benthem 2007). 
In their system, the update process is divided into two stages (see also Farkas & Bruce 2010; Stalnaker 
1978). The first stage is proposal , an operation that rearranges the order of worlds in the initial 
context. The second stage is execution , which eliminates less likely worlds from the output of 

. Broadly speaking, asserting an atomic proposition  in context  means that all -worlds are 
more likely to be the actual world than non- -worlds. Subsequently, all non- -worlds are removed from 
context . 

Next, assume that for any world  in , there exists a non-empty set . 
We can then consider  as shorthand for , where . This paper allows the 

 operation to rearrange the order of worlds  in , based not only on  itself, but also on 
. The output is then passed to . If a proposition does not affect the order of worlds, it indicates 

that the proposition is completely supported by the context. However, this implies that the proposition 
lacks informativeness. Therefore, unlike in test semantics, epistemic modals in this framework can 
introduce new information. Let   be a variable, and let   represent a linearly 
ordered set of worlds, where  and  are the first and last elements, respectively. The update 
process ends once each   and all elements in its corresponding   have been checked. The 
semantics of this system is represented as follows: 
 

(14)   

  

  

  

  

(15)   
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(16) Proposal: (17) Execution: 
a.   a.   

b.   b.   

(18) a.  iff  and , or  and . 
b.  and  iff  

 and , or  and . 
 

Consider a situation with four possible worlds: , , , and , 
all within context  . For simplicity, I will continue to use   to refer to the context when it is 
unambiguous. The process of updating the context  with the atomic proposition , the disjunction 

, and the conjunction  is illustrated in Figures 1, 2, and 3, respectively. 
 

   
  

 
  

   

         

               

       

Figure 1: Updating the context with the atomic proposition . 

   
  

 
  

   

         

               

       

Figure 2: Updating the context with the disjunction . 

 
  

 
  

 
  

 
  

 

     

                   

     

Figure 3: Updating the context with the conjunction . 
 

Consider another scenario involving three worlds:  ,  , and  , where   and   are  -
worlds, while  is a non- -world. Assign to each world a non-empty set . Suppose 

 ,  , and  . Updating the context   with   means 
checking whether there exists a  -world in   for each  . If so,   is proposed, and all other 
worlds are excluded. In this case, since every world has a -world in its , updating  does not 
eliminate any world. By contrast, updating  with  involves verifying whether the first world in 
each  is a -world. If it is not,  is removed from . This process continues iteratively until 
the last element in  has been checked. Ultimately, for each , all worlds in  must be 

-worlds. In this scenario, the only world remaining in  is , as illustrated in Figure 4. 
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Figure 4: Updating the context with . 
 

Two points need to be emphasized here. First, System 1 is essentially classical modal logic rewritten 
in a dynamic style. Following the terminology of Rothschild & Yalcin (2016), I refer to this system as 
surface dynamic. Second, System 1 does not yet predict epistemic contradictions or free choice. 
 

3.2. System 2: Context-Sensitivity 

The system described in the previous section does not yield insightful predictions regarding our 
empirical concerns. To account for epistemic contradictions, we must further clarify the relationship 
between  and context , both of which are sets of worlds. 

System 2 assumes that the accessibility relation satisfies , which corresponds to 
the relation termed informational by Goldstein (2019b). However, as discussed in Section 3.4, when the 
stricter condition   is met, modalities in this system can no longer provide new 
information. An example of this accessibility relation is depicted in Figure 5. In this example, 

, , , and , satisfying . 
 

     

      

    

    

   

     

Figure 5: An example of the accessibility relation in System 2. 
 

When updating   in context  , the resulting context will include only  -worlds. Since every 
update process must ensure that  remains a subset of , all worlds in  must also be -
worlds. A natural way to maintain this accessibility relation is to eliminate not only all non- -worlds 
from , but also any worlds in  whose  contains a non- -world. This elimination condition 
can be incorporated into (18) as shown in (19): 
 

(19) a.  iff  

i.  and , or  and . 
ii.  and ,  

or  and . 
b.  and  iff  

 and , or  and . 
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In this system, updating an extensional proposition  yields the result . This aligns with 
our expectations for epistemic contradictions, as . In contrast, updating an intensional 
proposition such as  or  does not entail . Consider the example shown in Figure 5. Suppose 

  and   are both  -worlds, while   is a non-  -world. This toy model supports  
independently of . The entailment relation in this system is . 

Although the current system is strong enough to derive epistemic contradictions, it may also be 
overly restrictive. Consider the stricter condition  . Suppose   contains both  -
worlds and non- -worlds. When updating  with , since for all , there are non- -worlds in 

, the system would eliminate all  from . To avoid collapsing the context into an empty set, all 
worlds in  would have to be -worlds. This results in an undesirable consequence: not only modal 
sentences, but all propositions function as tests. 

To address this problem, an alternative strategy can be adopted to satisfy the accessibility relation 
. Following Goldstein (2019b), accessibility relations can be constrained relative to 

a state by introducing context-sensitivity (or information-sensitivity, as termed in Goldstein 2019b). This 
is formally defined as  . Under this condition, when updating  , it is 
unnecessary to eliminate worlds in   whose   contains a non-  -world. Instead, the relation 

 is updated relative to the resulting context . Consequently, all non- -
worlds are removed from both  and . 

It is important to note that both strategies ensure the accessibility relation  (an 
empirical difference is that the former strategy, but not the latter, also predicts ). The 
crucial point is that, under this restriction, the entailment relation in System 2 remains . 
When this relation holds, the system successfully predicts epistemic contradictions . 
 

3.3. System 3: Requirement of Proposability 

System 3 addresses the paradox of free choice. A significant innovation introduced by Incurvati & 
Sbardolini (2023) is that their system allows simultaneous updating of multiple propositions, particularly 
in the case of disjunction. I align myself with this proposal and extend its implications. 

First, the compositional interaction between disjunction and the existential modal operator, based on 
System 1, is shown as follows. For now, the results remain equivalent to those of classical modal logic, 
namely . 
 
(20) a.   

b.   

  

249



By applying the two-step updating procedure involving   and  , a notable difference 
emerges between updating conjunctions and disjunctions. For conjunctions, since the update proceeds 
sequentially, the first   operation generates a local context  , and then the second   is 
processed within this local context. In contrast, disjunctions involve two  operations within the 
same initial context, making both disjunct-worlds more likely to be the actual world. This is followed 
by a single . Consequently, a disjunctive assertion updates both disjuncts simultaneously without 
generating any local context. The same logic applies to modal operators, as existential and universal 
operators can be treated as generalized disjunctions and conjunctions, respectively. 

This paper introduces a general principle in update semantics: the requirement of proposability, 
defined in (21). According to this principle,  can be proposed only if it is consistent with the context. 
Combined with the assumption of simultaneous processing, a reasonable implication is that two proposi-
tions can be proposed in the same context only if each proposition holds true in at least one world within 
that context. For disjunction, this means that both a -world and a -world must exist in the context. 
 

(21) Requirement of proposability: For any proposition  and context ,  can be
processed based on  or , only if . 

 

Several related but distinct ideas can be found in existing theories, such as non-emptiness in Aloni 
(2022) and supercover in Simons (2005). However, the proposability requirement is less direct than 
homogeneity in Goldstein (2019a) or genuineness in Zimmermann (2000) (see also Goldstein 2020). To 
derive free choice, further constraints must be imposed on accessibility relations. 

System 3 assumes that the accessibility relation satisfies . An example of this 
accessibility relation is illustrated in Figure 6. In this example, , , 
and , where  lies outside , satisfying . 
 

     

     

    

     

      

    

Figure 6: An example of the accessibility relation in System 3. 
 

As discussed in Section 3.2, two strategies can be employed here. First, the accessibility relation can 
be assumed to be context-insensitive (or information-insensitive, as termed in Goldstein 2019b). This 
implies that for all ,  remains unchanged relative to any context. Second, we can retain the 
sensitivity of accessibility relations while assuming that they are not relative to the context , but rather 
to a broader state . Since  for all ,  remains unchanged. 
Both strategies ensure that . Under this accessibility relation, the entailment relation 
in System 3 is . 
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By combining System 3 with the proposability requirement, when updating , since 
  and  , and  , we obtain  ,   and 

. This yields the expected free choice inference . In contrast, in Systems 1 
and 2, even if the proposability requirement is valid, it does not play a functional role. Consequently, 
Systems 1 and 2 fail to predict free choice. 
 

3.4. System 4: Back to Test Semantics 

Finally, System 4 demonstrates how the proposal returns to test semantics. In System 4, accessibility 
relations are constrained to . This condition is referred to as state-basedness in Aloni 
(2022) and strongly world-insensitive in Goldstein (2019b). An example of this accessibility relation is 
depicted in Figure 7. In this example, . 

As discussed in Section 3.2, when accessibility relations are assumed to be insensitive to context, all 
propositions in this system must function as tests. However, this prediction is overly strong. To address 
this issue, we introduce context-sensitive relations  as a theoretical mecha-
nism to exclude  from . Under this restriction, it becomes clear that any update process always 
satisfies . The entailment relation in System 4 is . 

Recall that updating   and   in   results in the sets  
and  , respectively. Since each  , where  , always 
contains the same worlds as the context  in System 4, it is straightforward to confirm that this system 
is equivalent to test semantics. 

Note that state-basedness imposes stricter conditions than the accessibility relation in System 2, and 
both Systems 2 and 4 predict epistemic contradictions. Thus, we can conclude that System 4, namely 
test semantics, is sufficient but not necessary for explaining epistemic contradictions. However, when 
combined with the proposability requirement introduced in Section 3.3, System 4 also predicts free 
choice inferences, as there must be both a -world and a -world in every . 
 

     

     

 
 

 

  

     

     

Figure 7: An example of the accessibility relation in System 4. 
 

4. Conclusion 

This paper explores the integration of static and dynamic semantics regarding epistemic modals. By 
reinstating accessibility relations within update semantics, I have tentatively constructed four systems, 
each defined by specific constraints on the relationship between  and the context . A related 
idea can also be found in Goldstein (2019b), but the implementation of this proposal is primarily inspired 
by Incurvati & Sbardolini (2023). A comparative summary of the four systems is presented in Table 1. 
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 Relationship between 

 and  

Entailment Epistemic 
contradictions 

Free choice principle (with the 
proposability requirement) 

System 1 Unrestricted  ✗✗ ✗✗ 

System 2   ✓✓ ✗✗ 

System 3   ✗✗ ✓✓ 

System 4   ✓✓ ✓✓ 

Table 1: A comparison of the four systems. 
 

* I would like to thank the audience at ELSJ ISF17 and express my gratitude to the two anonymous 
reviewers, as well as Naoko Komoto, Takeo Kurafuji, Osamu Sawada, and Linmin Zhang, for their 
helpful comments and insightful discussions. 
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1. Introduction 

In Mongolian, the suffix -aa, notated as RX in this paper,2 is attached to a non-nominative element 
and expresses three types of relations between that element and a local subject: anaphoric relation, 
possessive relation and situational relation (Anisman 2010, Guntsetseg 2011, Janhunen 2012, Kullmann 
and Tserenpil 2015). This is known as “Ерөнхийлөн Хамаатуулах Нөхцөл” in Mongolian grammar, 
which literally means “universally relating condition/principle/rule”. This paper argues that this, which 
translates as “the Reflexive-Possessive Rule” (RPR), is a special type of Binding Principle A by showing 
that the properties of RX, the hallmark of RPR, resemble those of Principle A. RX and a reflexive marker 
such as self resist a nominative host. Both RX-marked elements and self an anaphors are licensed/bound 
by a local subject. RX is blocked by switch reference and self anaphors are not subject to rebinding. It 
is demonstrated that the nature of Principle A is valuation of phi-features, which entails the evoking of 
a reflexive feature, in a local domain. The relevant features sit on respective D heads, which are bare 
phrases per se, and undego clustering. A consequence of the proposed analysis is that own in English is 
a possessive reflexive pronoun (anaphor) and that sentences such as John loves his pictures, when 
coreferentiality is assigned to the subject and the pronoun, involve an implicit own and therefore are 
subject to Principle A, not to Principle B, with no violation of the latter. 
 

2. Outlining Reflexive-Possessive Rule in Mongolian 

The hallmark of RPR is RX. RX can be attached to either nominals or clauses excluding those with 
nominative case. In this paper, we are particularly concerned with accusative marked objects. Objects 
with RX can be divided into four types: object anaphor, possessive DP, DP containing a relative clause, 
and object clause. We first discuss object anaphors. As shown below, only the simplex anaphor öör can 
be used as an object, which is attached by RX. A complex form consisting of a personal pronoun and 
öör is disallowed.  

 

(1) Baatar       öör-ig-öö      šüümjil-sen. 
Baatar-NOM  self-ACC-RX  criticize-PST3 
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‘Baatar criticized himself.’ 
(2) *Baatar       ter/tüün 

 öör-ig-öö      šüümjil-sen. 
Baatar-NOM  3SG    self-ACC-RX  criticize-PST 

‘Baatar criticized himself.’ 
 

Possessive DPs marked by RX display the following properties. First, the anaphor öör-in as the 
possessor within the DP may or may not be overt. Second, öör-in, whether overt or covert, must be 
coindexed with a local subject. Third, when öör-in is overt, RX is present on either it or the possessed 
noun; when öör-in is covert, RX is present on the noun. These properties are illustrated below. 
 

(3) Bat       (öör-in)  üzeg-ø-ee4    mart-san. 
Bat-NOM  self-GEN pen-ACC-RX  forget-PST 

‘Bat forgot his own pen.’  

(4) Bat       öör-in-öö    üzeg-ig    mart-san. 
Bat-NOM  self-GEN-RX pen-ACC  forget-PST 

‘Bat forgot his own pen.’  

 

An RX-marked noun can act as the possessor in objects, where the noun must be interpreted as a 
possessum of the subject, as shown in (5). However, RX must not be present on the head noun of the 
object phrase, as shown in (6). 
 

(5) Bi        naiz-in-aa       zahia-ig    unš-san. 
1st-NOM  friend-GEN-RX  letter-ACC  read-PST 

‘I read my friend’s letter.’       (Kullmann and Tserenpil 2015: 110) 
(6) *Bi       naiz-in      zahia-ig-aa     unš-san. 

1st-NOM  friend-GEN  letter-ACC-RX  read-PST 

‘I read my friend’s letter.’ 
 

The properties of RX-marked possessive DPs are summarized in (7). 
 

(7) Distributional paradigm of RX in object NPs 

 NOM GEN ACC 

 NP2i ööri-in-RX NP1j 

 NP2i (ööri-in) NP1j-RX 

 NP2i NP3k-in-RX NP1j 

* NP2i NP3k NP1j-RX 

 

We now discuss RX-marked NP objects containing an object relative clause. With RX, the relative 
subject is obligatorily genitive-marked and coreferential with the matrix subject. That is, the relative 
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subject is the genitive anaphor öör-in, which may be either overt or covert, as in (8). When it is overt, 
öör-in can host RX, as in (9). However, it is mostly absent when there is another DP, for example, the 
ablative bagš-aas ‘from teacher’ in the relative clause in (10).  

 

(8) Bi       (öör-in)    sur-san    hičeel(-ig)-ee     mart-san. 
1st-NOM  self-GEN  learn-PST  lesson-ACC-RX  forget-PST 

‘I forgot the lesson that I learned.’ 
(9) *Bi        öör-in-öö      sur-san    hičeel-ig     mart-san. 

1st-NOM  self-GEN-RX  learn-PST  lesson-ACC  forget-PST 

‘I forgot the lesson that I learned.’ 
(10) Bi        bagš-aas-aa       sur-san    hičeel(-ig)-ee     mart-san. 

1st-NOM  teacher-ABL-RX  learn-PST  lesson-ACC-RX  forget-PST 

‘I forgot the lesson that I learned from my teacher.’    (Bai and Cao 2024) 
 

If the relative subject is not coreferential with the matrix subject but is possessed by it, then RX is 
attached to it, as in (11). RX cannot be present on the noun modified by the relative clause, as in (12). 
The noun modified by the relative clause, which is possessed by the matrix subject, can host RX in the 
case of subject relative clauses, as in (13). 
 

(11) Bi        bagš-in-aa        zaa-san    hičeel-ig     mart-san. 
1st-NOM  teacher-GEN-RX  teach-PST  lesson-ACC  forget-PST 

‘I forgot the lesson that my teacher taught.’ 
(12) *Bi        bagš-in       zaa-san     hičeel-(ig)-ee    mart-san. 

1st-NOM  teacher-GEN  teach-PST  lesson-ACC-RX  forget-PST 

‘I forgot the lesson that my teacher taught.’    (Bai and Cao 2024) 
(13) Bi       hičeel  zaa-san     bagš(-ig)-aa       mart-san. 

1st-NOM  lesson  teach-PST  teacher-ACC-RX  forget-PST 

‘I forgot my teacher who taught a lesson (to me).’ 
 

These properties are summarized in (14). 
 

(14) Distributional paradigm of RX in object NPs with (object) relative clauses 

 NOM GEN ACC 

 NP2i ööri-in-RX NP1j 

 NP2i (ööri-in) NP1j-RX 

 NP2i NP3k-in-RX NP1j 

* NP2i NP3k NP1j-RX 

 

In the final case in which RX is used in object clauses, similar distributional properties are observed 
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with RX. The embedded subject öör-in, the genitive anaphor coindexed with the matrix subject, may or 
may not be overt, as exemplified in (15). When it is not overt, RX is hosted by the embedded verb, as 
exemplified in (16). 
 

(15) Bagš         (öör-in)    buruud-san-aa      meder-sen. 
teacher-NOM  self-GEN  go wrong-PST-RX  admit-PST 

‘The teacher admitted that he was wrong.’ 
(16) Bagš          öör-in-öö     buruud-san-ig       

 meder-sen. 
teacher-NOM  self-GEN-RX  go wrong-PST-ACC  admit-PST 

‘The teacher admitted that he was wrong.’ 
 

If the embedded subject is not coindexed with the matrix subject but is possessed by it, RX is present 
on it, but not on the verb, as shown below. 
 

(17) Bi        bagš-in-aa       buruud-san-ig          med-sen. 
1st-NOM  teacher-GEN-RX  go wrong-PST-ACC  know-PST 

‘I realized that my teacher was wrong.’ 
(18) *Bi       bagš-in      buruud-san-aa     

 med-sen. 
1st-NOM  teacher-GEN  go wrong-PST-RX  know-PST 

‘I realized that my teacher was wrong.’ 
 

These properties are summarized in (19).  

  

(19) Distributional paradigm of RX in object clauses 

 NOM GEN ACC 

 NP1i ööri-in-RX V 

 NP1i (ööri-in) V-RX 

 NP1i NP2j-RX V 

* NP1i NP2j V-RX 

 

We now arrive at the following conclusion. RX requires coreferentiality between the subject and the 
object, between the subject and the possessor contained in the object, or between the matrix subject and 
the subject of the embdded clause (including a relative clause and an object clause). When 
coreferentiality fails, RX must not be present. That is, RX is incompatible with switch reference (SR) 
of subjects. Let us formulate this as follows. 
 

(20) RX requires the coreferentiality between X, X being a subject, and Y, Y being 

a. an object, or 
b. a possessor, or 
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c. a subject (other than X), and 

d. c-commanded by X in a local domain.  

 

As indicated by the examples discussed above, the smallest clause that contains both X and Y serves to 
be a local domain. That is, Y must not be licensed by a non-local subject. In (21) and (22), the RX-
marked nouns are obligatorily interpreted as possessed by the embedded subject, not by the matrix 
subject. 
 

(21) Baatar       Bat-in     muur-(ig)-aa   üns-sen-ig      har-san. 
Baatar-NOM  Bat-GEN  cat-ACC-RX  kiss-PST-ACC  see-PST 

‘Baatar saw that Bat kissed his cat ( = Bat’s cat).’ 
(22) Baatar      Bat-in    bagš-aas-aa      zeel-sen     nom-ig-ni        

 unš-san. 
Baatar-NOM Bat-GEN  teacher-ABL-RX  borrow-PST  book-ACC-PSS[3]  read-PST 

‘Baatar read the book that Bat borrowed from his teacher ( = Bat’s teacher).’ 
 

As exemplified in (23), the RX-marked öör must refer back to the embedded subject.   

 

(23) Baatari       Doržj-ig    öör*i/j-ig-öö    šüümjil-sen-ig      har-san. 
Baatar-NOM  Dorž-ACC  self-ACC-RX  criticize-PST-ACC   see-PST 

‘Baatar saw that Dorž criticized himself (= Dorž).’ 
 

If öör refers to the matrix subject, it must not be RX-marked but PSS-marked, as exemplified in (24). 
 

(24) Baatari       Doržj-ig    ööri/*j-ig-ni       šüümjil-sen-ig      med-ne. 
Baatar-NOM  Dorž-ACC  self-ACC-PSS[3]  criticize-PST-ACC   know-PRS 

‘Baatar knows that Dorž criticized him (= Baatar).’ 
 

Note that in these examples, the RX-marked element must be coindexed with a local subject. In summary, 
RPR has the following properties. 
 

(25) Properties of RPR with RX as its hallmark: 
a. RX resists a nominative host;  

b. RX is licensed by a local subject;  

c. RX resists and is blocked by SR. 
 

3. Reflexive-Possessive Rule as Binding Principle A 

The three properties of RX discussed above resemble three properties of English self in a binding 
context: self is never attached to a nominative pronoun, is combined with pronouns to form anaphors 
that are bound by a local subject, and cannot be bound for the second time.  
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(26) NOM-resisting property: *Chrisi said [CP that himselfi was appealing]. 
(27) Local-binding property: John made heri love herselfi.    

(28) Rebinding-resisting property: [CP Heidii believes [DP Marthaj’s description of herself*i/j]]. 
 

This suggests that RPR in Mongolian is a type of Binding Principle A. The resemblance of the NOM-
resisting property and that of local-binding/licensing are quite straightforward. The following 
description helps to clarify the resemblance between the third property of RPR (the SR-resisting property 
of RX) and that of Principle A (Rebinding-resisting property of self). In (12), for example, SR is obtained 
between the subject of the relative clause and the matrix subject, which leads to the failure of RPR. This 
is because hičeel ‘lesson’ is first associated with the local subject bagš ‘teacher’ before the merger of 
the matrix verb,5 and then it (hičeel) enters into an association (possession) relation again, but with the 
matrix subject this time. That is, RPR applies to the same item twice, leading to ungrammaticality. 
Similarly in the mono-clausal sentence (6), zahia ‘letter’ is possessed by naiz ‘friend’, where RX would 
be licensed by naiz. However, after the possessive DP naiz-in zahia ‘friend’s letter’ is merged with the 
verb unš ‘read’, zahia will enter into a new possessive relation by virtue of being involved in the event 
of reading, which the subject initiates, and therefore it calls for RX again. However, one RX fails to go 
for two possessive relations at the same time. That is, zahia, the host of RX, fails to be interpreted as a 
proper possessum; in other words, the two distinct possessive relations involving the same possessum 
cannot be properly interpreted at LF. Consequently, the derivation crashes. As with this, in (23), Martha 
binds (her in) herself; therefore, there cannot be another NP, say, Heidi, to bind it. If herself is bound 
twice, the derivation crashes. 

Given this, it is reasonable to say that Principle A with self can be viewed as a type of simplex 
dependence in the sense that in, for example, John loves pictures of himself, the subject John and him in 
the anaphor him-self are coreferential, where self is employed as a marker of the 
coreferentiality/reflexivity. In contrast, RPR is a complex dependence in the sense that in, for example, 
(3), Bat and the pronoun öör-in ‘own’, the genitive form of öör ‘self’, are coreferential, where RX is 
employed as a marker of the coreferentiality/reflexivity. Morphologically, self is always present on the 
pronoun, as in (29), whereas RX is present on either the reflexive pronoun (anaphor) öör-in, as in (4), 
or the possessed noun, as in (3). 

 

(29) Johni loves pictures of himi-self. 
 

For Principle A with self, the binder and the bindee occur simply as an antecedent, e.g., John in (29), 
and the accusative pronoun in an anaphor, e.g., him in him-self. In contrast, for RPR, the binder occurs 
as a nominative subject, e.g., Bat in (3) and (4), and the bindee occurs as the genitive pronoun öör-in, 
which is optionally present at PF. Most importantly, both the reflexive markers self and RX are attached 
only to non-nominative elements that resist rebinding and both are licensed by a local subject. 

According to Kratzer (2009: 216), phi-features are transmitted from a local verbal head such as v to 
anaphors in a binding context. Reuland (2020), however, argues that binding is feature valuation, not 
feature transmission, that starts from Spec of TP. On this basis, with a detailed review of them left out, 
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we argue that binding is valuation of phi-features on D in the bound position by those on DP in Spec of 
vP and that by this binding, the reflexivity feature [ref] is evoked so that an anaphor is coindexed with 
the DP. Before elaborating on this, we look at the internal organization of possessives and anaphors. 

Following Davis (2023), possessive pronouns in English spell out the fused outcome of the head D 
and the material in its Spec. On the basis of a bare phrase structure theory of labeling (Chomsky 1995a, 
b), in which non-projecting heads are equivalent to phrases, Davis (2023) assumes that a bare determiner 
D2 occupies Spec of D1. Applying this analysis to his pictures, we obtain (30). After (30) is built, fusion 
applies so that D2 and D1 are bundled as a single node, with their features clustered on it.6 Next, the VI 
rule applies to this structure. As a result of, his as a single morpheme spells out multiple syntactic nodes 
in a “portmanteau” fashion, as in (31) and (32). 

 

(30) Initial structure: [DP1 D2[phi] [D1’ D1[poss] [N pictures]]]  

(31) Fusion applies: [DP D[1phi, poss] [N pictures]] 
(32) VI applies: [DP his [N pictures]] 
 

Under this analysis, possessive pronouns are not lexical items but clusters of phi-features and possessive 
features. Extending this analysis to anaphors, we argue that there is a third feature, namely, [ref], for 
reflexivity, along with [phi] and [poss] in the lexicon. We then obtain (33) as an initial structure for 
himself. Applying fusion and VI to (33) afterwards creates the anaphor. With the value of [phi] 
transferred to D2 from a DP within a local domain, the anaphor occurs as the bindee and the DP occurs 
as the binder. This leads to the evoking of [ref], which is realized as a reflexive marker such as self and 
RX. When [phi], [poss] and [ref] are all present, they give rise to a reflexive possessive pronoun such 
as tüün-ne öör-in ‘his/her own’. The following structures represent the portmanteau formation of tüün-
ne öör-in and the valuation of [phi]. 
 

(33) Initial structure: [ … of [DP1 D2[phi] [D1’ D1[ref] ]]]  

(34) [TP  [vP  sbj[phi]  [DP … D[phi, poss] … D[ref, poss] … [NP … ] … ] … ] … ] 
 

                           

This analysis extends to himself in (29), in which himself is bound by John. However, himself is an 
anaphor but not a reflexive possessive pronoun. But does English really lack a reflexive possessive 
pronoun as a counterpart of (tüün-ne) öör-in in Mongolian? 

 

4. Implications for English: Own as a reflexive possessive pronoun 

The following properties are notable for öör-in, the genitive form of öör, which suggests that it is a 
reflexive possessive pronoun. First, it must be coreferential with the subject. Second, it is ommittable, 
remaining an implicit element, with RX present on the possessum. Third, it can be preceded by a 
possessive personal pronoun, for example, tüün-ne ‘his’, which is mostly absent at PF.  

 

(35) Baatari                               nom(-ig)-oo   mart-san.  

tüün-ne    öör-in 
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Baatari                 ööri-in    nom(-ig)-oo   mart-san.  

Baatari  tüüni-ne    ööri-in    nom(-ig)-oo   mart-san.  

Baatar  3SG-GEN  self-GEN  book-RX        forget-PST 

‘Baatar forget his (own) book.’ 
 

Importantly, English has what has been called an adjectival pronoun, namely, own,7 which behaves in 
the very same way as öör-in. As shown in (36), own must be coreferential with the preceding possessive 
personal pronoun and the subject, as is the case with öör-in. In addition, own can be omitted because the 
possessive relation can be expressed by the genitive pronoun. 
 

(36) Johni  loves  [hisi owni pictures]. 
*Johni  loves  [hisi ownj pictures]. 
*Johni  loves  [hisj ownj pictures]. 
*Johni  loves  [hisj owni pictures]. 
*Johni  loves  [hisj ownk pictures]. 

 

An important difference between öör-in and own lies in the fact that öör-in can be present in the 
possessive DP, with a personal pronoun such as tüün-ne ‘his’ absent (at PF), whereas own, when present, 
must be preceded by a personal pronoun such as his. This difference is arguably attributed to the 
parametric fact that Mongolian is a zero-determiner language much like Japanese and Chinese, whereas 
English is not. Importantly, the properties of öör-in and own as instantiating Principle A are not affected 
by this difference. The eligible sentence in (36) can be paraphrased by Johni loves [pictures of himi-
SELF], in which of himself is functionally equivelant to his own, both encoding the meanings of 
possession and reflexivity. 

Tying this with the property shared by own and the possessive reflexive pronominal öör-in, it is 
reasonable to say that one’s own is a possessive reflexive pronominal with a complex morphology. This 
is a challenge to a previous claim (Truswell 2014: 226, for example) that English does not have a 
possessive reflexive pronominal. It then turns out that what does not exist in English as previously 
claimed is oneself’s and what does exist is a possessive reflexive pronominal, namely, one’s own. Notice 
that one’s own is not a lexical item stored in the lexicon but a constellation of multiple lexical items. 

Consequently, (36) is subject to Principle A, not to Principle B. This accounts for why such sentences 
give rise to the prima facie violation of Principle B. Specifically, in (37), there is an implicit possessive 
pronoun own, as illustrated in (39), which is not true in (38). In (39), the complex his own as a whole 
behaves as a possessive anaphor. 

 

(37) Johni loves hisi pictures. 
(38) Johni loves hisj pictures. 
(39) Johni loves hisi owni pictures. 
 

It then follows that the so-called “lexical” ambiguity of the possessive pronouns such as his between a 
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reflexive and a pronoun (Truswell 2014: 224) is in fact a structural ambiguity, as fleshed in (40) and 
(41). We apply the analysis presented in section 3 to his own as follows. 
 

(40) [CP Johni loves [DP hisj [N pictures]]] 
(41) [CP Johni loves [DP hisi [DP owni [N pictures]]]] 
(42) Initial structure: [DP1 D3[phi] [D1’ D2[ref] [ D1’ D1[poss] [N pictures]]]]  

 

Unlike the case of his pictures, both fusion and the VI rule apply twice throughout (42) and (43). When 
they apply to D3[phi] and D1[poss], his spells out their fused outcome, i.e., D[phi, poss], as in (44), and when 
they apply to D2[ref] and D1[poss], own spells out their fused outcome, i.e., D[ref, poss]. Importantly, after the 
application of fusion, DP becomes a layered projection, containing two D heads. The higher D takes 
care of personal possession, and the lower D takes care of reflexive possession. 
 

(43) Fusion applies: [DP D[phi, poss] [DP D[ref, poss] [N pictures]]]  

(44) VI applies: [DP his [DP own [N pictures]]] 
 

Note that the features [ref] and [poss] are bundled on the lower head D, which leads to the possessive 
reflexive property of own. Valuation of [phi] takes place, and [ref] is evoked, as shown below. 
 

(45) [TP  [vP  sbj[phi]  [DP … D[phi, poss] … D[ref, poss] … [NP … ] … ] … ] … ] 
 

              

5. Conclusion  

This paper argued that RPR in Mongolian is a special kind of Principle A by showing that RPR has 
three important properties resembling those of Principle A. Regarding the implementation of binding, it 
was argued that [phi] on the D head is valued by [phi] on the subject within a local domain.  

The proposed analysis has four consequences. First, anaphors are not necessarily the hallmark of 
binding since they can be absent at PF. Second, there are implicit possessive anaphors. Third, Engish 
own is a reflexive possessive pronoun (possessive anaphor), functionally equivalent to Mongolian öör-
in, and can be absent at PF. Fourth, English possessive pronouns such as her are not lexically ambiguous 
between non-reflexive and reflexive pronouns. 

It is hoped that further exploration will reveal more facts about Principle A both in Altaic languages 
centering on Mongolian and English-type languages on the one hand and syntactic generalizations of 
binding on the other hand. 

 

NOTES 
1 This work was supported by NSSFC (grant number: 21XYY018). 
2 RX, being subject to vowel harmony, has four allophonic morphemes, -aa, -ee, -oo and -öö, which do 
not differ from each other syntactically and semantically. 
3 The abbreviations to use in this paper include ACC: accusative, GEN: genitive, NOM: nominative, 

his       own 
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PRS: present, PSS: possessive suffix, PST: past, and RX: reflexive-possessive suffix. 
4 The accusative marker -ig is mostly not overt, without affecting the use of RX. However, for the 
anaphor öör, it must be overt. 
5 The possessive relation signaled by RX does not necessarily entail a literal ownership; associative 
possession, situational possession, and alienable/inalienable possession can all be possessive relations 
in a broader sense. 
6 Fusion here, a term of Distributed Morphology (Halle and Marantz 1993; Embick and Marantz 2008), 
refers to a syntactic operation that gets two (or more) nodes united into one before the application of the 
morphological operation VI. 
7 In Present-Day English, own is often labeled “adjective”. However, it differs from stacked adjectives 
in many respects and displays properties of pronouns or determiners (König and Vezzosi 2008). 
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A Search-Based Treatment of Adjuncts* 
 

Hiroyuki Iwasaki 
Utsunomiya University 

Keywords adjuncts, Search, θ-marking as agreement, immediate Transfer 

1. Introduction 
   Chomsky’s (2021: 18) Duality of Semantics dictates that “EM is associated with θ-roles and IM 
with discourse/information-related functions.”  Furthermore, Chomsky (2023: 7, note 16) “put aside 
adjuncts and such elements as modals, auxiliaries, left-periphery sites, etc., perhaps properly analyzed 
as features of C, v, scattered in various ways in Externalization.”  In this context, we are led to the 
question of how an adjunct, which has generally been assumed not to be assigned any θ-role, can be 
analyzed under the current syntactic framework.  In this paper, we put forward the following four 
main hypotheses: 
 
(1)  Adjuncts, which are introduced via FormSet (cf. Chomsky (2023)), have an uninterpretable 
  feature which is related to categorial selection. 
(2)  θ-marking is achieved by agreement between a θ-assignor and a syntactic object. 
(3)  High adjuncts functioning as a probe can be in principle transferred as soon as  their 
   uninterpretable feature is eliminated, thereby identifying their modifiee. (cf. Raposo (2002)) 
(4)  Non-finite adjuncts in which a PRO exists cannot be immediately transferred to be a target of 
  FormCopy (cf. Chomsky (2021)). 
      
Hypothesis (1), which is the most important one in the present paper, is based on the fact that the 
category of a modifiee is determined depending on that of a modifier; what adjectives modify is 
nominals, while what adverbials modify is verbs, sentences, and so on.  The hypothesis in (2) is not 
compatible with Chomsky’s (2021) view of θ-roles mentioned above, but there have been proposals 
along this line (e.g., Kuroda (1988)).  How the other two hypotheses work will be described in what 
follows, but we hasten to add that PRO in (4) does not have any theoretical significance.  Rather, it 
will be revealed that the operation FormCopy or the like plays a key role in the system proposed here.  
This paper will constitute an argument for the current conception of control. 
 
2. Adjuncts as a Probe 
   Let us take relative clauses as an instance of adjuncts.  Perlmutter (1970) observes that the definite 
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article attached to a head noun crucially depends on the presence of its relative clause: 
 
(5)  a.  the Paris that I love (Perlmutter (1970: 241)) 
  b.  In England there was never the problem that there was in America. (ibid.: 243) 
 
Paris in (5a), which is a proper noun, does not cooccur with the definite article in the absence of a 
relative clause, and without the relative clause in (5b), the would be replaced by an indefinite article 
due to a definiteness effect.  The definite article attached to the head nouns is unlikely to be a lexical 
item selected from the lexicon for syntactic derivation, but it emerges in the course of the derivation 
of the relative clauses.  It is reasonable to interpret the in (5) to be realized due to the search relation 
between the relative clauses and their modifying head noun.  To see this more clearly, let us consider 
the structure of a that-relative shown below: 
 
(6)   DP 
 
       D          CP (<+definite, +definite>) 
 
  the     NP         Cʹ  
 

booki    that John read ti 
[+definite]        (cf. Hulsey and Sauerland (2006: 112)) 

 
 
That-relatives have often been analyzed as involving head-raising.1  In line of hypothesis (1), the C 
that is equipped with an uninterpretable feature (which is named [+definite] for the sake of the 
discussion here).  Prior to the head-raising of book, the C Searches into the relative clause and finds 
the book at its base-generated position.  After the head-raising, the resulting syntactic object (which 
is equal to the CP in (6)) is labelled as <+definite, +definite>.  The in (6), which is syntactically 
represented as a D head in the tree diagram, can be regarded as a morphophonological realization of 
the label <+definite, +definite>.2 
   With the above Search-based analysis of adjuncts in mind, let us now shift our focus to the 
argument-adjunct asymmetry regarding condition C effects. 
 
(7)  a. * Which claim that Johni likes Mary did hei deny ? 
  b.  Which claim that Johni made did hei later deny ? 
 
Lebeaux (1988) and following literature account for the asymmetry with recourse to Late Merge (LM), 
which enables a relative clause to be merged with the moved wh-element.  This account, however, is 
faced with theoretical and empirical difficulties.  Under Chomsky’s (2021, et. seq.) framework, Late 
Merge is unavailable.  Moreover, the LM analysis of the asymmetry is undermined by the following 
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three kinds of data:  
  
(8)  The headway that Mel made was impressive.  (Aoun and Li (2003: 98)) 
  (cf. ?? The headway which Mel made was impressive.) (ibid.: 110) 
(9)  The portrait of himselfi that Johni painted is extremely flattering.  (ibid.: 98) 
  (cf. ?* The portrait of himselfi which Johni painted is extremely flattering.) (ibid.: 111) 
(10)  I phoned the two patients that every doctor will examine tomorrow.  (ibid.: 98) 
  [two every, every two] 
  (cf. I phoned the two patients who every doctor will examine tomorrow.)  (ibid.: 113) 
   [two every] 
 
The data indicate the contrasting characteristics of that- and wh-relatives with respect to the availability 
of an idiom interpretation [(8)], the binding of a reflexive pronoun [(9)], and scope ambiguity [(10)].  
In the case of that-relatives, the head nominal can be interpreted inside the relative clause.  From this 
fact, Aoun and Li (2003) conclude that that-relatives, unlike wh-relatives, are generated via head-
raising.  Then, the derivation of sentence (7b), which contains a that-relative, involves head-raising.  
However, for the head claim to undergo the operation, its relative clause that John made has to be 
introduced at an earlier stage of the derivation.  This situation is a direct conflict with what the LM-
based approach assumes.  Any adequate analysis of the Lebeaux effect has to take into consideration 
the fact that there is no difference between relative clauses as in (7b) and appositive clauses as in (7a) 
with respect to their base-generated position. 
   We are now in a position to characterize the contrast in (7) as an argument-adjunct asymmetry 
regarding condition C reconstruction.  This asymmetry amounts to the proposition that arguments 
can be reconstructed to their base-generated position, while adjuncts cannot.  The most obvious 
difference between an argument and an adjunct is whether or not they must receive a θ-role.  This 
paper assumes the hypothesis in (2), according to which θ-marking is mediated by agreement between 
a θ-assignor and a syntactic object.  The fact that reconstructability is controlled by the presence of 
agreement is collaborated by the following data: 
 
(11)  a.  Sono hon  oi     John ga    [Sʹ  Mary ga    ti  katta    to]     omotte  iru 
    that  book  ACC   John NOM     Mary NOM  bought   COMP  think 
    (koto) 
    fact 
    ‘John thinks that Mary bought that book.’ (Saito (1985: 156)) 
  b. * Riyuu mo  nakui    Mary ga     [Sʹ John ga    ti  sono  setsu   o 
    reason even without Mary NOM John NOM  that theory  ACC 
    shinjite  iru  to]      omotte  iru  (koto) 
    believe  COMP think fact 
    ‘Mary thinks that John believes in that theory without any reason.’ (ibid.: 175) 
(12) ? Naze  Mary ga   [CP  John ga    sono setsu   o    shinjiteiru  ka]  shitteiru. 
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  why   Mary NOM     John NOM that  theory ACC  believe    Q  knows 
  ‘Mary knows why John believes in that theory.’ (Bošković and Takahashi (1998: 356)) 
 
Given the radical reconstruction property of long-distance scrambling (Saito (1989), et. seq.), the 
scrambled element is to be interpreted in the embedded clause.  The (un)acceptability of (11) shows 
that the argument sono hon o can undergo reconstruction, while the adjunct riyuu mo naku cannot.  In 
the movement analysis of long-distance scrambling, sono hon o in (11a) originally occupies the 
complement position of the verb in the embedded clause and is agreed with/θ-marked by the v* of the 
clause.  In (4b), riyuu mo naku, whose scope is over propositions, is located in a higher position than 
the v* and the latter cannot establish an agreement relation with the former.  The difference in 
reconstructability observed in (11a, b) is tied to the presence/absence of an agreement relation.  In 
contrast to riyuu mo naku in (11b), the adjunct naze in (12) can be reconstructed into the embedded 
clause.  Being a wh-element, naze is endowed with an additional wh-feature and enters into an 
agreement relation with the interrogative C (=ka).  It is this agreement relation that makes the 
reconstruction possible. 
   Going back to sentence (7b), we are led to its derivational history in which the relative clause that 
John made is not agreed with/θ-marked by the v* associated with the transitive verb deny.  In its 
original position, the sequence claim that John made has a structure of the sort in (6).  That-relatives 
are an instance of high adjuncts, in that the C head (=that) functions as a probe searching for a head 
nominal as the modifiee of a that-relative.  As an effect of hypothesis (3), that-relatives are 
transferred as soon as their [+definite] feature is eliminated.3  It is after this Transfer that such verbal 
elements as v* come in.  Then, the sequence that John made cannot have any access with the v*, and 
in (7b), the relative clause forms no agreement relation with the v* associated with the verb deny.  
The anti-reconstruction effect observed in (7b) now follows, without any help of LM. 
 
3. The Adjunct Island under This Proposal 
3.1. Adjuncts as a Goal 
   It has been observed in the literature that not all adjuncts are islands.  Truswell (2011) presents 
such an instance of licit extraction from an adjunct clause: 
 
(13)  Which book did John design his garden [after reading __ ] ?  (Truswell (2011: 31)) 
 
Truswell further observes that the question in (13) should be answered as indicated in (14) and claims 
that the Single Event Grouping Condition in (15) captures the contrast: 
 
(14)  An introduction to landscape gardening. / # Finnegans Wake.  (Truswell (2011: 31)) 
(15)  An instance of Wh-Movement is legitimate only if the minimal constituent containing the head 
   and the foot of the chain can be construed as describing a single event grouping. 
     (Ibid: 157, emphasis in original) 
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As is clear from the content of condition (15), Truswell’s approach to licit extraction from an adjunct 
clause is a semantic one.  This paper claims that in such cases as (13), the semantic condition is 
satisfied in a syntactic way.  Narita (2014: 124) argues that adjuncts from which extraction is possible 
are “low” ones, located within the domain c-commanded by v*.  Hypothesis (2) tempts us to think 
that a low adjunct can be agreed with/“θ-marked” by the v*.4  Given the commonplace assumption 
that an adjunct is introduced in the secondary plane (cf. Chomsky (2004)), however, the inclusion of 
an adjunct within the search domain of v* is not a trivial matter.  In this paper, we propose that “θ-
marking” of an adjunct by v* is accomplished in an indirect fashion:  First, the v* θ-marks an internal 
argument via its Search, and then, the assigned θ-role of the internal argument is shared by an adjunct.5 
This indirect “θ-marking” has the effect of elevating the status of adjuncts from an element on the 
secondary plane to that on the primary plane.  As a semantic consequence of this kind of “θ-marking,” 
the denotation of an adjunct is interpreted to be a participant of the event described by a verb.  In the 
case of (13), the adjunct in the square brackets is one of the key ingredients for the event of designing 
John’s garden and the contrast in (14) is naturally accounted for.  More generally, the semantic 
condition in (15) is couched in syntactic terms. 
   Unlike the sentence in (13), the sentence below is not acceptable: 
 
(16) * Which paper did you read Don Quixote [before filing __] ? 
 
In this sentence, the sentence-initial wh-element which paper is not interpretively related to the internal 
argument of the verb read, Don Quixote.  This leads to the situation in which even though the v* 
successfully agrees with/θ-marks the internal argument, the assigned θ-role cannot be shared by the 
adjunct in the square brackets.  Semantically speaking, the content of the adjunct is not integrated 
into the event denoted by the verb phrase, and sentence (16) contains a violation of the Single Event 
Grouping Condition in (15).  Syntactically speaking, the failure of “θ-marking” the adjunct makes it 
located on the secondary plane, with its uninterpretable feature left intact, and such an adjunct remains 
as an island.6 

   In addition to the sentence in (16), the following one is also unacceptable:  
 
(17) * Who did they leave [before speaking to __] ? 
 
The verb leave in this sentence is an unergative verb, lacking an internal argument.  In the absence of 
an application of downward Search initiated by the v*, no indirect “θ-marking” can occur.  As a result, 
the adjunct remains on the secondary plane and the wh-movement from the adjunct ends up with a 
violation of adjunct condition. 
   Truswell’s semantic analysis and the proposed syntactic analysis offer a different treatment of the 
contrast in the sentences in (18): 
 
(18)  a.  What did John die [whistling __ ] ? 
  b. * What did John work [whistling __ ] 
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     (Truswell (2011: 30)) 
 
Truswell attributes the difference in acceptability to the aspectual property of the verbs preceding the 
adjunct clauses; while die is an achievement verb, work is an activity verb.  According to Truswell 
(2011: 161), the temporal character of achievement verbs facilitates the single-event reading of the 
whole sentence, satisfying the Single Event Grouping Condition in (15).  In contrast, the proposed 
syntactic analysis reduces the contrast to the fact that while die is an unaccusative verb, work is an 
unergative verb.  The sentence in (18b) is ruled out for the same reason as that in (17).  What is of 
special interest about unaccusative verbs for our present purpose is that their sole argument is an 
internal one.  Therefore, unlike in (17), a downward Search initiated by the v(*) does happen in (18a).  
The assigned θ-role of John is shared by the adjunct, as a result of which the adjunct comes to be 
incorporated into the main clause as an element on the primary plane.  In the same way as in (13), 
extraction from this type of adjuncts is impeccable. 
   Whether or not Truswell’s semantic analysis and the syntactic analysis proposed here is totally 
equivalent is an open issue.  Borgonovo (1997: 24) observes that adjuncts headed by gerunds exhibit 
a weak island effect: 
 
(19)  a.  What did he die [whistling __ ] ? 
  b. * How quietly did he die [whistling Dixie __ ] ? 
 
There is a possibility that the ultimate explanation of weak island effects will determine which of the 
semantic and syntactic analyses is more adequate. 
 
3.2. Search by an Adjunct Probe 
   Let us move on to the case of higher adjuncts.  Due to their structural height, these adjuncts can 
serve as a probe.  Truswell (2011: 29) observes that the sentences below are acceptable: 
 
(20)  a.  Whose attention is John waving his arms around [to attract __ ] ? 
  b.  What did you come round [to work on __ ] ? 
  c.  Which paper did John travel halfway round the world [to submit __ ] ? 
  d.  What did Christ die [to save us from __ ] ? 
 
Adjuncts of a rational clause are structurally higher than ones which are affected by the indirect “θ-
marking” discussed in the last subsection.  Consider the following sentences: 
 
(21)  a.  John hugged Mary [in order to make himself happier]. 
  b. * John hugged Mary [in order to make herself happier]. 
     (Truswell (2011: 219)) 
 
The unacceptability of sentence (21b) shows that the rational clause is structurally higher than the 
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object, which cannot bind the reflexive pronoun inside the rational clause.  On the other hand, the 
acceptability of sentence (21a) suggests that the rational clause is structurally lower than the subject, 
with the reflexive pronoun bound by the subject inside the rational clause.  Given that the subject is 
located in Spec-INFL, it is reasonable to assume that the adjunct of a rational clause is as high as the 
v*P. 
   With this in mind, let us analyze the acceptability of the sentences in (20) under the proposed 
Search-based approach to adjuncts.  By hypothesis (1), higher adjuncts, as well as low ones, contain 
an uninterpretable feature which is related to categorial selection and the derivation cannot converge 
if the feature remains as it stands.  Unlike low adjuncts, such higher adjuncts as rational clauses can 
carry out a search procedure and find their modifiee by themselves.7  In each sentence of (20), the 
adjunct (i.e., the rational clause) finds the v* in the matrix clause as its goal.  With this relation, an 
uninterpretable feature of the adjunct is successfully eliminated and at the same time, the verbal 
constituent in the matrix clause serves as the modifiee of the adjunct.  By virtue of this search 
procedure, the adjunct become transparent to the matrix clause, being on the primary plane.  
Hypothesis (4) allows the adjunct not to be immediately transferred in the presence of the implicit 
external argument of the verb in the rational clause.  Before FormCopy has applied, the wh-element 
is capable of moving from the adjunct.8  This is why no island effects show up in (20). 
   In contrast to sentences (20), where the high adjuncts are non-finite clauses, extraction out of the 
finite clausal high adjunct is impossible.  Observe the sentence below: 
 
(22) * What did the man criticize Mary [because she failed __ ] ? 
 
A crucial difference between finite clauses and non-finite ones is the presence/absence of an overt 
subject.  Because the adjunct in (22) is entirely self-contained, hypothesis (3) forces the adjunct to be 
transferred as soon as its uninterpretable feature is eliminated.  Due to the search procedure conducted 
by the because-clause, the adjunct successfully becomes a part of the primary plane as a modifier and 
the wh-element what gets ready to move to the matrix clause.  An application of immediate Transfer, 
however, prevents the wh-element from getting out of the adjunct.  Sentence (22) cannot be generated 
in the proposed system. 
 
4. Conclusion 
   As its title indicates, the present paper has claimed that the syntactic treatment of adjuncts requires 
the mechanism of Search.  The requirement is motivated by the main hypothesis that adjuncts have 
an uninterpretable feature which is related to categorial selection.  Unless the uninterpretable feature 
is somehow removed, the derivation is doomed to crash.  Adjuncts can be classified into two types 
depending on the timing at which they are introduced by FormSet; high and low ones.  While high 
adjuncts can function as a probe, low adjuncts can serve as a goal, affected by an indirect “θ-marking.”  
Regardless of the types, an adjunct which undergoes Search is integrated into the matrix clause (i.e., 
the primary plane) as a modifier.  It was also shown that there is an interaction between Transfer and 
FormCopy (or some copy-formation mechanism), and the timing of Transfer of a high adjunct is 
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dependent on the presence/absence of an implicit argument in it.  The adjunct condition was analyzed 
as the second-plane status of a low adjunct because of the absence of an indirect “θ-marking” (with its 
uninterpretable feature uneliminated) and as the immediate Transfer of a high adjunct. 
   A theoretical advantage of the proposal is that the ‘Lebeaux effect’ concerning the anti-
reconstruction property of that-relatives is captured without appeal to Late Merge.  As alluded to in 
section 2, in the pursuit of genuine explanation, such extended versions of Merge as Late Merge have 
not been regarded as admissible operations.  To the extent that the analysis of the ‘Lebeaux effect’ 
based on our Search-based treatment of adjuncts is on the right track, it constitutes a step forward 
toward the goal. 
   As a final note, we would like to consider what the Search-based analysis of adjuncts says about 
wh-relatives.  In light of the data in (8)-(10), wh-relatives should have a matching structure, in which 
the head nominal is base-generated outside the relative clause.  In capturing the fact that the former 
is modified by the latter, our analysis has to assume that a wh-relative clause is structurally higher than 
its external head nominal, disallowing the structure like the following: 
 
(23)    DP  
 
       D           NP 
 
      the      NP         CP 
 

booki   NP          Cʹ 
 

booki    that John read ti  

 (cf. Hulsey and Sauerland (2006: 112)) 
 
In wh-relatives, a search procedure establishing the modification relation between a wh-relative clause 
and its external head nominal has to occur “outside” the relative clause, since the wh-relative clause 
does not include its head nominal at any time.  On the other hand, as depicted in (6), a relevant search 
procedure occurs “inside” the relative clause in the case of that-relatives.  With regard to the 
difference between wh-relatives and that-relatives, Kono (2016: 87) makes an interesting observation 
that a wh-relativizer ties the relative clause to its head nominal less tightly than a that-relativizer.9  
There is a possibility that this fact is reduced to the syntax of wh- and that-relatives, or the “outside”-
“inside” difference. 
                   
* An earlier version of this paper was presented at the 17th International Spring Forum of the English 
Linguistic Society of Japan held at Kyoto University on May 25-26, 2024.  I am grateful to the 
audience for their valuable comments.  Needless to say, any remaining errors and inadequacies are 
the author's responsibility alone.  This research is supported by JSPS KAKENHI Grant Numbers 
JP22K00525. 
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NOTES 
1 See the sentences in (8)-(10) below for empirical support of this analysis. 
2 One of the merits of the proposed derivation is the circumvention of a counter-cyclic application of 
head-raising. 
3 In fact, this Transfer has to be later than the movement of the head noun to Spec-C.  Otherwise, in 
(7b), no Search procedure induced by the v* associated with the transitive verb deny can occur, 
crashing the derivation. 
4 Miyamoto (2012) relates the existence of an agreement relation to the transparency of an adjunct for 
extraction. 
5 The second process is reminiscent of chain composition in the traditional analysis of the parasitic gap 
construction.  Both play a role of gluing an adjunct into the matrix clause in which its modifiee is 
present. 
6 Low adjuncts, whose example is the before-clause in (16), cannot serve as a probe.  Hence, the 
uninterpretable feature of the before-clause ends up being uneliminated. 
7 In a recent term, this search procedure is likely to be identified with ΣLabel in the sense of Omune and 
Komachi (2024).  Given the status of adjuncts in general as an element on the secondary plane, a high 
adjunct does not c-command anything on the primary plane. 
8 Chomsky (2023: 6) no longer considers FormCopy as an operation in syntactic computation, but in 
any case, some copy-formation mechanism is needed here.  If not, the external argument of the verb 
in the adjunct of (20) cannot be covert. 
9 Kono also observes that the unity is the strongest in zero-relatives among the three types of relative 
clauses. 
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1. Introduction 

At least two syntactic views on how passive semantics is assigned are available in the 
generative literature. On the mainstream (Chomskyan) view, passive semantics is 
configurationally assigned by promoting the patient and suppressing the agent. By contrast, it 
was recently proposed that passive semantics is assigned by a dedicated Voice head that does 
not project agents (Embick 2004b, Schäfer 2008b, Bruening 2012, Harley 2013, Legate 2014, 
Alexiadou et al. 2015, Legate et al. 2020). I label such a head and its equivalents “–D Voice”. 
–D Voice was postulated in parallel with Kratzer’s (1996) Voice, which introduces the external 
argument (agent). –D Voice has nothing to do with passivization as a syntactic operation, yet it 
was assumed to contribute to producing a passive meaning. On the mainstream (Chomskyan) 
view, however, passivization as a syntactic operation goes hand in hand with producing a 
passive meaning. 

This controversy, as we will see in this paper, is due to the failure to correctly identify 
passivization as successive-cyclic movement and correctly characterize Voice as a syntactic 
head introducing (potential) subjects. Ever since Chomsky (1981), it has been assumed that 
passivization is one-step movement of the patient to the surface subject position. In this paper, 
I demonstrate that the subject of passives stops over in an intermediate position before reaching 
the NOM position. 
 

2. Evidence for passivization as a short movement 
I use the informal term “short movement” to refer to the object’s movement that targets 

Spec of a head in the voice domain and “long movement” to refer to its movement that targets 
Spec of T. In this section, I present evidence that passivization is a short movement, rather than 
a long movement. 
 

(1) Passivization as a short movement: [TP [VoiceP DP [VP tDP ]]] 
(2) Passivization as a long movement: [TP DP [VoiceP [VP tDP ]]] 
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Evidence comes from Japanese causative-of-passive sentences (passive embedded under 
causative) in which the patient of the verb stem occurs as a causee and is assigned dative case 
(DAT). Obviously, causative-of-passive sentences such as (3) are derived out of a passive 
phrase, as discussed by Saito (1982: 92) and Aoyagi (2021: 99). 
 

(3) Ziroo-ga    Hanako-o/ni       Taroo-ni   sikar-are-sase-ta.  

Ziro-NOM  Hanako-ACC/DAT  Taro-DAT  scold-PS-CS-PST 

‘Ziro made Hanako be scolded by Taro.’ (Tsujimura 1996: 259) 
 

In (3), the passive phrase is not directly embedded under T, which is spelled out by -ta, but by 
a causative head, which is spelled out by -sase. A passive phrase can certainly be embedded 
under T, as in (4). 
 

(4) Hanako-ga     Taroo-ni   sikar-are-ta. 
Hanako-NOM  Taro-DAT  scold-PS-PST 

‘Hanako was scolded by Taro.’ (Tsujimura 1996: 258) 
 

Note that the patient Hanako in (4) is not base-generated in its surface position since that 
position is not thematic, but within the thematic domain vP as an object. 
 

(5) … Hanakoi … [vP Taroo [VP ti sikar] -are] …       

 

The same holds true in (3), in which the surface position of Hanako cannot be thematic. If it 
were a theta position, sikar-are ‘be scolded’ would be a complex intransitive verb, which 
assigns a theta role to Hanako as a thematic subject, and -are would not be a passive morpheme 
but part of the verb stem. However, as a fact, sikar-are is not an intransitive verb but the passive 
form of the transitive verb sikar ‘scold’, as evidenced by its ability to occur with the agentive 
by-phrase ni yotte.  

 

(6) Ziroo-ga    Hanako-o/ni        Taroo-ni yotte  sikar-are-sase-ta. 
Ziro-NOM  Hanako-ACC/DAT  Taro-to owing  scold-PS-CS-PST 

‘Ziro made Hanako be scolded by Taro.’ (Hoshi 1999: 208) 
 

The surface position of the non-NOM subject Hanako is not Spec of a non-finite TP. If it were, 
Hanako would not be differentially marked by DAT (-ni) and ACC (-o), given that only 
alternation of NOM (-ga) and GEN (-no) is possible in Spec of TP in Japanese. In addition, in 
Japanese, which is an agglutinative language, causatives, syntactic or lexical, do not involve 
projection of embedded TP (Harley 2008, 2013); a causee always occupies Spec of a non-T 
head. 

To conclude the above discussion, in (3), the non-NOM subject Hanako is base-generated 
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as an object and is promoted to Spec of a head lower than T, which is a NOM-assigner. This 
leads to the possibility that the surface subject (SBJ) of the sentence is in fact promoted from 
the same position as that where the embedded Hanako in (3) occurs, assuming that uniformity 
of derivation obtains between the passive phrases in (3) and (4). That is, passvizations of 
Hanako in (3) and (4) are identical operations. The structure of the uniform passive phrase is 
represented in (7). 

 

(7) [XP Hanakoi [vP Taroo [VP ti sikar]] -are ] 
 

When XP, which is not TP, in (7) is selected by a causative head -sase, Hanako remains in Spec 
of XP, thereby yielding a causative-of-passive structure as in (3), and when XP is selected by T, 
Hanako further moves into Spec of TP, yielding an unembedded passive structure as in (4). 
Importantly, passivization is already completed by promoting Hanako, regardless of where it 
ends up in the surface structure. That is, passivization is a short step movement, not a long step 
one. This is exactly what Baker’s (1985) Mirroring Principle (MP) predicts. Affixation of the 
passive morpheme -are and promotion of the patient by the head spelled out by -are are linked 
and mirror each other. The linking and mirroring fail if promotion of the patient targets Spec of 
TP directly, skipping over Spec of XP, because that promotion is not owing to X, which is 
spelled out by -are. Therefore, treating passivization as a one-step movement (Chomsky 1981 
and much subsequent literature) is wrong, as correctly predicted by MP.  

In what follows, let us elaborate on the morphology-syntax mirroring of A-to-D raising in 
causative-of-passive sentences. Notate the passive morpheme -are as PS and the causative one 
-sase as CS. Passivization takes place before causativization, which are both syntactic 
operations, as mirrored by the morphological string PS-CS. This means that promotion of 
Hanako must precede introduction of Ziroo.  

 

(8) [ Ziroo-ga [ Hanako-o/ni [ Taroo-ni [ Hanako sikar ] -are ] -sase ] ... 
 

Assume that to promote an element is to reintroduce (internally merge) it in a higher position. 
As predicted by MP, (re)introduction of the patient Hanako and the causer Ziroo take place 
hand in hand with affixation of PS -are and CS -sase, respectively, as shown by the dotted lines. 
(Re)introduction of Ziroo in Spec of TP (left out in (8)), which follows that of Hanako in Spec 

of XP, then takes place hand in hand with affixation of the tense morpheme -ta, which follows 

PS-CS. Obviously, one-to-one correspondences hold between (re)introduction of the arguments 

as syntactic operations and affixation of the morphemes in order.  

Similarly, in (9), affixation of -are mirrors and bound with (re)introduction of Hanako in 
Spec of XP, whose head is -are. What mirrors (re)introduction of Hanako in Spec of XP is not 
affixation of the tense morpheme -ta, since -ta is not the exponent of X, but of T. Affixation of 

-ta, however, mirrors and is bound with (re)introduction (further promotion) of Hanako in Spec 
of TP. 
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(9) [ Hanako-ga [ Taroo-ni [Hanako sikar ] -are ] ... 
 

On the one-step movement/long movement view of passivization, (re)introduction (further 

promotion) of Hanako would be mirrored and bound by the affixation of -ta, not by that of -

are, rendering -are irrelevant with passivization of Hanako, contra the fact. 

All this holds true of the case in which the causee, the passivized patient Hanako or Dorž 
in (10), is assigned ACC.1 In (10), a Mongolian causative-of-passive sentence, the patient Dorž 
undergoes promotion and precedes the agent aav. As represented in (11), affixation of PS -gd 
is bound with reintroduction of Dorž, which represents passivization, and affixation of CS -uul 
with introduction of the causer (dropped in this sentence), which represents causativization. 

 

(10)  Dorž-ig    aav-d-ni       tani-gd-uul-h-gui-in tuld            sahal naa-san. 

Dorž-ACC  father-DAT-RX recognize-PS-CS-INF-NEG-GEN for  beard attach-PST 

‘In order not to make Dorž recognized by his father, I attached beard to his face.’  

(Umetani 2006: 95) 

 

(11)  [ Causer [ Dorž-ig [ aav-d-ni [ Dorž tani ] -gd ] -uul ] ... 

 

To sum up this section, passivization is created by promoting the patient to a position higher 
than the agent, which is suppressed (case-downgraded), and, importantly, passivization that 
involves a NOM subject is succesesive-cyclic. 
 

3. Introducing passive subjects through Voice 

A consequence of the elaboration on the successive-cyclicity of passivization is that the 
subject of passives is introduced by an argument-introducer much as in active sentences. Given 
that promotion of the patient and suppression of the agent make up the core property of the 
passive, which is the voice proper, it is not deniable that a passivizing head can introduce an 
argument. This means that the passivizing head X in (7) is an argument-introducer like Kratzer’s 
(1996) Voice (or Chomsky’s 1995 v). Note that X, a passivizing head, internally merges 
(reintroduces) arguments and Voice, a transitivizing (or causativizing) one, externally merges 
(first-introduces) them. Importantly, then, this yields no difference between the passivizing head 
X and the transivizing head Voice (roughly the same as v in (7)) with respect to their ability to 
introduce arguments. It then follows that the passivizing head X is also Voice, following 
Kratzer’s argumentation that Voice is an argument-introducer. Accordingly, the syntactic 
difference between actives and passives lies in the difference between external merge (EM) and 
internal merge (IM) and the height of the positions where EM and IM take place.  

However, the passivizing Voice and the transitivizing Voice are not the very same head; they 
are distinct instances of Voice instead. That is, VoiceP splits into two separate projections and 
the head of each (re)introduces the agent and the patient, respectively. Thus, the voice domain 
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is in fact a Voice-over-Voice configuration as in (12). 
 

(12)  … [VoiceP2  Patienti  [VoiceP1  Agent  [VP  ti  … 

 

To rewrite (7) using (12), we get (13). 
 

(13)  [VoiceP2 Hanakoi [VoiceP1 Taroo [VP ti sikar]] -are ] 
 

This leads to Nie’s (2020) argumentation that causatives have a Voice-over-Voice structure. 
Combining Nie (2020) and (7), we arrive at the conclusion that causative-of-passive sentences 
have a three-layered Voice structure, in which the causer, e.g. Ziroo in (3) and the dropped 
subject in (10), is introduced by Voice3 via EM, as represented below. 
 

(14)  [VoiceP3  Causer  [VoiceP2  Patienti  [VoiceP1  Agent  [VP  ti  … 

 

In (14), the passivizing head Voice2 is sandwiched between Voice1 and Voice3, which are both 
transitivizing heads. Importantly, all the separate heads split out of Voice are argument-
introducers. In this sense, VoiceP is a split projection much like CP, which splits into separate 
projections such as FocP and TopP. 

If the Split VoiceP analysis is on the right track, it predicts that it is always the highest 
argument (the last-merged one) that is promoted to the NOM subject (SBJ), regardless of 
whether the sentence is active/causative or passive. This is not predicted by the mainstream 
one-step movement approach to passivization. It then naturally follows that SBJ of both active 
and passive sentences is a Voice-internal subject. Much as vP-internal (VoiceP1-internal) 
subjects of actives, subjects of passives are internal to VoiceP2, where they are assigned 
subjecthood. That is, all arguments are potential subjects (Sbj). In the course of derivation, 
clauses can have more than one sbj introduced by Voice but only one SBJ. The the last-merged 
sbj (the highest one) becomes SBJ. 

This leads us to the conclusion that Voice is not merely an agent-introducing head; it is 
instead a sbj-introducing head, sbj being either an agent or a patient. The split property of Voice 
connects to its ability to derive voice alternants including passives and causatives. That is, Voice 
is the single engine that syntactically derives voice alternations. This challenges previous 
approaches that were proposed in favor of division between argument-introducing Voice (+D 
Voice) and –D Voice. 

Since the passive, as one of the voice alternants, does not necessarily realize an overt agent, 
quite many studies including Embick (2004b), Schäfer (2008b), Bruening (2012), Harley (2013) 
and Alexiadou et. al. (2015) have assumed agent-less/–D Voice in various flavors. They, 
however, are explicitly criticized by Collins (2024), who presents empirical evidence for and 
theoretical reasoning to the position that external arguments, whether overt or implicit, are 
syntactially projected in passives.2 Collins’ (2024) theoretical reasoning is based on his 
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Argument Criterion, which is presented in parallel with Chomsky’s (1981: 36; 1986: 97) Theta-
Criterion. 

 

(15)  Argument Criterion (AC) 
a. Each argument is introduced by a single argument-introducing head.  

b. Each argument-introducing head introduces a single argument. (Collins 2024: 8) 
 

One effect of Argument Criterion is that it prevents an argument-introducing head from 
introducing no argument because it forces a bijection (one-to-one relation) between argument-
introducing heads and arguments (Collins 2024: 9). Incorporating Argument Criterion into the 
Split VoiceP analysis brings about the following condition. 
 

(16)  Anti-Vacuous Condition (AVC) 
A morphologically overt Voice head does not project a semantically vacuous Spec. 

 

AVC, being well compatible with AC, predicts that no head with voice semantics (i.g. passive, 
causative, etc.) exists without introducing sbj, contra the –D Voice view. According to the –D 
Voice view, passive and causative semantics is predetermined by dedicated voice-specifying 
features like [PASSIVE] and [ACTIVE]/[CAUSE] postulated for a Voice-like head. However, 
a feature-based creation of passive and causative semantics is in fact a last-resort and not 
preferred since such features, unlike [CASE], [phi] and [FINITE/TENSE], which are all 
primitive, are not well-motivated. Chomsky’s (1981) classic analysis predicts that a passive 
meaning is produced by a configuration in which the patient is promoted skipping over the 
agent, but not produced by postulating semantic features on formal heads. Unfortunately, the 
classic one-step movement analysis, though it is rooted too deep to cast off from sentence syntax 
and word syntax, faces empirical problems, not regarding passive semantics though.  

The crux of the matter in dealing with the dilemma in the classic analysis and the 
controversy between it and the lately developed –D Voice analysis is to abandon the deep-rooted 
one-step tradition and to find an alternative way to account for what was intended by Chomsky 
(1981), without violating the conceptual standards such as the severing of the external argument 
from the verb and making nominative subjects originate as potential subjects invariably in 
actives and passives. As to the technical machinery to use for this purpose, –D Voice should be 
abandoned, too, for the above mentioned reasons. 

Taking external and internal arguments to be instances of sbj as a conceptual standard, the 
Split VoiceP analysis accounts for the problems with both the one-step movement approach and 
the –D Voice approach. On the Split VoiceP view, passive semantics is assigned by the Voice-
over-Voice configuration.3 That is, introducing an argument through Voice via IM produces 
passive semantics.4 

 

4. Conclusion  
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In this paper, I have argued for the claim that arguments are introduced as potential subjects 
by Voice, which is the single syntactic head endowed with the argument-introducing ability in 
the universal inventory of functional elements, echoing Kratzer’s (1996: 120) statement that 
Voice is truly at the heart of a theory of voice. To summarize the discussion in this paper: 

a. Passivization is created by internally merging the patient argument through Voice; 
b. The NOM subject of passives as well as that of actives is a Voice-internal subject in that 

it is introduced beforehand by Voice to get assigned subjecthood; 
c. The voice domain is a Split VoiceP structure and clauses are built by introducing (a) 

potential subject(s) through separate Voice heads and promoting a last-merged one to the 
NOM position, with others being suppressed or demoted; 

d. Voice is not merely an external-argument-introducing head; it is a potential-subject-
introducing head; 

e. Voice as a syntactic head is the single engine that manipulates voice alternants such as 
passives and causatives; 

f. Passive and causative semantics is assigned by the Voice-over-Voice configuration of 
Split VoiceP; 

g. No dedicated heads such as Passive, Voice[passive], Voice[active], Cause, v and their 
equivalents are necessary, nor are dedicated voice-specifying features; 

h. Introduction of arguments comes down to the simplest operation Free Merge (Chomsky 
2013, 2015): (Re)merger of an argument, external or internal, is unconstrained; UG 
requires just this much for voice phenomena. 

 

NOTES 
1 The differential case-marking of the causee in Japanese causatives, including causative-of-
passive sentences, seems to have to do with semantic factors such as affectedness, volition, 
animacy, and so on; it is not purely syntactic. 
2 Surprisingly, however, Collins (2024) refutes Kratzer (1996) altogether with those who 
advocate Inert Voice, by introducing agents through v, a head lower than Voice and stating that 
“VoiceP has nothing to do with projecting the external argument, but is rather implicated in how 
the argument DPs are realized in A-positions” (Collins 2024: 109). However, Collins’ (2024) 
separation of Voice from its argument-introducing ability remains problematic because if agents 
were introduced by v, not by Voice, they would not be argument severed from the verb. Note 
that Voice, in Kratzer’s (1996) theory, is the lowest head that can severe the external argument 
from the verb. 
3 This paper adopts the following definition of passive subject.  

(i) If DP instantiates DP(λy (P y, x, ty)), where y is lower than x, x being non-nominative, in 
the thematic hierarchy with respect to the predicate P, then P is passive and DP is subject of 
P.  

“Passive semantics” then refers to the meaning interpreted for such a configuration. On a –D 

Voice view, it would be the case that what solely contributes to producing the passive meaning 
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is the agent-suppressing property of the –D voice head, or a dedicated voice-specifying feature 

like [passive/non-act] on it. That is, syntax is not truly autonomous in producing the passive 

meaning on a –D Voice view, which would not specify a configuration such as “(P x, y)”, 
appealing only to non-nominative y, for deriving passives. 
4 Introducing an argument via EM produces causative semantics. Also see Nie (2020: 105, 115), 
who demonstrates that causative semantics is assigned configurationally. 
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The English Verbal Prefix out- and the Relationship between its Spatial and Differential Types* 

Akiko Nagano 
University of Shizuoka 

Keywords: West Germanic linguistics, preverb, separable/inseparable complex verbs, 
grammaticalization 

1. Introduction
The synchrony and diachrony of preverbs is a traditional research topic in West Germanic 

linguistics. “Preverb” is a cover term that refers to “morphemes that appear in front of a verb, and which 
form a close semantic unit with that verb” (Los et al. 2012: 7). In Dutch, be- in be+spreken ‘talk about, 
discuss’ is always bound to the following verb, so it is a prefix, and the combination is called an ICV 
(Inseparable Complex Verb). On the other hand, op- in op+belden ‘phone up’ is separable from the verb, 
so it constitutes an independent syntactic head, i.e. particle, and the combination is called a SCV 
(Separable Complex Verb). In German, be- in be+freien ‘free’ and mit- in mit+kommen exhibit the same 
behavioral difference. SCV existed in Old and early Middle English, but as a consequence of the 
subsequent word-order change, the type gave way to verb particle combinations. English also differs 
from Dutch and German in the development of ICV. The latter languages maintain early Germanic 
prefixes, including be- in the examples cited above. In some examples, such prefixes still compete with 
particles; thus, be-lópen [prefix-verb] and áf-lopen [particle-verb] ‘to walk down’ coexist in Present-
Day Dutch (see Los et al. (2012: 6) for more doublets). However, English is said to have almost 
completely lost the cognate Germanic prefixes. Although some scholars suggest that the emergence of 
verb particle combinations pushed them away, this view is under criticism (Thim (2012)).  

Clearly, the intricate distribution of the preverb + verb combination in the contemporary West 
Germanic languages requires further elucidation. Los et al.’s (2012) comparative study does not 
thoroughly examine English data with the same level of rigor applied to Dutch data. Regarding English, 
the authors revert to the traditional stance, asserting that “the vast majority of English particles are 
resultatives, or have developed from resultatives” (Los et al. (2012: 69)). The authors’ conservatism is 
further observed in the following passage: “It is very striking that the first type of prefix was highly 
productive in OE and early Middle English (eME) and subsequently lost, and that the second type never 
developed in English” (Los et al. (2012:13); italics added). This invited lecture utilizes an ongoing 
research project to challenge these assumptions and demonstrate the commonality between English and 
Dutch in the synchrony and diachrony of the preverb + verb combination.  
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2. The Framework
According to Los et al. (2012), the grammar and history of the preverb + verb combination can

be explained by means of three theoretical tools: incorporation, lexical semantic decomposition, and 
grammaticalization. First, SCVs exhibit paradoxical behaviors with respect to the syntax-lexicon divide 
because the preverb is an optionally projecting syntactic head that is morphologically incorporated in 
another head. The structure of an SCV is as follows: 

(1) [V0/V’ X0 V0] where X0 = P, Adv, A or N     (Los et al. (2012: 67); slightly modified) 

As suggested in (1), particle is an incorporated preposition, adverb, adjective, or noun. 
Secondly, employing the methodology of lexical semantic decomposition, the authors 

demonstrate that SCVs allow a broader range of semantic structures than previously suggested by their 
predecessors. As indicated by the following semantic classification, Dutch particles do not always 
correspond to the resultative predicate component (Los et al. (2012: 69)): 

(2) Semantic classification of particles
a.   Resultative particles:
−Particles conceptualized as resultative predicates, licensing a Figure participant.
b.  Non-resultative particles:
−Particles conceptualized as modifiers, not licensing any participant.
−Particles conceptualized as relators, licensing a Ground participant.
−Particles conceptualized as pure Aktionsart markers, blocking the presence of participants (other
than the AGENT).

The detailed study of these classes is the core of Los et al.’s theory. From this, they argue against the 
numerous attempts in the literature that posit a one-to-one mapping between the syntax and the 
semantics of SCVs. Indeed, while the classes in (2) have different Lexical Conceptual Structures, they 
are all mapped to the single syntactic structure in (1).  
     Thirdly, ICVs are diachronic developments of SCVs. Contrary to the prediction based on 
traditional views, it has been found that adposition-based particles resist further grammaticalization into 
prefixes when their semantic function is resultative. Instead, prefixization is prompted when such 
particles materialize a relator function. Thus, early Germanic prefixes such as be-, ver- and ont- are 
grammaticalized resultative predicates (see the list in Los et al. (2012: 177)); however, newer prefixes 
such as over-, door-, and om- are grammaticalized paths. For instance, the resultative SCV óver-brengen 
‘to carry over’ does not have a corresponding ICV. The diachronic source of the prefixal over- is the 
homophonous relator particle, as evidenced by the parallelism between the following two structures 
(Los et al. (2012: 189)): 

(3) a.  SCV: de brief óver-lezen (lit. the letter over-read) ‘to read over/through the letter’
b. ICV: de situatie over-zíen (lit. the situation over-see) ‘to survey the situation’

337



 
These over-verbs, differing in separability, share the path semantics.  

It is noteworthy that both earlier and newer types coexist in Present-Day Dutch. This observation 
indicates that the grammaticalization of the preverb + verb combination undergoes a repetitive cycle, 
resulting in a stratum of layered morphology.  
 
3. Application 
     To recap, Los et al. (2012) advance the hypothesis that ICVs represent the final stage of a 
grammaticalization cline. This hypothesis naturally leads to the following prediction: 

 
If the structural development in (30) represents a grammaticalization cline, we would expect it to 
be accompanied by a corresponding loss of lexical meaning and the development of more abstract, 
metaphorical meanings (semantic bleaching; [...]).                 (Los et al. (2012: 192)) 
 

To prove the above prediction, Los et al. present ICVs that are morphosemanically related to SCVs while 
at the same time having a construction-specific meaning (Booij (2010)). Thus, the over-verbs in (3), 
reproduced below as (4a, b), share the path semantics but differ in separability, while the inseparable 
over-verb in (4c) is distinct from the one in (4b) in its non-spatial, quantificational meaning. 
 
(4) a.   SCV: de brief óver-lezen (lit. the letter over-read) ‘to read over/through the letter’ (= (3a)) 
 b. ICV: de situatie over-zíen (lit. the situation over-see) ‘to survey the situation’ (= (3b)) 
 c.   ICV: Jan over-spant de boog (lit. John over-stretches the bow) ‘John overstretches the bow.’ 
 
Importantly, a similar paradigm is offered by the English verbal prefix out- and the relationship between 
its spatial and differential types (Nagano (2011), Kotowski (2023), Nagano and Togano (2024)).  

In OE and eME, motion verbs formed SCVs in combination with ut ‘out.’ Although Los et al. 
(2012: Ch.6) highlights the resultative type such as (5a), there were also instances of the relator type 
such as (5b) ((5a) from Los et al. (2012: 140); (5b) from the Oxford English Dictionary Online). 

 
(5) a.   And seo helle Þone deofel ut a-draf.  (Old English) 
   and the hell the devil out prefix-drove 
   ‘And Hell drove out the devil.’ 
 b.  Þe harnes out sprange þe harnepan.  (Middle English)   
   the brains out sprang the brainpan 
   ‘the brains went out of the brainpan springing; the brains sprang out of the brainpan.’ 

 
In (5a), the NP referring to ‘the devil’ and ut ‘out’ are in the subject-predicate relationship, whereas in 
(5b), the NP referring to ‘the brainpan’ is the source argument of out. Both SCVs conform to the structure 
in (1). Since ut/out is an incorporated head, it can have a syntactico-semantic relationship with the NP 
outside the complex verb (cf. Haspelmath (2023)). In (5b), the NP ‘the brainpan’ receives its case and 
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theta-role from the incorporated P. 
Diachronically, the resultative type was replaced by the verb particle combination (Los et al. 

(2012: Ch.6)), but the relator type was not, as evidenced by out-ICVs such as follows (OED Online):  

(6) A..second Brother liued, whose ill out-sprung..the elder. (Modern English)

The out-verb in (6) is related to the relator type such as (5b), with its object NP (the elder) having the 
source function. Just as the path in (4b) slightly differs in meaning from the one in (4a) (Los et al. (2012: 
189-191)), the source in (6) differs from the one in (5b) in not being literal space. Furthermore, in
Modern English, the type known as differential out- (Kurafuji (2013)) emerged, leading to examples
such as (7):

(7) Mary outran Fred by three meters. cf. Mary ran (*by) three meters. 

In (7), Fred is no longer a source but standard of comparison, as is confirmed by the availability of the 
differential measurement by phrase (Morzycki (2015)). The out-verb denotes the emergence of a degree 
gap between the two scalar points represented by its subject (“Mary”) and object (“Fred”). Crucially, 
this usage is absent from the free-standing out. It is a construction-specific meaning. 

 There is an independent empirical support for the conclusion that the source-denoting types ((5b), 
(6)) and the differential type ((7)) are related by grammaticalization. The historical development of an 
ablative marker into a comparative standard marker (“A > CS”) is widely attested in typologically 
unrelated languages (Heine and Kuteva (2002)). The reason for the frequent transition from the ablative 
function (“from ~”) to the standard of comparison (“than ~”) lies in the cognitive similarity between 
spatial path and property scale. The source-specified path can be quite naturally extended to the lower-
bound degree scale (Kennedy (2012)). For instance, the phrase headed by yori in Japanese functions as 
a source or a standard of comparison; and this polysemy is due to the A > CS grammaticalization 
(Shibasaki (2023)). In our case, the comparative standard marker takes the form of a derivational prefix 
because it comes from an incorporated ablative marker. The formal incorporation profoundly impacts 
the verb lexical semantics, leading to a shift of the Lexical Conceptual Structure from the change-of-
place type in (8a) to the change-of-state type in (8b) (see Nagano and Togano (2024) for more details). 

(8) a.  [x EXIT y (the source) by verb-ing]
b. [x EXCEED y (the standard) by verb-ing]

4. Conclusion
This paper critically reviews Los et al.’s (2012) theory of complex predicate formation and argues

against their basic assumption that English differs from Dutch in the synchrony and diachrony of the 
constructions under investigation. By demonstrating that English is not an exception, it is argued that a 
theory, by definition, should be put to use to reveal hidden commonalities across languages, rather than 
to talk about their differences. While the relationship between the SCV/ICV distinction and the 
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phrase/incorporation/compound/prefixation distinction is not delved into, it merits careful scrutiny in 
more sophisticated morphosyntactic theorizing. 

*I would like to thank the audience of the ELSJ 17th International Spring Forum, as well as Yo
Matsumoto, Chigusa Morita, Reijirou Shibasaki, Masaharu Shimada, and Yuri Togano for their valuable
input and feedback. This work was supported by JSPS KAKENHI Grant Numbers JP18KK0324,
JP24K03966.
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