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Without-Absolute Constructions in English*

Ryu Takamatsu
The University of Tokyo

Keywords : without-absolute constructions, grammatical extensions, the dynamic view of language

1. Introduction

With-absolute constructions (hereafter with-ACs) such as those in (1), where with takes a clausal
complement, have attracted a great deal of interest in the study of English grammar (Sakakibara (1982);
McCawley (1983); among others). (The symbols in parentheses denote the acceptability judgments of
Speakers A, B, C, and D, respectively.)
(1) a. John sat with tears streaming down his face. (?%/0%/9K/0K)

b. John came in with a parakeet on his head. (O%/0%/0K/9K)

By contrast, to the best of my knowledge, little attention has been paid to without-absolute constructions
(henceforth without-ACs) such as those in (2) (Hantson (1983) being a notable exception).!

(2) a. John sneaked into the room without anyone noticing. (°%/°%/0%/0K)

b. John was sleeping without any clothing on his upper body. (°%/9%/9K/OK)

In this paper, we first investigate a number of interesting properties of without-ACs and discuss some
problems that arise under a feature-based approach within the Minimalist framework. We then argue
that without-ACs develop by analogy to with-ACs during certain intermediate stages of the acquisition
of English, along the general lines of Kajita (1977, 1997, 2004, inter alia). This analysis provides a

principled account of the existence and properties of without-ACs.

2. Basic Facts
2.1. Meanings
Sakakibara (1982) observes that with-ACs express a variety of meanings: “attendant circumstance,”

“time,” “reason,” “condition,” and “concession.” All but concessive interpretations are available for

without-ACs, as illustrated in (3).2

(3) a. John was sleeping without any clothing on his upper body. (°%/0%/0K/0K)
g




b. Without anyone noticing, John sneaked into the room. [“When/While no one noticed, ...”]
(OK /OK /OK /OK)

c. Without John at home, Mary enjoyed her day off. [“Because John was not at home, ...”]
(OK/OK/OK/OK)

d. Without John at home, Mary would feel terrible. [“If John was not at home, ...”]
(OK/OK/OK/OK)

e. Without John at home, Mary enjoyed her day off. [“Although John was not at home, ...”]
C*/22/%/77)

2.2. Predicates
It is well known that with can select both verbal and verbless clauses, as illustrated in (4) and (5),

respectively.?

(4) a. John sat with tears streaming down his face. (°%/°%/9%/9K) (VP)
b. John fell asleep with his radio turned on. (°%/9%/°%/OK) (VP)
c.  With Mary to look after his children, John was optimistic about his future. (°%/°%/2/°K) (TP)
(5) a. John came in with a parakeet on his head. (°%/°%/°%/9K) (PP)
The dwarf faded into darkness with us barely able to say good-bye. (°%/0X/OK/0K) (AP)
c.  You cannot get lost with Mary your guide. (*/?/7%*/?) (Predicative DP)

Without also selects both types of clauses. There is, however, idiolectal variation in the availability of

adjectival small clauses in without-ACs like the one in (7b).*

(6) a. John sneaked into the room without anyone noticing. (°¥/9%/9X/°K) (VP)
b.  The troops retreated from the village without a shot fired. (°%/°%/°%/°K) (VP)
c.  Without Mary to look after his children, John would need to work from home. (°%/°%/2/9K)
(TP)
(7) a. John was sleeping without any clothing on his upper body. (°%/°%/%/K) (PP)
The dwarf suddenly disappeared without anyone able to say good-bye. (*/2/°%/2%) (AP)
c. You would be better off without Mary your guide. (*/?/7*/?) (Predicative DP)

2.3. Markedness

As pointed out by Hantson (1983), passives as in (8)—(11) and expletives as in (12)—(15) tend to be
more degraded in without-ACs than in with-ACs, especially when with(out) takes an infinitival
complement, as in (10)—(11) and (14)—(15).

(8) a. With his children being looked after by Jane, his future was looking brighter.

b.  Without his children being looked after by Jane, his life would be pretty gloomy.
(Hantson (1983: 57))
(9) a. With his children being looked after by Mary, John was optimistic about his future.




(22/°%/2/?)

b. Without his children being looked after by Mary, John would need to work from home.
(22/9%/%/7)

(10) a.  With his children to be looked after by Jane, his future was looking brighter.

b.*? Without his children to be looked after by Jane, his life would be pretty gloomy.
(Hantson (1983: 57))

(11) a.  With his children to be looked after by Mary, John was optimistic about his future.
(22/2/2%/°%)

b.  Without his children to be looked after by Mary, John would need to work from home.
(*/2*/*)
(12) a.  With there being someone to look after his children, his future was looking brighter.

b.  Without there being someone to look after his children, his life would be pretty gloomy.
(Hantson (1983: 60))

(13) a.  With there being someone to look after his children, John was optimistic about his future.
(OK /OK /OK /OK)

b. Without there being someone to look after his children, John would need to work from home.
(O%/2/2/9%)

(14) a.?7? With there soon to be someone to look after his children, his future was looking brighter

b. * Without there soon to be someone to look after his children, his life would be pretty gloomy.
(Hantson (1983: 60))

(15)a. With there soon to be someone to look after his children, John was optimistic about his future.
(7%/2/2/°K)

b. Without there soon to be someone to look after his children, John would need to work from
home. (*/22/2/°%)

3. Problems

Within the Minimalist framework, one could assume that in with(out)-ACs of the form [pp with(out)
[DPsunj XPprea]], with(out) is specified as [P, uD, uX] (where X is T, V, P, A, or D), i.e. with(out) c-selects
a DP and an XP (cf. Adger (2003: 83ff.)).%” Alternatively, it could be assumed that a functional head
mediating predication (e.g. [with(out) [rp DPswj [F F XPprd]]]) determines the syntactic types of
predicates that with(out)-ACs can take.

There are, however, two problems with these analyses. First, they have nothing to say about
interspeaker variation in the availability of predicates in without-ACs. All we could say under those
analyses would be that with(out) or the F head is featurally specified in such-and-such a way. The other
problem is that the analysis does not account for why passives as in (8)—(11) and expletives as in (12)—
(15) tend to be more degraded in without-ACs than in with-ACs. Given that with- and without-ACs are
structurally analogous (i.e. [pp with(out) [DP XP]]) and that both passives and expletives are allowed in
canonical TP complements, as in (16) (taken from Hantson (1983: 56)), it seems rather difficult to

provide a natural account of the facts solely in terms of feature specification.



(16) a. I expect the problem to be solved by John.
b. I expect there to be many people at the party.

To sum up, the peculiarities of without-ACs are regarded as merely an accident under a feature-based

analysis.

4. A Dynamic Approach
4.1. Grammatical Dynamism

We argue that the properties of without-ACs receive a straightforward account within the framework
of Kajita (e.g. 1977, 1997, 2004). Kajita’s non-instantaneous model of language acquisition, where
Language Acquisition Device (LAD) makes reference not only to Primary Linguistic Data (PLD) but
also to the properties of the current grammar, assumes step-by-step grammatical extensions. The ways
in which the current grammar can be developed into the next grammar are determined by inter-stage

constraints of type (17).

(17) If G(L,1) has property P, then G(L,i+1) may, though need not, have property P’, and if G(L,i) does
not have P, then G(L,i+1) cannot have P’ unless some other constraint in the system makes P’
possible in G(L,i+1). [G(L,i): the grammar of a language L at stage i; G(L,i+1): the grammar of
the language at the next stage] (Kajita 1997: 384)

4.2. An Extension Analysis

We propose that without-ACs are derived from ACC-ing complements on the model of with-ACs in
the course of the acquisition of English. Suppose that there is a certain stage of the acquisition of English,
call it S;, at which with-ACs (e.g. (18)) are already available and ACC-ing complements (e.g. (19))
become available.

(18) a.  John sat with tears streaming down his face. (?%/0%/0K/0K)

b. John came in with a parakeet on his head. (°%/°%/O%/OK)
(19) a. Idon’t mind {John/him} smoking cigars. (Hantson (1983: 62))

b. After retirement it was also revealed the yokozuna’s legendary accomplishments came

despite him being blind in one eye. (The Japan Times, May 20, 2020)

It would seem natural to assume that at this stage, the structure of [without [DPacc V-ing]] like the one
in (20) receives an interpretation such that without takes an ACC-ing complement, just as mind in (19a)
and despite in (19b) do, because such interpretations are typically associated with the structure of [V/P
[DPacc V-ing]].

(20) John sneaked into the room without anyone noticing. (°%/9%/9K/OK)

However, the speaker may subconsciously notice that ACC-ing complements of without (e.g. (20))



are structurally and semantically quite analogous to with-ACs of the form [with [DPacc V-ing]] (e.g.
(18a)). (Notice that the ACC-ing interpretation and the AC interpretation are identical in (20) (cf. van
de Pol and Petré (2015: 214)).) At the next stage, S;+1, ACC-ing complements of without are reanalyzed
as small clause complements of the form [without [DPacc vP]], based on with-ACs of the form [with
[DPacc vP]] (e.g. (4a, b)). Notice that gerundive and passive participles share the features [-N, +V]. It
thus becomes possible at this stage for without to take a passive participial complement (e.g. without a
shot fired). This motivates the acquisition of infinitival complements of without (e.g. without Mary to
look after his children) at the next stage, S;:», given the common features [N, +V] between participles
and infinitives, and the availability of with-ACs taking infinitival predicates (e.g. with Mary to look after

his children) at Si+i. Along similar lines, during subsequent stages, the other [-N] predicate, i.e. the

prepositional predicate (e.g. without any clothing on his upper body), becomes available in without-ACs,

followed by the adjectival predicate (e.g. without anyone able to say good-bye), on the model of the

already acquired predicates of with-ACs.” We therefore generalize the path of the series of extensions as
in (21).

(21) Without-ACs begin to take [-N] categories and then [+N] categories as their predicates, based on
the syntactic types of predicates with-ACs take.

This line of analysis would be reasonable, given that grammatical extensions proceed in “minimal” steps
(Kajita (1997: 388, 2004: 20)). As a result, the gaps in paradigm (22) are (partially) filled in the adult
grammar.'%!! (For expository purposes, we assume that with-ACs in G can take predicates of all

categories in (22) (cf. (5¢); see also fn. 3).)

(22) Paradigm of Predicates in G+

to VP V-ing V-en PP AP DP
with-ACs v v v v v v
without-ACs v

The present proposal gains support from observational data from five English children: Adam, Eve,
Sarah (Brown (1973)), Abe (Kucjaz (1976)), and Naomi (Sachs (1983)), ranging in age from 1;1 to 5;1.
(All data come from the CHILDES database (MacWhinney (2000)).) Table 1 shows age emergence data
for with(out)-ACs (including without taking an ACC-ing complement), without DP (e.g. without you),
and without PRO-ing (e.g. without getting hurt). “Verbless” represents with-ACs involving verbless

clauses (e.g. with a parakeet on his head) and “verbal” those involving verbal clauses (e.g. with tears

streaming down his face).'? Crucially, there are no instances of without-ACs (including without taking

an ACC-ing complement) in the corpora, suggesting that without-ACs are a later acquisition than with-
ACs. (Notice that all children except for Eve produce nominal/PRO-ing complements of without.) Also,
Adam and Abe produce with-ACs taking participial predicates at 3;5.29 and 4:4.1, respectively, before
they produce without taking a PRO-ing complement, which we assume becomes available prior to an

ACC-ing complement.'® These findings are consistent with the current analysis, where without-ACs



become available on the model of with-ACs during certain intermediate stages of the acquisition of
English.

Table 1. Age of Emergence for With(out)-ACs, Without DP, and Without PRO-ing

Adam Eve Sarah Abe Naomi
(2;34;10) (1,6-2;3) (2;3-5:1) (2;44:1) (1;1-5;1)
Verbless 2:8.1 2:3.0 2:10.5 2:7.7 2:3.17
with-ACs
Verbal 3:5.29 - - 4:4.1 -
without-ACs - - - - -
without DP - - - 3:4.19 -
without PRO-ing 4:10.23 - 4:6.10 4:10.29 2:5.5

4.3. Consequences

Under the present proposal, the facts about without-ACs presented in Section 2 receive a
straightforward account. First, without-ACs do not allow a concessive interpretation (3e) (cf. fn. 2). This
can be accounted for if a variety of interpretations for without-ACs, illustrated in (3), gradually become
available.'* Given that concessive clauses are acquired later than other adverbial clauses (Diessel (2004:
Ch. 7)), the degraded status of (3e) might reflect the derivative status of concessive adverbials in general,
which would make it impossible for without-ACs to express “concession” meaning.

Second, without-ACs allow a narrower range of predicates than with-ACs for some speakers, not the

other way around, as shown in Tables 2 and 3.

Table 2. Predicates of Without-ACs (cf. (6)«7))

to VP V-ing V-en PP AP DP
Speaker A OK OK OK OK * *
Speaker B OK OK OK OK ? ?
Speaker C ? OK OK OK OK 7%
Speaker D OK OK OK OK 7* ?

Table 3. Predicates of With-ACs (cf. (4)—(5))

to VP V-ing V-en PP AP DP
Speaker A OK OK OK OK OK *
Speaker B OK OK OK OK OK ?
Speaker C ? OK OK OK OK 7*
Speaker D OK OK OK OK OK ?

This fact can be naturally accounted for under the current analysis, where the syntactic types of
predicates without-ACs take gradually extend based on that of with-ACs, as generalized in (21). Also,

given the order of acquisition proposed above, we can expect that predicates such as TP and AP are more



derivative than VP. The idiolectal variation in the availability of those derivative predicates is thus a
natural consequence of the present proposal (cf. Yagi (1984: 240)).

Let us now turn to the fact that without-ACs are less compatible with passives and expletives than
with-ACs, especially when with(out) selects an infinitival complement (i.e. [with(out) [DPacc to VP])).
The judgments of our informants and Hantson (1983) on the examples in (10)—(11) and (14)—(15) are
summarized in Tables 4 and 5, respectively. The proposed analysis accounts for the data in terms of the

“derivativeness” (Kajita (1983: 6)) of the relevant structures/constructions. '

Table 4. Passivization within the Infinitival Complement of With(out)-ACs

Speaker A Speaker B Speaker C Speaker D Hantson
with-ACs ?7? ? 7% OK OK
without-ACs * ? * * *9

Table 5. Expletive There in the Infinitival Complement of With(out)-ACs

Speaker A Speaker B Speaker C Speaker D Hantson
with-ACs % ? ? OK 27?
without-ACs * ?7? ? OK *

Recall that we proposed above that without-ACs are acquired later than with-ACs, and that basic-
derivative distinctions can be made among the syntactic types of predicates without-ACs take. Also, it
has been reported that expletives and passives are not available in early child English (e.g. Radford
(1990: 255-258); Tomasello (2003: 156—157); Kajita (2004: 15ff.); and references therein). Within the
present framework, without-ACs, expletive constructions, and passive constructions are all derivative
to varying degrees, in the sense of being introduced into the pre-adult grammars through grammatical
extensions. Crucially, it is generally assumed that the derivativeness of structures is retained even in the
adult grammar (Kajita (1983: 6)). The data in Tables 4 and 5 can thus be interpreted as reflecting the
cumulative effect of the derivativeness of the infinitival complement of without and that of
expletive/passive constructions.'®

It is also worth noting that the idiolectal variation shown in Tables 4 and 5 suggests that the
derivativeness of the same structure/construction (e.g. there-constructions) can differ among speakers.
This is naturally accommodated by the current framework, where the paths of language development

(partially) determine adult-grammar properties.

5. Conclusion

We have shown that without-ACs display a number of interesting properties that distinguish them
from with-ACs and resist a satisfactory account in terms of feature specification/distribution in the spirit
of the Minimalist framework. We have argued that without-ACs develop on the model of with-ACs in
the course of the acquisition of English. The analysis put forth here gives us a principled account of the

peculiarities of without-ACs.



* For helpful comments and suggestions, | would like to thank Kenta Kakenami, Toshiyuki Kumashiro,
Yoshiki Nishimura, Daisuke Nonaka, Hiromune Oda, Furmanova Polina, Takeru Suzuki, Taichi Tanaka,
Ogan Yaylioglu, and the audience at ELSJ 42. For help with judgments, I would also like to thank
Christopher Diaz, Gen Kazama, John Lewis, Ted Smith, and another two informants. Any shortcomings
are of course my responsibility.

NOTES
! We are concerned in this paper with those with(ouf)-ACs that function as adverbial modifiers as in (1)—

(2). However, with(out)-ACs can also be employed as adnominal modifiers, as illustrated below:

(i) So in its way, giving towels is not much different from getting a free key chain or pen with the

name of the company on them when you buy something. [...] But what about presents without the

name of the company on them and no obvious connection to what you’re buying?
(Kate Elwood (2004) Takes and Mistakes, NHK Publishing, pp. 78-79.)

2 Sakakibara (1982) cites the following example as showing that with-ACs can receive a concessive

interpretation.

(i) With parliamentary elections only eleven days away, Japanese Prime Minister Masayoshi Ohira
died of a heart attack last week at the age of 70.
(Newsweek, Jun. 23, 1980; Sakakibara (1982: 79))

It should also be noted that without taking a PRO-ing complement like the one in (ii) can also receive a

concessive interpretation.

(i) Without being invited, he sat down at our table.

(Shogakukan Random House English-Japanese Dictionary, 2nd ed., s.v. without)

3 Nominal small clauses selected by with(out), such as those in (5¢) and (7¢), are subject to a great deal

of interspeaker variation. Consider the following:

(i) a. Why don’t you become a student again? With you (as) a student, we could subscribe to lots of

magazines at reduced rates. (McCawley (1983: 281))
b.  We will say that (79) [=AP S'] is a predication environment, with AP the predicate and S the

subject. (Edwin Williams (1980) “Predication,” Linguistic Inquiry, p. 220.)

All informants say that (5c) and (7c) are both acceptable if as is put before your guide, as in with(out)
Mary as your guide.

* Speakers A, B, and D all concur that (7b) is acceptable if being is added before anyone, as in without
anyone being able to say good-bye. Speaker A says that being “seems implied” in (5b) (i.e. with us
barely being able to say good-bye), but it is not necessary, unlike in (7b). Adjectival small clauses



selected by without are acceptable to all informants when the adjective does not take a complement.

(i) a. Mary hates it when people speak with their mouths full. (°%/9%/0K/OK)
b. Say that again without your mouth full. (°%/0%/0K/0K)

5 Hantson (1983: 61) notes that “without has [...] ceased to be a pure preposition, although, [...], it is
still far less of a clause introducer than with.”

6 Given the standard assumption that v and T require a subject DP in their Spec, with(out) would bear
just one c-selectional feature, i.e. [uV] or [uT], when with(out) selects a verbal clause (e.g. (4), (6)).

7 Notice that assuming that without c-selects a small clause complement of the form [DPsusj XPpre] is
not sufficient to account for the data in (6)—(7); rather it seems reasonable to assume that without c-
selects the DP and the XP and that those speakers who find (7b) and (7c) marginal or unacceptable have
not acquired the relevant c-selectional features of without, i.e. [uA] and [uD].

8 Chomsky’s (e.g. 1975: 14-15, 119-122, 1986: 5255, 2004: 104) instantaneous model of language
acquisition, which considers LAD as a function that maps PLD to the adult grammar of a language, can
make no reference to the properties of pre-adult grammars.

%1 owe the original insight to Hiromune Oda (p.c.).

10 The view that complementation patterns of a lexical head gradually extend is not entirely novel; see,
for example, Omuro (2018: Ch. 6).

! Given that grammatical extensions are by definition optional (cf. (17)), it is possible that some of the
gaps remain in some speakers’ grammar due to linguistic and/or extralinguistic factors. Masaaki Fuji
(p-c.) suggests that “maturation” can be an extralinguistic factor that makes it difficult for grammatical
extensions to proceed after reaching a certain age.

12 With selecting an infinitival complement (e.g. (4c)) does not occur in the data examined here.

13 This assumption gains some plausibility from the observation that in infinitival complements, covert
(viz. PRO) subjects emerge prior to overt subjects (Bowerman (1979); Tomasello (2003: 245ft.); and
references therein). Gerundive complements are later to emerge than infinitival ones (Bowerman (1979)).
41 am grateful to Toshiyuki Kumashiro (p.c.) for suggesting this idea to me.

15 Kajita (1983: 6) notes that “[t]he strength of basic motivation, the degree of base-model similarity,
and the modes of extension jointly determine the degree of derivativeness of the new rule/structure.”

16 One might wonder why (6b), which involves passivization, is not ruled out on a par with (10b) and
(11b). We assume, following a suggestion by Fuminori Matsubara (p.c.), that without selects a vP
complement in (6b) but a TP complement in (10b) and (11), and that the degraded status of (10b) and
(11b) is due to the cumulative effect of the derivativeness of passives and that of the infinitival
complement of without. The somewhat greater acceptability of (9b) than (11b) for Speakers A, B, and
D suggests that the participial complement of without is less derivative than the infinitival complement.
For reasons that are not clear to me, Speaker C, who rejects (9b), also rejects its active counterpart (i.e.
Without Mary looking after his children, John would need to work from home), which sounds acceptable
to Speakers A, B, and D.
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1. Introduction

In terms of Chomsky’s (2013, 2015) labeling theory, subject elements in English cannot occupy Spec-
CP since T is too weak to serve as a label, which is also a crucial notion to explain the that-trace effect;
namely, T cannot be labeled if a wh-subject moves to Spec-CP (headed by that), causing the derivation
to crash at the interfaces. However, a lot of studies have presented evidence that wh-subjects moves to
Spec-CP in the derivation of subject questions (e.g. Messick (2020)). This creates a significant paradox:
(i) if we argue that wh-subjects cannot occupy Spec-CP, we fail to explain the derivation of subject
questions; but (ii) if we claim that they can move to Spec-CP, we cannot account for the that-trace effect.
In this paper, we will claim that wh-subjects can occupy Spec-CP under the spirit of Free Merger and
that various subject movement constraints, including the that-trace effect, can be reduced to interface
conditions, overcoming the dilemma of subject movement in a conceptually desirable way. In fact, we
will argue that @-problems (the infeasibility of Affix Hopping and Case-valuation) generate subject

movement constraints at the interface level.

2. Labeling Theory and Problems
2.1. Weak Heads

Chomsky (2013, 2015) holds that Merge is applied freely and any set formed by Merge must have a
label for interpretations at the interfaces. To determine the label, Chomsky (2013) introduces the
Labeling Algorithm by Minimal Search (MS). When a head and a phrase undergo Merge, the head
provides the label. When two phrases undergo Merge, there are two strategies for labeling: either (i)
agreeing features provide the label (e.g. <@, ¢>, <Q, Q>); or (ii) by raising one of the two phrases, the
leftover one becomes the label since copies are ignored for MS (see Chomsky (2013: 44)).

In addition to this algorithm, Chomsky (2015) proposes the following notion of weak heads.

(1) English T and root R in all languages are too weak to serve as a label.
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This suggests that <, ¢> agreeing labeling is required to strengthen the weak heads, thereby T in
English must agree with a subject, and R must agree with an object, leading to a deduction of the
structural parallelism between the CP and v*P phases. Crucially, based on the notion of weak heads,
subject elements in English cannot move to Spec-CP but must stay within Spec-TP for labeling by MS,
which leads to the that-trace effect.

(2) a. * Who do you think that loves Mary?
b. {pthat {s who T {r.,» whe love Mary}}}
c. {pthat {ywho T {r.*whe love Mary}}} (o= <, ¢>)

As (2) indicates, the wh-subject who must stay within Spec-TP to strengthen the weak head T; if it leaves
there, T cannot be strengthened since MS cannot see copies. In this case, however, who is trapped within
the Transfer domain a (the complement of that), so that it cannot move to the matrix Spec-CP. Hence,

the derivation is doomed to crash, deriving the relevant effect from labeling.

2.2. Elimination of Weak Heads (Hayashi (2020))

Although Chomsky’s labeling analysis successfully offers a theorical explanation to the that-trace
effect, we have to say that it is problematic. Indeed, the weakness of T constitutes a theoretical
contradiction with labeling in English infinitival clauses. If English T is weak, as pointed out by
Mizuguchi (2017) and Hayashi (2020), the label of infinitival T cannot be determined since it is hard to
assume that @-agreement between a subject and infinitival zo can be obtained. For this reason, such a
theoretically problematic notion cannot be an effective tool to account for the that-trace effect.

To resolve this kind of issue with labeling, Hayashi (2020) proposes that all heads are strong and
Feature Inheritance is applied freely, eliminating the notion of weak heads proposed by Chomsky.
Leaving the details aside, if his proposal is on the right track, infinitival T can be labeled without ¢-
agreement since all heads are strong (see Hayashi (2020) in detail). Let us then reconsider the that-trace

effect in terms of Hayashi’s proposal:

(3) a. *Who do you think that loves Mary?
b.  {p whoyg that {, whe Tj.e {r-+ Wwhe loves Mary} }} (a=T)

While Chomsky (2015) contends that who cannot move to Spec-CP due to the labeling failure of weak
T, Hayashi (2020) eliminates the notion of weak heads entirely, rendering this argument moot; even if
the wh-subject moves to Spec-CP in the derivation, T can be labeled since it is no longer a weak head
under his analysis. Hayashi argues that the culprit is not the label weakness of T but [u@] on T. In cases
like above, significantly, [u¢] on T cannot be valued since MS cannot see the copy of who within Spec-
TP, causing the derivation to crash due to the undervaluation. Notice, however, that the relevant feature-
valuation can be achieved if C keeps [u¢], which should be admitted under the assumption that Feature
Inheritance is optional. Let us then consider what happens if a subject element moves to Spec-CP and

the phase head C keeps [u¢@] as follows:
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(4) {p Subjecto) Cpoy {a T {r-v+ subjeet love Mary; j } (=T, =<0, ¢>)

Since the subject occupies Spec-CP, [up] on C can be valued as in (4). However, Affix Hopping fails to
work. As for cases like (4), Hayashi assumes that [vp] on C must be attached to a verb V (R-v*) via
Affix Hopping at the Sensorimotor (SM) interface. However, Affix Hopping from C to V is interrupted
by T lying halfway between the two heads. This is because affixes can only hop from one head to the
head immediately below it (e.g., Affix Hopping of T-to-Neg-to-V is disallowed: *John not loves Mary.).
Hence, even if feature-valuation works, [vp] cannot hop to V at the SM interface. Moreover, as argued
by Suenaga (2022), there is likely to be another problem with subjects moving to Spec-CP. It is generally
assumed that nominative Case is assigned as a reflection of ¢-agreement between a subject and finite T
at least in English (Chomsky (2000, 2001) and Epstein et al. (2012)). If so, wh-subjects also have to
agree with finite T. Remember, however, that ¢-agreement between a subject and T cannot be achieved
if it moves to Spec-CP (see (3)), whereby [u¢] on T cannot be valued. In this regard, whether the relevant
feature-valuation may or may not work, it remains unclear how the wh-subject gets nominative Case.!
In short, it can be concluded that subject elements must remain within Spec-TP even though the
notion of weak heads is abandoned; if subjects move to Spec-CP in the derivation, there will arise

problems associated with @-agreement (Affix Hopping and Case-valuation).

2.3. Dilemma of Subject Movement
Although we have seen so far that subject elements cannot occupy Spec-CP due to ¢-problems, we

must encounter a formidable dilemma, which stems from the derivation of subject questions like (5).

%) Who loves Mary?
a. [cp C [tr Who loves Mary]]? (Spec-TP)
b. [cr Who C [t loves Mary]]? (Spec-CP)

The derivation of subject questions has been mired in controversy particularly with respect to the
question of whether wh-subjects occupy Spec-TP or Spec-CP. Based on our discussions so far, the
former derivation (5a) should be chosen. Nevertheless, there is various evidence that wh-subjects move
to Spec-CP, which will be briefly described below:

(6) A: Someone loves Mary.  B: Who?
a. [cp C f-Wheleves Mary]? (Spec-TP)
b. [cr Who C fxptovesMary]? (Spec-CP)

If we take sluicing to involve wh-movement to Spec-CP followed by TP-deletion, the wh-subject in (6)
cannot stay within Spec-TP. This is because, if it remains there, who should be included within the
sluiced site, TP (see also Messick (2020)). Next, consider the following data, which violates the
Coordinate Structure Constraint (CSC):
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(7) a. *Who left and John went to the store?
b. [cp who [&p [rp whe left] & [t John went to the store]]] (Messick (2020: 4))

As Messick (2020) argues, (7) shows that wh-subjects move to Spec-CP; if who and the DP subject John
stayed within Spec-TP respectively, it would not violate the CSC, contrary to fact (as for other data, see
Boskovi¢ (2019), Messick (2020), and references therein).

It is important to recall here that the that-trace effect would not occur if wh-subjects were allowed to
occupy Spec-CP. That said, it is empirically observed that wh-subjects move to Spec-CP in the derivation
of subject questions. Thus, we must address these two seemingly contradictory aspects of subject
movement within the current Free Merger framework, an agonizing dilemma that warrants our

undivided attention.

3. R-to-C Raising Analysis (Suenaga (2022, 2024))
3.1. Derivation of Subject Questions

In this section we assume with Suenaga (2022, 2024) that the derivation of wh-subject questions
involves T-to-C raising by Internal pair-Merge, which allows wh-subjects to move to Spec-CP,

overcoming the dilemma of subject movement discussed above. Consider (8):

(8) a. T-to-C Raising in Syntax
b {cp Whomom) { <T-C>pe, 1 {1 F {rv+ whe V(R-v*) Mary} } } }

The wh-subject who occupies Spec-CP in this simplified structure, where T undergoes the raising
operation with Internal pair-Merge after inheriting [u@, Q] from C. The crucial point here is that -
agreement between who and finite T(-C) is established, whereby ¢/Case-valuation can be achieved.
Furthermore, since T has already been raised to C in syntax, the local relationship between C (T-C) and
V (R-v*) is established at the SM interface, so that [vp] can be attached to V as shown in (9).

(9) a. Affix Hopping at the SM Interface

b. {cp who { <T-C>[v|«p, QAT <o R o ‘{Mal’y}}}} (CP=<Q, Q>, <p, ¢>)

3.2. Subject Movement Constraints
If the present analysis is on the right track, it can be extended to cover various subject movement

constraints, including the that-trace effect:

(10) Who do you think (*that) loves Mary?
a. ... R(think) {cp who { <T-C>p, q] {1 F {r-v* whe V(R-v*) Mary}}}}

b. ... R(think) {cp who { that 1T {ros who V(R-v¥) Mary} } }}
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(10) shows the stage where the wh-subject moves to the embedded Spec-CP. In cases like (10a), ¢/Case-
valuation works since @-agreement between who and T(-C) is made possible by T-to-C raising, which
also establishes the local requirement for Affix Hopping at the SM interface, so that the derivation
converges. In cases like (10b), however, T-to-C raising cannot be applied since the C head position is
occupied by overt that, which is based on Chomsky’s (2015) assumption that when Internal pair-Merge
takes place, the host (phase head) should be affixed to the raised element (non-phase head). It is naturally
thought that an affix is a bound morpheme that cannot stand alone as a word. Crucially, that is not a
bound morpheme but a free morpheme that can occur alone; namely, the free morpheme that can never
be affixed, being unable to undergo pair-Merge. For this morphological reason, the relevant derivation
is doomed to fail (due to the @-problems), leading to the that-trace effect.

The same can apply to the following contrast found in Belfast English, which circumvents the doubly-

filled Comp filter unlike in Standard English as in (11a):

(11) a. I wonder which dish that they picked. (Henry (1995: 107))
b. *I wonder which author that wrote this book. (Henry (1995: 141, fn.2))

Especially noteworthy here is that the object wh-phrase can occur with that, but the subject wh-phrase

which author cannot, as shown in (11b). This intriguing contrast can also be reduced to ¢-problems:

(12) ... R(wonder) { which author that { T { which-auther write this book} } } (= (11b))

(12) roughly depicts the stage where the subject which author occupies the embedded Spec-CP, whose
head position is occupied by overt that. Recall that T cannot be raised to the filled position; hence, Affix
Hopping and Case-valuation will not be achieved, which leads to the subject-object asymmetry in (11).

Our analysis can also deal with the following asymmetry involving the wh-island effect, where the

wh-object what can move across the wh-island, but the wh-subject who cannot undergo such movement:

(13) a. ? What do you wonder who saw? (Chomsky (1986: 48))
b. * Who do you wonder what read? (George (1980: 72))

With Free Merger in place, it can be assumed that (13a) has the following structure in the derivation:

(14)  ? What do you wonder who saw? (=(13a))
a.  {c whatpo, ¢ {5 Whouo. o1 {y Cro. uet {p T{a fwho R-v* fwhar ...} }}}}
b. {c whatpq, ¢ {s Whopo. ) {y C {p Ti0.ue) {a fwho R-V* fuhat ...} }}}} (0 =R-v* B=T)

c.  {ewhatpq, ¢ {5 Whouo. o1 {y TiQ. ugl"C {p F {a twno R-v* tunar ...} }}}}
(14a) exhibits the stage where both who and what internally merge with Spec-CP; since Merge applies

freely, nothing bans this kind of Internal Merge. Next, T inherits [Q, u@] and MS provides the labels as

in (14b). Then, as shown in (14c), T-to-C raising occurs with Internal pair-Merge. Following Kitahara’s
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(2020) analysis of unique valuation, however, ¢-valuation cannot work in this case. Kitahara argues that
when two or more distinct [vF] simultaneously participate in the valuation of one [uF], an externalization
problem will arise. This is because there is no way to realize such multiple values on a single head:
valuation must be done uniquely. Then, in cases like (14), two wh-elements both have [¢], so that ¢-
valuation cannot succeed since two distinct [¢] simultaneously participate in the valuation of one [u]
on T(-C), which leads to causing an externalization problem. However, this problem can be avoided if

what moves away from Spec-CP at the next phase level, escaping from the MS domain of v*:

(15) { whatpuq, ¢ {¢ V... {z twhat {s Whopq, o1 1y Tio,ve-C, ...} 13} (v =T-C, 6 =€ =<Q, Q>, <¢, ¢>)

Here, since the lower copy of what is invisible to MS, ¢-valuation works uniquely; hence, ¢-problems

do not occur in cases like (13a). Things get worse if the wh-subject who escapes from Spec-CP:

(16) a. * Who do you wonder what read? (=(13b))
b, { whouq, o1 { v¥... {y Whatpuo. o1 {p twho {a TiQue)C, ...} }}}}

In this case, what remains within Spec-CP, so that the unique ¢-valuation environment may be created.
However, the agreement relationship between who and T-C is not established since MS cannot see the
lower copy of who, whereby Affix Hopping and Case-valuation can never be accomplished properly,
which derives the asymmetry involving the wh-island effect. In passing, if the discussion so far is tenable,
we can predict that subject movement is incompatible with argumental topicalization, since it is expected

that unique ¢-valuation will not work. This prediction is borne out by the following data:

(17) a. *I wonder who this book would buy around Christmas.
b. I wonder who around Christmas would buy this book. (Rizzi (1997: 309), slightly modified)

Assuming that argumental topicalization is derived by movement of a topic element to Spec-CP
(Agbayani (2000)), it is expected that who and the topicalized object this book occupy Spec-CP at the
same time in cases like (17a). If so, unique @-valuation will not succeed and an externalization problem
occurs; who and this book both have distinct [¢] (see Lasnik and Saito (1992) for a government-based
approach). Interestingly, however, subject movement is compatible with adverb preposing as shown in
(17b). Unlike cases like (17a), significantly, it is expected that no valuation problem will arise in this
case if we assume that adjuncts like around Christmas lack [¢]. In other words, even if who and around
Christmas occupy the CP domain at the same time, @-problems will not occur. Hence, the wh-subject is
allowed to move to Spec-CP, which also derives the object-adjunct asymmetry in question.

In short, even without relying on the notion of weak T, the present analysis can elucidate the
(un)availability of subject movement to Spec-CP in terms of ¢-problems. Therefore, we formulate the
following interface conditions on subject movement, which allows us to make sure what constraints

subject movement and what enables it, leading to resolving the dilemma of subject movement:
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(18) Interface Conditions on Subject Movement
a. Subject movement can be applied freely in the absence of ¢-problems.

b. @-problems arise when Affix Hopping and Case-valuation fail to work.

This states that when @-problems arise, subject movement must be constrained even if Merge can be
applied freely. Conversely, in the absence of them, subjects can move freely, occupying Spec-CP. In the
next section, we will discuss two amelioration effects involving subject movement, reinforcing the

validity of our proposed interface conditions.

4. Repair-by-Ellipsis: TP-Deletion + Default Case
It has been known that the that-trace effect can be repaired by ellipsis or TP-deletion (see Perlmutter
(1971), Merchant (2001, 2008), and others).

(19) It appears that someone will resign, but it’s not yet clear who. (Merchant (2008: 136))
(cf. ... not yet clear who [1p it appears | that whe will resign]]) (deletion is marked with shading)

A curious point in cases like (19) is that, given the recoverability condition imposed on ellipsis, the wh-
subject moves past that to the landing site, which should be impossible under our analysis; T-to-C raising
cannot be applied, causing @-problems. Nevertheless, the that-trace effect does not occur.

Even more curious is that ellipsis is likely to be associated with another constraint involving subject

movement. Consider the following ungrammatical date in (20):

(20) a. * Who what said? (Haegeman (1994: 504))
b. *1 wonder who what will bring. (Lasnik and Saito (1984: 236))

Recall that a subject and object cannot occupy Spec-CP at the same time due to unique valuation failure;
hence, it is expected that the subject and object wh-phrases cannot co-occur within Spec-CP in cases
like (20). However, such ungrammatical constructions can somehow be revamped if ellipsis takes place

as shown in (21), which is an instance of multiple sluicing:

(21) Everyone brought something (different) to the potluck, but I couldn’t tell you who what.
(Merchant (2001:112))

If we take (multiple) sluicing to involve (multiple) wi-movement followed by TP-deletion, it is certain
that the intriguing cases listed above are rescued by TP-deletion: but how and why? We argue that the
answer to this question lies in the combination of ellipsis and default case. This is based on an empirical

fact that English can employ subjects carrying default case when TP-deletion takes place as follows:

(22) a. A: Who wants to try this game? B: Me. (Merchant (2004: 703), slightly modified)
b. [cp Me C [rp wants to try this game]]
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As for the formulation of fragment answers like (22), Merchant (2004) argues that it involves the
movement of a fragment subject to Spec-CP followed by TP-deletion. Then, significantly, such a subject
appears with an accusative form (Schiitze (2001)). Furthermore, it is known that logical subjects in
there-constructions also appears with default case (e.g. Robin (2014)). Importantly, when the subject

elements undergo wh-movement, the wh-subject must be pronounced with who rather than whom:

(23) a.  Who was there at the party? (Williams (1974: 177)
b. * Whom was there in the house? (Lumsden (1988: 44))

This suggests that, as pointed out by Moritake (2024), who should be used for the default morphological
realization of wh-subjects in English. As for the implementation of default case, we follow Moritake’s
(2024) proposal that [uCase] serves as an instruction for realizing default case at the SM interface: a wh-
subject is pronounced with default case when its [uCase] remains unvalued at the interface. Keeping

these arguments in mind, reconsider the relevant amelioration effects:

(24) a. ... butit’s not yet clear who [p it appears [ that whe will resign]] =9))
b. ... butlIcouldn’t tell you [cp who what C [rp whe bring ...]] =(@21))

In cases like (19) and (21), subject movement is normally disallowed due to the infeasibility of T-to-C

raising or unique valuation failure, which should cause ¢-problems.

(25)a. ... {cp WhOdefuuit case) C {1p it appears that Tpue ... V (R-v¥) ... }} =019))
b. ... {cp Whoaefuur case) What C {1p Tiug) ... V (R-v¥) ...} } =21y

However, of importance in these cases is that deletion targets the TP domain which includes all the heads
involving Affix Hopping. That is, since the domain does not have to be externalized, the application of
affixial merger itself can be dispensed with, avoiding the issue with Affix Hopping. Moreover, even
though [uCase] of the wh-subject may not be valued as it arrives at the SM-interface, it can be realized
with its default case form who there, whereby the problem with Case does not occur, either. Hence, we
can conclude that the derivations meet the interface conditions thanks to the application of ellipsis and
the realization of default case at the SM interface.

To the extent that our analysis is on the right track, it is worth discussing a special type of exclamative

sentences called Mad Magazine Sentences (MMs), which have some unique properties:

(26) a. HIM/*’im get a job?! (Akmajian (1984: 8), slightly modified)
b. Him worry/*worries?? (Schiitze (1997: 189))

As (26a) indicates, subjects in MMs are pronounced with default case and such subjects must be stressed.

In addition, verbs used in MMs have no tense-agreement morphology as shown in (26b). Many studies

have argued that MMs have infinitival T rather than finite T, so that the nominative Case assignment
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never occurs based on the assumption that infinitival T does not have an ability to assign nominative
Case (e.g. Schiitze (1997)). Moreover, Moritake (2024) assume with Tamada and Kondo (2021) that a
subject in MMs undergoes movement to Spec-CP to gain focus stress by agreeing with the phase head
C bearing a focus feature [Foc]. Recall that subject movement to Spec-CP is allowed only if the
derivation does not generate @-problems at the interface level. Fortunately, in MMs, Case of subject
elements does not need to be valued; they can be pronounced with default case. Additionally, there is no
problem with Affix Hopping in such sentences; verbs in MMs do not have to be inflected just like verbs
used in infinitival clauses. In this regard, we can say that subjects in MMs move to Spec-CP in the

derivation without any problem.

5. Conclusion

In this paper we proposed interface conditions which allow us to make sure what constraints subject
movement and what enables it. Specifically, when @-problems arise, subject movement must be
constrained even if Merge applies freely. When the problems do not occur, subjects can move to Spec-
CP freely. Consequently, we could obtain the derivations in which wh-subjects can occupy Spec-CP (e.g.
subject questions), while simultaneously deducing various subject movement constraints (e.g. the that-

trace effect), then solving the dilemma of subject movement under the spirit of Free Merger.

* I would like to express my sincere gratitude to the floors and the chairpersons at Nagasaki Gengogaku
Kenkyukai (Nagasaki Linguistics Workshop) held at Nagasaki University and the 42nd annual ELSJ
conference. All remaining errors and inadequacies are my own.

NOTES
! Note that the subject undergoes @-agreement with C rather than T in (4).
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Shift from Relational Adjectives to Qualitative Adjectives:
Analysis Based on a Competitive Approach
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1. Introduction: Relational Adjectives and their Type Shift
Denominal adjectives commonly fall into two types: qualitative and relational, as illustrated in (1a)

and (1b), respectively.

(1) a. beautiful, childlike, famous, friendly, handy, speechless, stylish, picturesque

b. alcoholic, alphabetical, dietary, industrial, republican, woollen

A distinctive semantic difference between these two types is that qualitative adjectives (henceforth,
QAs) are characterized as attributing properties to the denotation of their head nouns, whereas relational
adjectives (henceforth, RAs) classify that denotation by relating their base nouns to their head nouns
(Gunkel and Zifonun (2008: 283)). In this sense, RAs have a classificatory function. In other words,
they narrow down the classes denoted by their head nouns to specify a certain subclass. Furthermore,
relational adjectivizers (e.g. alcoholic) merely indicate that base nouns are related to head nouns in some
respects. This implies that relational adjectivization is semantically empty, adding no semantic
predicates to base nouns with the consequence that “their [= RAs’] denotation appears to be of the same
semantic type as that of their respective base nouns (Gunkel and Zifonun (2008: 284)).” These
considerations show that RAs retain the nominal properties of their bases to a significant degree.
Therefore, these adjectives differ syntactically from QAs. For example, they can be modified by degree
adverbs like very. This is not the case with RAs (e.g. * a very industrial output (Bisetto (2010: 66))).
However, this RA-QA distinction is often ambiguous because RAs by and large shift to QAs, as observed
by many morphologists. In particular, Bauer et al. (2013: 318) state that “it is possible to coerce just
about any relational adjective into a qualitative reading.” To illustrate this shift, consider the different

occurrences of grammatical in (2).

(2) a.* very grammatical mistakes b. mnot very grammatical English
(Farsi (1968: 55))
(3) a. concerning grammar b. correct according to the rules of grammar
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(LDCE, s.v. grammatical)

In (2a), grammatical cannot occur with very because it is an RA, as defined in (3a). In contrast, the same
adjective allows the occurrence in (2b) because it shifts to a QA to acquire a meaning as given in (3b).

Although this RA-to-QA shift is well-known, why such a phenomenon occurs has hardly been
discussed in the literature and remains unexplained. This paper aims to investigate the reason in terms
of competition. Nagano (2018), one of only a few works on the shift, explains that this comes from an
internal structure specific to nominal phrases formed by RAs. This explanation implies that a possible
factor for the shift is internal to an RA itself. In this respect, it can be seen as an internal factor. As
another possibility, this paper examines the competition between RAs and other expressions, which can
be regarded as an external factor. Like RAs, nouns have a classificatory function, serving as attributive
modifiers of other nouns by forming N-N compounds (e.g. coffee table) (Payne and Huddleston (2002:
448-451, 556-557) and Nikolaeva and Spencer (2020: 57), among others). The nonhead nouns (e.g.
coffee (table)) attributively modify the head nouns (e.g. (coffee) table). In the following, we refer to such
nonhead nouns as modifying nouns. It has been pointed out in the literature, such as by Nikolaeva and
Spencer (2020), that RAs compete with N-N compounds. This entails a competing relationship between
RAs and modifying nouns. Regarding the competition, Nikolaeva and Spencer (2020: 94) state that in
English, occurrences of RAs are somewhat restricted partly because N-N compounds are standard.
Interestingly, Spencer (1999: 97, n. 7) points to the possibility that this standard status of N-N
compounds may be responsible for the RA-to-QA shift.! This paper explores this possibility by adopting
Aronoff’s (2016, 2019, 2023) competitive approach to morphology. More specifically, we prove that
like RAs, modifying nouns result from a process called transposition. Furthermore, based on Aronoff’s
competitive approach, we show that in English, the type involving modifying nouns is the default option
for transposition rather than the type involving RAs, which results in their shift to QAs. Aronoff observes
that the competition between two expressions can induce a semantic shift in either expression. We
demonstrate that the RA-to-QA shift is an instance of such a semantic shift.

This paper is organized as follows. Section 2 shows that RAs are products of transposition and
examines their morphological status. Section 3 reveals that modifying nouns undergo transposition to
obtain adjectival morphosyntax. Section 4 introduces Aronoff’s competitive approach to our discussion
and indicates that modifying nouns rather than RAs are default transpositions, which can trigger the RA-

to-QA shift. Section 5 makes concluding remarks.

2. Relational Adjectives: Their Morphological Status

It is widely assumed that RAs, which are attested cross-linguistically, result from the transposition
from nouns to adjectives. Its key feature is that “it changes the morphosyntactic category of the word
(verb to noun, noun to adjective, and so forth) without alternating the semantic representation of the
word (Spencer (2013: 63)).” In this sense, transposition is an asemantic process purely for category
shifting. Note here that “morphology is traditionally divided into two branches inflection and derivation
(Bauer (2003: 91)).” This division poses a natural question as to whether transposition is an inflectional

or derivational process. According to Spencer (2016: 28), these two processes differ fundamentally in
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that “inflection defines word-forms of a lexeme while derivation defines new lexemes.” Lexemes are
abstract lexical units defined as “an abstract characterization of all the linguistically important properties
of a word, much like the information found in a dictionary entry (Spencer (2016: 27)).” Derivation is
lexeme formation. This is not true of inflection, whose main function is to change the word-forms of
base lexemes to morphosyntactically required ones. Word-forms are actual forms that abstract lexemes

select in particular morphosyntactic contexts. The following drives is an example of a verbal word-form.

(4) He drives 12 miles to work. (LDCE, s.v. to drive)

This sentence contains the third-person singular subject /e and the present tense. Drives is a word-form
selected by the verbal lexeme DRIVE in this morphosyntactic context.

Let us keep these considerations in mind and return to transposition. Spencer (2013) and Nikolaeva
and Spencer (2020), among others, analyze it as a kind of inflection because it functions to change word-
forms. In particular, Nikolaeva and Spencer (2020) explain that RAs are adjectival word-forms that
nominal lexemes select in the morphosyntactic context of attributive modification, which requires
adjectives. According to this explanation, an adjective is the only morphosyntactic category available
for attributive modification, which is inherently not open to nouns. If so, the context of attributive
modification categorially requires adjectives; nouns cannot meet this morphosyntactic requirement as
they stand. Therefore, they undergo transposition and change their morphosyntactic categories from
nouns to adjectives. Owing to this categorial change, nouns get word-forms that meet the relevant
requirement to qualify as attributive modifiers. As such, RAs are adjectival word-forms of their base
nouns because these adjectives are syntactically required by attributive modification. In contrast, QAs

are produced through derivation to form new lexemes.

3. Modifying Nouns as N-to-A Transpositions: Morphologically Inert Transposition

The previous section showed that RAs are like inflected forms in that they are instances of word-
forms that nouns can take in particular morphosyntactic contexts. This implies that attributive
modification by RAs is virtually attributive modification by nouns. Nikolaeva and Spencer (2020: 40)
explicate this fact by stating that “in addition to canonical attributive modification, which involves a
property word, nouns can be modified by an entity with a noun-like denotation [...].” Spencer (2013)
and Nikolaeva and Spencer (2020), among others, refer to such noncanonical attributive modification
as modification-by-noun. These morphologists also point out that English has N-N compounding as
another option for modification-by-noun. Interestingly, Spencer (2003: 334, 2005: 121-122) and
Nikolaeva and Spencer (2020: 87) consider productive (nonlexicalized) N-N compounds in English and
analyze their modifying nouns (e.g. coffee table) as virtual RAs; these nouns undergo N-to-A
transposition to acquire adjectival morphosyntax. In this case, the process does not induce suffixation.
Spencer refers to such transposition as morphologically inert transposition. According to this analysis,
modifying nouns are categorially adjectivized, whereas they morphologically remain nouns.

Spencer (2003, 2005) and Nikolaeva and Spencer (2020) mention that it is difficult to confirm the

transpositional adjectivization of modifying nouns in English, where adjectives do not agree with their
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head nouns. However, we can receive confirmation from adverbial modification. The following

examples show that RAs can be modified by a certain type of adverb:

(5) a. The most recent CDP, [...], envisions the Electronics City area as an almost exclusively

industrial development.

(Building Bangalore: Architecture and urban transformation in India s Silicon Valley, John Stallmeyer)
b. It was located near the freeway in a largely industrial area, [...].
(Isky: Ed Iskenderian and the History of Hot Rodding, Matt Stone)
c. [...] this country developed a predominantly industrial structure [...].
(Green Accounting, Peter Bartelmus and E.K. Seifert)

d. [...], or they have been compelled to sacrifice their purely industrial interests to other political

considerations. (Writings on Imperialism and Internationalism, John Hobson)

e. The gradual conversion of the strictly industrial economy into a post-industrial economy is thus
confirmed by numerous examples, [...].
(The Digital Era 2: Political Economy Revisited, Jean-Pierre Chamoux)

(underlines mine)

The same is true of modifying nouns, as shown in (6), in which they occur with the same adverbs as
those in (5).

(6) a. By the mid-1920s Conversat had become the highlight of the social season and an almost

exclusively student event, |[...].

(Macdonald Institute: Remembering the Past, Embracing the Future, James G. Snell)
a’. an event almost exclusively for students

[...] Mies deploys the largely steel skin to articulate the steel skeleton (fig. 63).

(Frame and Generic Space: A Study into the Changeable Dwelling, Bernard Leupen)
b’. the skin made up largely of steel

c. Not even in Cuba, which was moving towards a predominantly sugar economy, were there any

major signs of progress. (The Roots of Caribbean Identity, Peter A. Roberts)
c¢’. an economy depending predominantly on sugar

d. The price of coffee is influenced by factors beyond purely coffee factors.

(International Coffee Agreement, 1962: Hearing before the Committee on Foreign Relations)
d’. factors associated purely with coffee
e. The Knights of Labor was not a strictly working-class organization.

(The Rising of the Women: Feminist Solidarity and Class Conflict, 1880-1917, Meredith Tax)

e’. an organization strictly for the working class

(underlines mine)

It is noteworthy that the underlined parts in (6a-¢) can be paraphrased as in (6a’-e’), which indicates that

the adverbs do not modify the relevant nouns but, rather, certain kinds of predicates. Note also that the
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adverbs in question follow the articles a and the (except for (6d)). This means that these adverbs are
included in DPs, where modifying nouns are the only possible targets for their modification. Adverbs
can target adjectives for their modification, but “it is absolutely impossible for an adverb to modify a
regular noun (Nikolaeva and Spencer (2020: 141)).” Moreover, Pullum and Huddleston (2002: 535-538,
562-563) point out that the possibility of adverbial modification syntactically distinguishes adjectives
from nouns. Given these considerations, the modification of modifying nouns by adverbs corroborates
that they are categorially adjectives and not nouns. If so, it is plausible that these nouns experience a

categorial shift through morphologically inert transposition to obtain adjectival morphosyntax.

4. Analysis Based on a Competitive Approach

As is clear from the discussion in the previous section, modifying nouns are similar to RAs in that
both are products of N-to-A transposition. These two differ in whether this process is morphologically
inert or accompanied by suffixation. Henceforth, adopting Spencer’s (2005, 2013) terminology, we refer
to the former type of transposition as m-inert N-to-A transposition. On the other hand, we refer to the
latter type as suffixal N-to-A transposition. Based on Aronoff’s (2016, 2019, 2023) competitive approach
to morphology, this section demonstrates that the RA-to-QA shift is reducible to the default status of m-
inert N-to-A transposition; it is preferable to the suffixal type as the default N-to-A transposition.

4.1. Aronoff’s (2016, 2019, 2023) Competitive Approach to Morphology

Aronoff’s competitive approach is based on the principle of competitive exclusion. The concept was
originally proposed as a biological principle. He claims that this principle holds true for languages and
can account for a variety of morphological phenomena that are seemingly distinct in a unified fashion.
This principle states that no two species can occupy the same ecological niche in the same environment.
Specifically, competition occurs whenever two or more species with the same niche exist in the same
environment. The result is that all but one are excluded from the relevant niche and go extinct.
Nevertheless, competition does not always result in the elimination and extinction of the losers, as they
can survive if they are differentiated from their competitors. This differentiation means that they undergo
adaptive changes to obtain new niches. In a series of works, Aronoff emphasizes that such a phenomenon
is often observed in morphology. For example, Aronoff (2016: 42) points out that “[i]n cases of
differentiation, one affix/pattern becomes specialized either in meaning or in distribution.” To exemplify
the specialized meanings, he explains the semantic difference between collectivity and collectiveness;
the former has taken on a special meaning in political and sociological discourse, denoting ‘the collective
body of people forming a community or state,” while the latter has the predicted sense ‘collective quality
or condition.” Another example can be found in pairs of -ncy and -nce, which both derive abstract nouns.
Aronoff and Lindsay (2014: 71) observe that -ncy nouns (e.g. excellency) are more likely to be
specialized in meaning because they are less productive than -nce nouns (e.g. excellence). The present

analysis states that the semantic specialization under discussion illustrates adaptive changes.

4.2. RA-to-QA Shift as an Adaptive Change

Given the principle of competitive exclusion, the RA-to-QA shift can be captured as an instance of
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adaptive changes. According to the present analysis, RAs and modifying nouns share the status of N-to-
A transpositions. The principle tells us that these two compete because they have the same niche of N-
to-A transpositions and occur in the same environment of attributive modification. Our assumption is
that the competition excludes RAs from the transpositional niche; consequently, these adjectives

undergo an adaptive change to obtain a new niche as QAs.

4.2.1. English RAs # N-to-A Transpositions

In fact, the exclusion has been suggested by Spencer (2013) and Nikolaeva and Spencer (2020),
among others. These authors challenge the transpositional status of English RAs and claim that most of
them are not N-to-A transpositions in a true sense. Like inflection, transposition changes the word-forms
of its bases. Thus, this process retains some syntactic properties of the bases. Consequently, the
morphosyntax of the transposed and base categories can be mixed in the transpositions. The
aforementioned authors refer to this mixing as syntagmatic category mixing. This is illustrated by

Udihe.? In this language, RAs allow other adjectives to modify their base nouns, as shown in (7).

(7) [nipka  seule]-me tege
Chinese silk -REL.A gown
‘a gown made of Chinese silk’
(Nikolaeva and Spencer (2020: 95))

In this example, the base noun seule of the RA seuleme is modified by the adjective nigka ‘Chinese.’
Nikolaeva and Spencer (2020) refer to the availability of such inbound modification as the Base Noun
Modifiability Property (BNMP). The authors regard this as the defining property of N-to-A
transpositions. Thus, they claim that “[i]t is the BNMP that gives rise to the most important types of
syntagmatic mixing in denominal adjectives (Nikolaeva and Spencer (2020: 34)).” Modifying nouns in

English exhibit the BNMP, as shown in (8a), which corroborates that they are N-to-A transpositions.

(8) a. [high tide] currents b.* [[high tid]al] currents (Nikolaeva and Spencer (2020: 34))

In (8a), the modifying noun fide is modified by the adjective high. By contrast, RAs are devoid of the
BNMP because they do not allow for such inbound modification. This can be seen in the
ungrammaticality of (8b), where high targets the base noun tide of the RA tidal for its modification.
These facts lead Spencer (2013) and Nikolaeva and Spencer (2020), among others, to conclude that in
most cases, English RAs are not genuine transpositions but special cases of lexemes, which these authors

term transpositional lexemes.

4.2.2. Default Options and their Priority
If the present analysis is on the right track, one might wonder why RAs but not modifying nouns are
ruled out from the niche of N-to-A transpositions; why the nouns compete with the adjectives to win

this niche. We assume that this is because the m-inert type is the default option for N-to-A transposition,
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which means that the type places no restrictions on its inputs, whereas the suffixal type restricts its inputs
to particular types of nouns. In fact, as mentioned in the introduction, Nikolaeva and Spencer (2020: 94)
note the restricted occurrences of RAs in English, which are partly due to the standard status of N-N
compounds. Spencer (2013: 360) also observes that “relational adjective formation is not entirely
productive and is lexically restricted [...].” This restriction is related to the fact that the vast majority of
RAs in English are borrowings from Latin, (Ancient) Greek, French, and so on, some of which are given

in (9a); the examples given in (9b) are native RAs.

(9) a. alcoholic, alphabetical, bulbous, crystalline, dietary, industrial, polar, republican

b. blue-eyed, daily, rainy, woollen

Regarding this fact, Beard (1995: 188) explains that “[t]he rule for English is that Latinate nouns are
subject to affixation; Germanic nouns and, optionally, Latinate nouns are used without morphological
marking, [...].” In terms of transposition, this explanation tells us that suffixal N-to-A transposition
mostly restricts its inputs to borrowed nouns, which is not found in the m-inert type. Let us keep this
restriction in mind and return to the principle of competitive exclusion. To explicate this principle,
Aronoff (2023: 55) states that “[w]hen two species compete for exactly the same requirements, one will
be slightly more efficient than the other and will reproduce at a higher rate.” Given this statement, we
can assume that the m-inert type, whose inputs involve no restriction, is more efficient than the suffixal
type, whose inputs are restricted, and thus wins the competition.

Some facts suggest that the m-inert type is preferred as the default option for N-to-A transposition.
For example, the suffix -en originally functioned to derive RAs denoting ‘made of.” However, it has
been observed that this original function has ceased to be productive since the 16th century. More
commonly, -en adjectives are used with figurative meanings like ‘resembling,’ as seen from the contrast
in golden wedding vs.* golden watch (Giegerich (2004: 7)). Only a few of these adjectives are available
as material denoting RAs. According to Marchand (1969: 270), they include birchen, earthen, wooden,
and woollen. However, Giegerich (2004: 7) notes that wooden and woollen alone retain the original RA
function to denote ‘made of.” Modifying nouns are now more common for the relevant purpose, as

exemplified in (10).
(10) gold and silver watches, leather cases, silk stockings (Marchand (1969: 270))
Moreover, Feist (2012: 216) finds a trend from the 18th century toward replacing RAs with the

corresponding nouns (e.g. historical lecture —history lecture, geographical book—geography book),

which continues, as in the current increase in the use of phrases like science instruments. Given the

present analysis, plausibly, this trend means that m-inert N-to-A transposition is selected even if the

suffixal type is available.

4.3. Motivation for the Present Analysis: Type Shift in Deverbal Nouns

The present analysis is independently motivated because deverbal nouns (e.g. acceptance, denial,
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development, examination, felling, and so on) can shift from one type to another. It has been known
since Grimshaw (1990: Ch. 3) that these nouns differ between complex event and result nominals. The
former have eventive interpretations and argument structures because they inherit verbal properties from
their bases. The latter are devoid of verbal argument structures, naming the results of verbal actions
including products, or denoting something associated with an action. Grimshaw (1990: 49, 67) observes
that deverbal nouns are often ambiguous between these two types of nominals, which is not found in

gerundive nominals involving -ing (e.g. felling). This ambiguity is illustrated in (11).

(11) a. The examination of the patients took a long time.
b. The examination was on the table.
(Grimshaw (1990: 49))

In (11a), examination is a complex event nominal, because it takes the argument the patients. By contrast,
in (11b), the same noun does not occur with any argument. Thus, it is a result nominal, denoting a
concrete entity like “a spoken or written test of knowledge, especially an important one (LDCE, s.v.
examination).” Grimshaw (1990: 55) attributes the resultative readings of ambiguous deverbal nouns to
a shift from complex event to result nominals. This is not the case with gerundive nominals. The

examples given in (12) show that these nominals are ungrammatical without arguments.

(12) a. The felling *(of the trees) a’. They felled *(trees).
b. The destroying *(of the city) b’. They destroyed *(the city).
(Grimshaw (1990: 50))

Thus, Grimshaw (1990: 56) points out that “[a]part from a few lexicalized cases (hand-writing, for
example), gerundive nominals pattern perfectly as complex event nominals.” Supposedly, the gerundive
-ing is the default nominalizing option. This is because there is no restriction on its inputs in that “[a]ll
non-auxiliary verbs in English, regardless of their origin or other means of nominalization, have nominal
forms in -ing (Bauer et al. (2013: 202)).” In other competing nominalizers, their inputs are restricted to
particular types of verbs, such as borrowed verbs. For example, observing restricted inputs of -ation (e.g.
examination), Bauer et al. (2013: 201) notes that “[t]he vast majority of words in -ation are formed on
non-native bases, [...].”

Our competitive approach also goes for the shift from complex event to result nominals. Given the
principle of competitive exclusion, it is plausible that the priority of the default -ing induces a type shift

in other competing options. Therefore, this shift can be captured as parallel to the RA-to-QA shift.

5. Concluding Remarks

Adopting Aronoft’s (2016, 2019, 2023) competitive approach to morphology, this paper explored
the RA-to-QA shift to demonstrate that it follows from the principle of competitive exclusion. RAs
compete with modifying nouns. The adjectives result from N-to-A transposition, an asemantic process

purely for category shifting. Similarly, modifying nouns are transposed into adjectives. In this case, m-
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inert transposition is involved. Morphologically, the outputs are still nouns. In the case of RAs, the
relevant process induces suffixation. The m-inert type places no restrictions on its inputs, whereas the
suffixal type restricts its inputs to particular types of nouns. In this sense, the former can be seen as the
default option for N-to-A transposition. Under the principle of competitive exclusion, the RA-to-QA
shift can be captured as an illustration of an adaptive change and the resultant acquisition of a new niche.
Because of their default status, modifying nouns (i.e. the outputs of m-inert N-to-A transposition) are
prioritized to exclude RAs (i.e. the outputs of suffixal N-to-A transposition) from the niche of N-to-A
transpositions. Consequently, these adjectives shift to QAs through adaptive changes in order to acquire
a new niche. The present analysis has an independent motivation in that a similar type shift is observed
in deverbal nouns. Our exploration reveals that the priority of the default option brings about new usage
or meanings in other competing options. Similar phenomena are widely observed in morphology. Our
competitive approach tells us that these phenomena are parallel to the RA-to-QA shift in that they follow

from the principle of competitive exclusion.

NOTES

! For the sake of convenience, this paper refers to English N-N combinations as N-N compounds.
Notoriously, these combinations are quite frequently ambiguous between nominal phrases and N-N
compounds. We do not consider their formal status, although it has been controversial.

21t is a member of the Tungusic family and is spoken in the southern part of the Russian Far East.

3 According to Spencer (2013) and Nikolaeva and Spencer (2020), among others, transpositional
lexemes are derivational in that canonical derivation defines new lexemes; on the other hand, they are
transpositional because the formation involves no semantic addition. For example, Nikolaeva and
Spencer (2020: 34) state that “[i]n a sense it [= tidal] is a genuine instance of derivational morphology
which happens not to introduce any additional semantic content to the derived lexeme and which

therefore partially fulfils the function of the true transposition.”
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BFMER S EABEDI Ry F°
(VP Ellipsis and Unaccusativity Mismatches)

fEAS A+ (Kenji Sugimoto)
iEE#E K5 (Hokkaido University of Education)

F—U— N BhEEAE RS, BURRRIE M, JERHSENR], FEREASENE, BRI

1. ¢
Merchant (2013) T3, REDOAFIL, mBlHERICHE L LESR2WICHED LT,

sluicing, fragmentanswer, gapping, stripping 72& TlE., JeATE & O TREO AR —E
PNz &b, ‘élﬂﬁ B BR—MEICITHEMHEDOR b EETHDL Em L
TWo, L0 EMEMIZIE, (DTRT LI, ﬁﬁ@fﬁ?&%?%ﬂﬁ?é Voice &= 258 2 )
E L BT, 2 HDEMIT, VoiceP Z5Te LY RERMEXP 24 —7 v MeT5
CEET D, ZOGARREBOA—EDRTFINRNDIT, B SN DHHEEND Voice EH
HOMEDS active & passive THERR DD TH D LT 5, —H TEEERKIZE N
THEROA—BDFF SN D DIE, Voice EHEEZE LWLV /NSaflE, 2F 01D
YP BEMDORRTH Y | HaEMIR—M 2723720 Th 5 & FiRT 5,

6]
/XP —J : voice mismatch disallowed
Qgic\:eP
Voice/ \ S}P —J : voice mismatch allowed

(Merchant (2013: 89))

Merchant D541, B WD X503 VoiceP & dp K& fﬁ*%l_ XP ThHHM, T fr<
INS T HEE YP THDLINOBLEND, Hix RAEMBGIZE T DO AR —E DO W& &
#%Kﬁ%?%éﬁ?kﬁigﬁﬁ Thod, LhL— ﬁf(n®i0¢éw%mYP
DEMGNZETT 2 0 TR 2l TR+ 07 m b &5, #i21X. Merchant (2013)D
SIHRHTHE LT, tki&éﬁ%ﬁYP@%%f%of%\%®$KWEW®i
A2y FPNELTOWAEAEITIE, FeEMFRE MR- SN TEKITFTF SNy, i
% X9 DR, @@@@ DIAS Y FNECTWAEINSESND,
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(2)a  This can freeze. *Please do.

b. *Bill melted the copper vase, and the magnesium vase did, too.
(ibid.: 94)

Q)DIRFEZALE R O B AR D X A~ v Fid, BEE] 2 TR L& 9 & b s &

FATFNC L K 9 & bEMITAATRETH %, Merchant 13 Z DL A (3) TRJHiE 2 40

E L. Ga)DAthBEhFATE & (3b)d B @52 B 5-3 2 B Ehan OFREH S 72 5 7280 HEahRY
—MERMITER L, AP ARATRETH D LT 5,

(3) a. [VoiceP VOice[+Active] [VP EA [v’ Vitransitive [VP melt IA]]]]

b. [VoiceP VOice[+Active] [VP Vunaccusative [VP melt IA]]]

L L Z DM, BRI 722 i CAR+ 072 80858 5, Bl 213, Sugimoto (2018) Tl
FITELZBED I A~ v Fid, —FARAREE W) DI TliER <. D) TRT X D ITIELFR
WRHDZ L EBELTCND,

(4)a. John believed that the sunshine would melt the big snowballs;, but they; didn’t
<melt>.
b. *John believed that the big snowballs; would not melt, but the sunshine did
<melt them;>.
(Sugimoto (2018: 146-147))

(4) TIRRREZA LB G O MBI 2 Se Talc L, BEEE 24T 25581080 Tk
B A TR SIS T L EZ R LT 5, Sugimoto (2018) Tl \_@%ﬁﬁié (5)
TaART L DI, MEEE OMEILE OMEO—F E L CHEBEROMIEZ & LT
HERETHIETHHLES E LTS,

(5) a. [VoiceP VOice[+Active] [VP EA [v’ Vcause [VP melt IA]]]]
b. [VoiceP VOiC6[+Active] [VP melt IA]]

DED . Ga)DEE DI, TR OB GG A I O B BiEREE 2 T 5 R
(272> TV D T2 DITkEERIRI —ME 272 L, SUERIZ &6&%%L1w5
IDBEZEILITHELIED, $ TIEZ D & D 7o IERPREIT IR AR 2 LEN R D Z»
TiE7e < FREEE G b B85S _T%%m®@§%%_iof%ﬁﬁ@%ﬁ%
T&EHZ Lxmpd, BN iﬁ &l float 23R JFERBHRS & FERIHE DARE (FERHHSAE
DIAZYTF) D %ﬂﬁé%w%ﬁﬂ&é%%®ﬁfﬁéhé%A#%é:k%%b\
COFEEEHFT L7010, FERSEGE X, TofEO L L CIEEREGE A ST
%mf%ék%%b\MmMM@é%@ﬁﬂué%@éi%%ﬁzé_k%ﬁﬁéo
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2. &R
Float D X 9 7Z2@mlli%, 2 2OMERH S, 1 DHIZ(6a)D L 512, (FDHT) &

MEFEL LD | EERRTEE %%kﬁ@%?khﬁﬁﬁ%éhé%%?(%é 2 > HIX(6b)
TRT RO, ERLEOREERTMZMED, BE) & BFREROm T OEKE RO
T%ﬂ&bf%ﬁéﬂéimf%éo@WD%Mﬂ@@&@@%E@ZO@ﬁ%Eﬁ
ZRNELTNDZ ST (6)DE IR T T L—RTELZENLH DN, (60) Tl
BN VERRAE DB R & FF-D float 23 73 5 SCIZ W B AL, BBl % £ 3 85 move & {Efifi L T
W% (Jackendoff (1983), Levin (1993)72 £ &),

(6) a. The boat floated; (in place). (floati=Eh FARTE)
b. The boat floated; into the cave. (float,=F% &) + EH/EARTE)
c. The boat moved into the cave, floating;. (move=F5#)), float;=Eh{EEEHE)

\Z, Harley (2005), Folli and Harley (2005, 2008, 2019)72 EIZfEV Y, (6a)ld(7a)DIERE
MG Z D, (6b)IL(Tb) DI FEIE 2 FF > L IRET 5,

(7)a.  VoiceP b. VbecomeP
! /\
The boat  Voice' Vbecome ResultP
VO{\VdoP \/ﬂmome theQ\Result’
VdoP/\PlaceP into/ﬁave
Vmat inp%ce

Folli and Harley D &jai A% & Tl Vao X2 Vbecome & VY2 72 H 72 2 FREH O HNF 3 AR E S
ND, vaold, AFM7eEER (2 2 CTidVfloat) ZEICE D, S HIZZ DOFERD, vao
WZHRAT 5 Z & T, (Ta)y TR IERBKEIEINHEON D, 2 Z T EREIKTH D Z
L ZBAREIZ T H72DIT in place D L D RIGITH AL TS, £723 HIZ Acedo-
Matellan (2016)7¢ ENZHEVY, T D vaoP D _EALIZIE Voice DA 41, & OFEEFIZ Agent
E LTINS NDHNENIET 2 EBET D, ' = Viecome 1. IRFEZEAL-OALE 2L
DR ZRK T A, Z 2 TliL ResultP Z A8 & L TEIR L. VoecomeP ZTALT 5, tt
Z ORGP ENGA ORERENE & 72 B RER OVfloat 2872 72, float (ZBENIC
ST TR, BREEMRA & V9 Harley (2005) CHR4E AU D R 72 #EIZ K5 T Vbecome
FEEHIZHA L, (Tb) T3 &L 9 RIEXEEEN S LD, 2

W, AWEIZIE, Merchant (2013) D RERIFE —MERIENREOND LHET D &
(7a) & (7o) DAFIEE] Tl BEENE OMEN e D 12 OMEEFE — e S d, &5
LOMEZFATRICLE D &, b —TOERITIFINRN LIThD, LrLID
THNE, @) TREIND XIS, 34

34



(8)a.  John believed that the boat would float into the cave, but it did in place.
b. ??John believed that the boat would float in place, but it did into the cave.

Z Z ClX., Jayaseelan (1990, 2001), Gengel (2013)IZ%EV >, (8) TlE, EMEEIZH DS
213 (inplace & into the cave) 72SEIGAFIIMIREE) L7212 T, vP L LICERARIA IS S
WHIND EBET D &L (8a)D L D IZIERME 2 FATRIC LT, FEREREZEIT 55
B, BRAEETH DM, Bb)D X I DR EZWIC LGS, BB AAIEETHDH Z
EHRLTWD, @) TIL, AT &AM O EFFE IR — FBHNLIL TV DA,
(9 E10)TRT L ICENLSDOEFETHR UxHERAE T 5,

(9)a.  John believed that the boy would float into the cave, but he did in place.
b. ??John believed that the boy would float in place, but he did into the cave.
(10)a.  John believed that the ball would float into the cave, but it did in place.
b. ??John believed that the ball would float in place, but it did into the cave.

F2()D & D IZHATH EBMEOEENR AR DHATH, FROERBEOND,

(11)a.  John’s beach ball floated into the cave, but he did in place.
b. ??John floated in place, but his beach ball did into the cave.

X5, BB TIZFEREK EFEMED I A v FRAELTWVER, S ATy TF N
wﬂ/\ %, BB TFRETH D L HIBr S5, (12a)F 58175 & A WEHER OO i 2 FERERS
REENHONOLNTWAHITH Y . (12b)FFEMEEE NN LN TWABITH D,

(12)a. The three white boats floated near the dock, but the blue boats did in the center of

the lake.
b. The three white boats floated into each of the three caves, but the blue ones did

just into one of them.

CETOT—HEFLEDEHLONA3)TH D, BEAIIIENEMED I 2~ v F D F T,
/éfﬂﬁz’m‘Fézh%)@i FIERERE L BB D 2 DD EIR A @A L7z float 2 64Tl LT
BN CEMERERE D I A 32T float Z W AICIEONE L W) 2 & ThH D,

(13)
475 B B D AT
@ V@EERE+BE) +545 v @IERE) T Al

@ V (@EEE) FEFT V(BRI BE) +E S KA

K TR E, ZOQDNRY =2 RNERBATRETH D LS, T D& 52kttt
WECDLDONEREE LTIRY B, TOMRRZRAL D,
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3. BB LT

ARG ClE. Harley (2005), Folli and Harley (2005, 2008, 2019)72 & D#EZRIZHEV Y, KERE
FEARNfloat 23MATES & L CHEENR vao EOFA L. IRICZ D& ZE L LT, Z OB OIRE
FIEIZE 5T, (14a)DIERESAEIE & . (14b)DIERHEAFIE N A U D IR T 5.

(14)a.  VoiceP b. VbecomeP
The boat Voice' Vbecome ResultP
Voice VdoP Vbecome  the boat into
the cave

FPVfloat & vao NFEA L CTE MG, I KBS & LT, BERE LT AT
TEMTEDLLHET D, (14a)D K D IR KES vaoP & 272 ENDE5A. (Ta)l R L
JERERAEE 2B T 5, — . ZOWENTEI L AR SN DA, (14b)DALEI TR
T LI, ZOEEED, Voecome EBEIATINT D, BARAIITIE, Voecome 23 F DAFFRD
ResultP &G L7z B, FLHIDO FEZEBDY | Voecome T HBICEEREIRAT 2 2 212XV |
IEXEEEDN R DAL D, T 2 COERIX, Mtk G OEENG =2 4 A 7o RF, FERHSAE
EINZEDOHEEDO—HE L THTHALIFEREELZATND Z L TH D, Folli and
Harley & DWW, 122 5 13 Viecome (Z REAR D A & KR HE %Abfwéﬂ A CTILRER
& Vdm%focéa‘zgﬁ%%ﬁb%ﬁj\ LTWDHRThD,

RIZ REN2HITHESE LT BT 7AEOT —28)0 b (1) ZfaaiE—
éﬁﬁ%éwbtiim%féé_&%ﬁﬁo::fiﬁ%ﬁ&bf@@f X
(15 LTHBET 5,

(15)a.  John believed that the boat would float into the cave, but it did in place.
b. ??John believed that the boat would float in place, but it did into the cave.

% 7 Jayaseelan (1990, 2001)=<° Gengel (2013)IZHEV Y, (15)DEhERFAJA #E X into the cave &
in place DEFERVEEAIFIMBE LI-Z THEHAIND LMBET S, £7 Merchnat
QROINNZHES T, AT VP L-UVIZEHAIN D EBET D, S BICHFEIZF—TH
L2 E D INTHATE &AM 5T D BERE BT L REAR N O D REE R —Th D
NEIPTHWT 5, ZOBEDL & TR, 15DO%EERO L I XD Z LB T
=5, FT1H152) D SLEMEIZ SV T, FRE(16a) D IERERSHE & O IU A4 TPH F 1172 vaoP 12
BIENEASND LB 2D L, 2 ERHRBENIZE—Th 2 JeiTi0 2 FERH A% (16b) D
A THENTHBAICRAHT ZENTEDLTCOEMNFARETH L A TE 5D,
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(16)a. PlaceP; | b. ResultP;

VoiceP i VbecomeP
The boat Voice' Vbecome
Voice VaoP
W N
\ Vo ti
Vo \float

— AT E BB O BRI L7285 A . Fat(17b)DIEXHEEE D 4 T E 7z
VbecomeP WNEME SN D EEZD L Jnkm; MINZ Rl — T & 2 JeAT % FEREAS A 1
(17a)DFILTFHFEIL72 vP SEHIIC RO 5 Z ENTERY, K0 BRI Vbecome DER
B2 < RERIR SR A - SR VT D BRSNS TE RV EITE S, ©

(17) a. PlaceP; b. ResultP;
VoiceP VhecomeP /
The ﬁice’ Vbeeeme/\ 1
P
e

AL

WIZ(15) DOt e OB AFERIF—PERAF3B 595 2 & 2 BT 5 & 72 DRk
T, ETAS)TIHFAM SN D HAN VP E VNI /NSWHLTHDHZ L2 Lo T, it
FEMIR—MERME 2T E D DICENELT, L L —HFTHiZRED LY K& 72
NNEM S NLD%E. 20X D REITHET S, HIIE, FEEEEE R LD K&
IR INEIE SN D% E . FATRl OIS IZIX voice EE AL L2\ D THE
FERYIE— DN 7o S L7\, T i, IR 2 T T L D RE BN Hﬁé
DG FATH O IFRRAEAEIEIZIE Voecome DHRENFI AL L 721D THEGEAY R — M
7= SN, LT TUEIZRED XY RE BN NEI SN DH5EI12IE, é‘FXﬂ%
DO E L LT TH - Th, b 9 —HTOEMIT., FeaiE—ME2 M- ST,
IEEMITR D L TPHT D, ZOTFHZEZRIET 27 —% & LT, fragment answer,
gapping. stripping Z % Z LN TX %, Merchant 2013)DE 2 #BETH L, ZD
3 ODEMITFRRADHOIMIBE) L7 THI & W D K0 K& REFTIZE I 235 ]
ENDHZEICE-oTIRESND, LR - T O 3FIEDEME TIXIEGER & FExHg D
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RRRMNFF SN L2 505, THE D (18)D fragment answer, (19)? gapping. (20)
D stripping, WTILDOEMICB N THA 74—~ MIFR TSRV EHETT 5,

(18)a. ??Did the boat float into the cave? No, in place.
b. ??Did the boat float in place? No, into the cave.

(19)a. ??Mary floated into the cave and John, in place.
b. ??John floated in place and Mary, into the cave.

(20)a. ??The boat didn’t float into the cave yesterday, but in place.
b. ??The boat didn’t float in place yesterday, but into the cave.®

UL EAREICIR, FEAEE IR - RIREZI—E L, T @ a)g g, fragment
answer, gapping. stripping DB SN XFFIND Z & &Him Uiz,

4. do so XA

AFmOIFHE & LT, doso RHIZOWTEEmT 5. £ 7 Hankamer and Sag (1976)72 &
(Z& D&, doso fTHITENGFARJIENS & Rk, RERISIZOE IS D, D7 doso
KA b FEER R IATH Z ML T 5 HQFS“C&‘?) D . SeATE & D do so D kS D
CHREIIIR PSRN ER SN D 2 & 1070 5, RITARGR THiET L T & 72 FERER & FEXT
DXL, doso R THBIER SN D D ERGE LTZHIRDQDTH D,

(21)a.  John believed that the boat would float into the cave, but it did so in place.
b. ??John believed that the boat would float in place, but it did so into the cave.

AT —~2 P MIEkD L, doso FAICEBWTHEGER L RO AR 5
BHEVS, OF D IEHREG A EATRIC L C, FERERRIEIE A do so [N BG4
MEFFESND, F2QD)TIEL, FERHE L IEREICIEDOEFE L LTAR— FPHWLRT
WHR, 22)E)TARTEIICENUANDOTEFETHR RN HE LD,

(22)a.  John believed that the boy would float into the cave, but he did so in place.
b. ??John believed that the boy would float in place, but he did so into the cave.

(23)a.  John believed that the ball would float into the cave, but it did so in place.
b. ??John believed that the ball would float in place, but it did so into the cave.

F72Q4)D L H 1T, FeATE L doso D TFEN AR DA TYH ., RREOERMED T
NBlEIND,

(24)a.  John’s beach ball floated into the cave, but he did so in place.
b. ??John floated in place, but his beach ball did so into the cave.

F-E3510, ERROBNIIEMEED I A~ o FBRELTWABITHLN, T AT
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PILWEEITIX, doso fUHDNRETH D LIl S v D, (25a)i3 81T & do so fRHHD
S DOWTIUC B IERRIEEERN N SN TV D EITH Y | 25b)IEW T HUT b It
PHNBATHDHITH S,

(25)a. The three white boats floated near the dock, but the blue boats did so in the center
of the lake.
b. The three white boats floated into each of the three caves, but the blue ones did
s0 just into one of them.

LD TARBGRDIFfEE LT, 22 TOOTE, T—XORBENIE LWED 20
T, doso fRAIZEBWTH, £ AT RITE AN & [F CEGEmEik Th b 2 L.
DFEN VP THDH I ENREBIND,

5. fEam

Aim Tl FERBENGA float 2SR T IEAEMED I A~ » FOEFAFIEIEIZ IV TRIZE
SNDHTEZRL, ZOFEREN, IERHSEGEIL, £ OMEO—IZIFRestE 2 2T
METHDLERETHZLIZL o TUMATEDL L@ U, L OREOZ YL
fragment answer, gapping, stripping & \N > 72HINEHE SN D X A 7T OREL & @Hﬁx%L
LTHEELTZ, £/ 6225HLE LT, 2 2 CTREINLMIEIL, doso fAHIC
AVADFERFREIC B Z 5 XD 2 ENTEDLZ L E2R Lo, HERICARmORESE 75>EL
WER D IZ3W T, Folli and Harley O —E OMFETHRE D, BEGEO T LA N—%
FA LD VP EED SRR SIS Z L2725, F 72 Merchant (2013)DEMEDE 212
S %fiéﬁﬁ%ffxé & & BT, FERRIE—PE A 7o L7223 & Bl ) E S O FEx R
P A DT OIZIE, MEOUEZEARPMLETH DL Z L a2/R LT,

*ORTRSCE, AR YR 42 MIRRICRIT 2 DB RERICNE - BEIEZ MR-
LD ThHD, AR EED DI L, el TRER—2e4, —aPG R4 )
OEEL IS EZEW, EM08R T, BRI A, ARt BRRs
S, MRS SEAR, BRI E A ARIRBE NS, BTHZRAREA XD . REA R
TR EATHW L, ZOGEBED LTOL X VIEGHF L Rz, E AN
JEI% JSPS B £ 23K00570 DB A 51T T2, 7eds, RiaSCITIT 2 RIHFA D 1348
TEEOEETH D,
T
VKA A D . —IRIZIERERE D FRE D B IR ENL Agent TH VO . HAEIR
fﬁﬁkéhéi#f%éﬂ (6a) DT — &fiﬁ$%MHMbmw ;ofﬁﬁmé
TN ZEliZonTZ ’f’fF‘n’ﬁ%{Tﬁb\to ARG TIX Agent (25U T, Folli and Harley
(2008)(ZHEV Y, Agent ZfH 5 IH|X, teleological capability (HBUERLAES)) ZFii-72 0
FR 72N EBEL TS, ZHICHESS EAR— MIBEYTH S05, BH 5050
:{‘?'< EWVWIOENE A H OARHEDL HERENZFR 2L DO TH D20, Agent DEIE
FZHH Z LN TED, —J@[a) TRT LI I, BIZIZZENBRIZSN S0 < EME
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ZT DRIV DO T, JEEBBEICITAELD ZENTE R,
(1) a. *The rumor floated (in place / in the town).

b. The rumor floated about / around / through / into the town.
FTIRFE OGS EREIZHL Cﬁ%’%@ﬂ:%i FTHHDENI) EHT Theme & MRS
o, TOEH@A)TRTLIIZ, BO X572 EE’JJ%EBZ ENDIRNS DN EFHETH -
THIEMNTH D, AR TILZ DX D REFEOEWRENCIB T HMHEN S, (62)3FF

REREHE CTH U . (6b)IIFEMEETH Y . WA ii?ﬁi é%iﬁ%ﬁo EEZTND

2 Folli and Harley (2019) Tl £#I1Z Z D(7b)D X 9 72 head adjunction /%1% %, Matushansky
(2006)D LB B OIRRDOIFRE & L T, BEFCFHRD vPITHABIPFE L. £ DRIC
FEREMMET I LICL - TELND ERLIETWVD,
SUTBIARBWT =234 v 74—~ MZEHbDTHY | AlEAEA L7223
ITETHERBARETH D &S T\ D,

4 OKURAE NSEAEM D (8b)TId in place & into the cave S HEEFE T/ > TUWH A, in
place DFERMEDT | TOHENWTERBENHE L TV DL AREMENH D & D TR 2 18
Wz, ZAUZDOW T in the pond O K 9 e KBUZEZ THHFAELTZWEBZTND
S RTHZEKERSEAENS | FERDEREE TH 2 DNER TH 2 OITHEENINMEIZ L - T
WEDLWVIBZIND DD, K DIREDN BT, vao BT DERRDERIE & L TR
SNDENVYIRAENENINLDLDTIERW N E WS THEZTEW, 2O TS
BOMREREE T2,

6 (17b)DREIEIZIBUNT ., Vfloat & vao DFEA L T T & 1M & Fe KBS vaoP & 72 L,
ZIVE Voccome \ATINT D Z LIXTERVDD, 72 TE D5 EITIE vbecomeP TlE72 <
VaoP ZEME G LT H LN TELDT, B G FFEL R A[REIZR 5D T
TR E WS BREOER A, BEESEA . FERE AL, F(%I‘%f“f‘ﬁé\ G
FEPBTEN, KimTIE, €O X5 Mo mREIZE b bAE LR ESFL T
L. THUTRD X5 il MEL TWL 72 ThH D,
(1) Like-Adjoins-to-Like Constraint

Adjunction can only adjoin like to like. (Radford (2020: 122))
OIIAINEAEIZBI 0 2 B EAHIK TH 0 . FEENIZFEEEIZ LT3, £724)
(TN ULMEINTERNZ EZERL TS, L7TED 5T, VaoP 23 Vbecome (AT 5
ZEiF W i D,

TOKIRBENSCAEN G, FERTEAEIE 21X 72 VoiceP 2372 ) DT DWW T ZE M Z2TEV
Too AR CIXIERE TIFAHEZBH L2 N LT TERNWZ L 2EE L,
VoiceP 1372\ EABE L7, IRIZ VoiceP 2365 EHHEL TH, T DOLAEINHE KK L
72WNE AT D (FERERS & I1IRID) VoiceP ZHET H Z L1705, 2 FEFD Voice 234+
HOFEZRET DHEERETEI S ND & T2 & AT, &I VoiceP &
RE L TH . HERERE D VoiceP & IFMAERMEICIBWTRRD DO TH Y | HakiFE—M
BT SN LD, DFE D VoiceP DEIZ)DO B TEMIZE L TIIAGR T
ARLUETMER CTRNC/R D, EBIRHIF AN D | IS T VoiceP 2AMF(ET
BHE DI ONWTIL, AimOERREEF TlX 72 <. Sugimoto (2018) T > TV 5 IKHE
FALEFOEMBHREBIET HZ LICL > TRIETE 20T RWVWNED T E %
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HWe, ZORIZOWVWTIIAROBFEREE T2,
8 TFRLOOIE, FATHI NG EL T, BRI N EELE W) JT, QO EFR—DZ A7
O stripping T 5 A3, (1) TILR0) & 72 0 | 4 < [7— DAt EhF drink 23 5G1THT & A WS
ICHWHR TV D,

(i) John didn’t drink coffee, but tea.
AT =~ MIEDE, DFERTETH D . QO)DETNE L 1T & 27t b
bHEVI,

e BN
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1. Introduction

This paper attempts to resolve an ongoing debate on the syntactic status of noun phrases, i.e., whether
they are NP or DP, by focusing on the possibility of discontinuous noun phrases in Old English (OE)
and Middle English (OE). Since Abney (1987), the maximal projection of English noun phrases has
been assumed to be DP, whose head (i.e., D) takes an NP as its complement, and that articles are the
representative lexical item of the D position. In the literature on the historical generative syntax, a
question has emerged regarding whether the functional head D exists within the nominal domain even
in OE and ME, which lack articles (either definite or indefinite). Some researchers give a negative
answer to this question (e.g., Yamamoto (1989), Osawa (2000)). Their claim can be roughly summarized

as follows:

(1) a. The DP layer emerged after the development of articles, which means that English underwent
a historical change from an NP language to a DP language.
b. Prenominal modifiers show more flexible order patterns in OE and ME than in Present-day

English (PE), which illustrates the difference in the internal structure of the nominal domain.

Others contend that even languages without articles have the DP layer and hence the noun phrases are
categorially unified under the DP hypothesis (e.g., Progovac (1998), Wood (2007), Ibaraki (2009, 2010)).
Both the ‘emergence of D’ and ‘universality of D’ perspectives have tried to provide empirical and
theoretical evidence for this controversial topic, but no decisive answer to this question has arisen. This
paper argues that the DP layer has emerged in the course of its history, and demonstrates that this
argument is well-supported by the decline of discontinuous noun phrases, especially in the extraposition
of genitive (or possessive) expressions and discontinuous coordinated noun phrases. This paper
propounds that the loss of the relevant extraposition indicates the emergence of the DP layer in the
history of English, by assuming, along with Boskovi¢ (2014 et seq.) and Oda (2021), that the highest

extended projection serves as a phase and every Internal Merge (IM) cannot violate both locality and
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antilocality constraints. Furthermore, this paper presents the results of corpus research to identify when

the functional head D emerged.

2. Previous Studies of Old English Noun Phrases

OE has the demonstratives such as se ‘that’, which is the origin of the definite article the. A question
related to the NP/DP debate is whether demonstratives function as the functional head D. From the
‘emergence of D’ perspective, they are not a functional item. Osawa (2000) points out OE examples of
bare noun phrases (e.g., weelstowe gewald [lit. battlefield-FEM-GEN command] ‘command of the
battlefield’). As the translation shows, PE requires a definite article in the relevant context. This suggests
that PE contains a DP layer, whereas OE does not. Yamamoto (1989) claims that demonstratives were,
in principle, the same as adjectives, because they can cooccur with either possessive pronouns or nouns

in the genitive case, as in (2).

(2) a. Hie pa lerde se heora halga bisceop (lit. them then instructed that their holy bishop)

‘Then their holy bishop instructed them’ (BIHom 201.24 / Yamamoto (1989: 3))
b. de gehyrad deet halige Godes word (lit. who hear that holy God's word)
‘who hear the holy word of God’ (A£Hom IV. 294—Allen / Yamamoto (1989: 3))

The demonstratives in OE show rich inflections according to the gender, number, and case of the head
noun that they modify, identical to the adjectives in OE, so her claim is not unnatural. Furthermore, the

fact that an adjective may precede them, as shown in (3), supports their adjectival status.

(3) a. [...] he was sop Godes Sunu (lit. he was true God's Son)

‘he was the true son of God’ (BIHom 29.26 / Yamamoto (1989: 3))
b. mid sele pan kinge (lit. with good the king)
‘with the good king’ (Lawman—Lightfoot / Yamamoto (1989: 4))

She claims that semantic and pragmatic factors allow for this kind of flexible word order for prenominal
modifiers.

However, from the ‘universality of D’ perspective, the DP layer exists throughout the history of
English, and its existence is independent from the historical changes described above. Ibaraki (2009,
2010) claims that English noun phrases have had a DP layer throughout its history, and proposes the
following internal structure of nominal phrases, where the demonstratives are generated as the functional
head D:

(4) [pp Pre-D [pp Pre-D [ Cent-D [nump Spec [num' Post-D [xp Spec [w NJ1111]]  (Ibaraki (2009: 85))
He conducted corpus research on the relative word order of prenominal modifiers, such as

predeterminers (Pre-D; e.g., all, both, half), central determiners (Cent-D; e.g., articles, demonstratives,

any, every, some), postdeterminers (Post-D; e.g., cardinal numbers, ordinal numbers, few, many) and
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prenominal adjectives. Based on the results of his corpus research, he claims that relative word order
patterns have been almost the same throughout the history of English and concludes that word order in
the nominal domain was not so flexible even in OE. Hence, prenominal elements are generated in the
designated positions, basically in the same manner as in PE, while word order patterns attested in OE,
which are unusual in PE, are accounted for by assuming movement operations to derive the relevant
word order (e.g., movement of a possessor phrase in Spec, NumP to Spec, DP for feature checking).

To summarize, the morphosyntactic behavior of demonstratives in OE is puzzling. Previous studies
on both perspectives have made important observations on this topic, and the evidence they provide
seems convincing to some extent; however, none of them are decisive. Hence, we need evidence from
a different aspect. In the next section, this paper proposes that discontinuous noun phrases play an

important role.

3. The Phasehood of NP/DP and Discontinuous Noun Phrases
It has been argued that noun phrases in Slavic languages such as Serbo-Croatian lack a DP layer
(Corver (1989)). This argument is based on cross-linguistic differences in sensitivity to the left branch

condition.

(5) Left Branch Condition: No NP which is the left most constituent of a larger NP can be reordered
out of this NP by a transformational rule. (Ross (1967: 207))
(6) a. *Smart;, they are [£ students]. (Oda (2021: 619))
b. Serbo-Croatian
Pametni;, su oni [# studenti]. (lit. smart are they student)
‘They are smart students’ (Oda (2021: 619))

This contrast is analyzed by the difference in the internal structure of the noun phrases: the left branch
condition is violable in languages without a DP layer (i.e., NP languages), while languages with a DP
layer (i.e., DP languages) conform to the relevant condition. Recently, it is attributed to the phasehood
of the noun phrases and antilocality (e.g., Boskovi¢ (2014), Oda (2021)).

(7) The highest projection in the extended domain of every lexical head functions as a phase.
(Boskovi¢ (2017: 11))

(8) [A]ntilocality requires movement to cross at least one full phrasal boundary (not just a segment)
(Boskovi¢ (2017: 11))

Under this analysis of phases, any movement must stop by a phase edge. In NP languages, the NP is the
highest projection of a head noun. This means that an adjunct to an NP (i.e., XP in (9)) originates at the
edge of the NP phase, so that it can be extracted from its base-generated position. Contrarily, in the DP
languages, the DP is the highest projection of a head noun; therefore an adjunct to an NP cannot raise

without stopping by the DP edge, and this movement violates the antilocality requirement in (8).
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(9) a. NP languages: [npe XP [xpe N YP]]

b. DP languages: [pr (Edge) [ D [ne XP [ne N YP]]]]
I |

Oda (2021), along with Tali¢ (2015, 2017), assmes that languages without the DP layer does not have a
functional layer in the domain of other lexical domain, while languages with the DP layer does, and he
claims that coordination also fall under this structural parallelism, based on examples of discontinuous

coordination like (10).

(10) a. *[which table]; will he buy [# and the chair]. (Oda (2021: 606))
b. Serbo-Croatian
? Knjigei je Marko [# 1 filmove] kupio? (lit. books is Marko and movies bought)
‘Marko bought books and movies’ (Oda (2021: 606))

The extraction of a conjunct from the coordinated structure is prohibited in PE. This is a well-known

effect of the coordination structure constraint in (11).

(11)The Coordination Structure Constraint: In a coordinate structure, no conjunct may be moved,

nor may any element contained in a conjunct be moved out of that conjunct. (Ross (1967: 161))

The contrast in (10) can be explained by the difference in the internal structure of the coordination in

(12).

(12) a. NP languages: [conjp XP [conjp Conj YP]]
b. DP languages: [Fcoan (Edge) [Fconj' Fconj [Coan XP [Coan N YP]]]]
| X |

Interestingly, OE seems to show the same behavior as Serbo-Croatian, as in (13).

(13) a.  Ond he hine; miclum [# ond his geferan] mid feo weordude.
and he him greatly and his companions with money honored
‘And he much honored him and his companions with money’
(Anglo-Saxon Chronicle 878, Lightfoot (1999) / Oda (2021: 606))

b. hu micel sio byroen bid odzs lareowdomes
how great  the burden is  the-GEN teaching-GEN
‘Marko bought books and movies’ (CP 32.6, Yamamoto (1989: 6))

Thus, I assume that the (in)sensitivity to the conditions in (5) and (11) indicates that OE is an NP
language, while PE is an DP language, which means that this paper adheres to the ‘emergence of D’

analysis. The next question arises: when did the functional head emerge during the course of the history

45



of English? The following section addresses this question.

4. Discontinuous Noun Phrases in the History of English and the Emergence of D

It is well-known that the indefinite article a/an and the definite article the developed from the
numeral an ‘one’ and the demonstrative se ‘that’, respectively. According to Rissanen (1967: 262), the
numeral an was used as the indefinite article from the OE period, and its reduced form (i.e., @) is first
attested in twelfth-century texts. In thirteenth-century texts, it is common while the longer form is also
frequently attested. The use of the reduced form was established in the fourteenth century. Osawa (2000:
75) reports that the form pe, which is a morphological variant of the OE demonstrative se ‘that’, is the
origin of the definite article the, and that it began behaving as the definite article around 1400 (i.e., the
Late ME period). If we are to claim that the rise of articles indicates the emergence of the functional
head D in the history of English, we expect that English underwent a change to a DP language between
the twelfth and fifteenth century. The question is when did English change?

First, let us consider the loss of discontinuous coordination in English to answer this question.
Several studies have been conducted on the relevant construction; however, they have not reached a
consensus on when it was lost. Traugott (1972) claims that it lost during the Early ME period. Iwata
(2008) claims that it was attested in the middle of the ME period, whereas Taylor and Pintzuk (2017)
report that it was still used at the end of the Early Modern English Period. Interestingly, Traugott's (1972)
observation almost corresponds to the earliest instances of the reduced form a, while Iwata's (2018)
corresponds to the time of the establishment of the definite article the.

Although Taylor and Pintzuk's (2017) observation does not seem compatible with the ‘emergence of
D’ perspective, they provide a useful syntactic analysis for discontinuous coordination. They claim that
two different derivations of the relevant construction existed (i.e., movement and deletion), as
schematized in (14). Here, C1 and C2 represent the first and second conjuncts, while & represents the

coordinator.

(14)a. ... X...[Cl&C2]...Y... 2 Cl.. X...[ta&C2]...Y...
L X..[Clige]...Y.. &C2
b. [aaXiYiZi]&[c2XoY2Z2] = [c1 X1 Y1Z1] & [c2 Xo ¥ ]

Thus, discontinuous coordination was derivationally ambiguous in OE. Note that the derivation in (14b)
is still available in PE (e.g., John studies Japanese, and Bill too.), while the derivation in (14a) is not, as
shown in (10). This suggests that the application of the movement operation to an element inside a noun
phrase was prohibited at some stage, and this paper assumes that the decline of the relevant type of
construction indicates the stage at which English changed to a DP language.

The following example is an important instance of a relevant construction, in which the second

conjunct intervenes between the finite auxiliary and the nonfinite verb:
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(15)paet he sceolde & his ofspring his wed healdan
that he should and his offspring his oath keep
‘that he and his offspring should keep his oath’
(cocathom1,+ACHom I, 6:225.49.1090 / Taylor and Pintzuk (2017))

If this is derived by deletion, we must assume that deletion is applied twice; that is, one is the deletion
of the nonfinite verb and its object at the first conjunct and the other is the deletion of the subject and
finite auxiliary at the second conjunct. Such an intricate application of deletion is unnatural; therefore,
it is safe to assume that the example in (15) is derived by the extraction of the conjunct out of the
coordinated structure, as represented in (14a).

Following Taylor and Pintzuk (2017), Yamamura (2022) conducted corpus research on the
discontinuous coordination involving both the finite auxiliary and nonfinite verb. He found the last
instance of the relevant construction, as in (15), in Early ME text, which was composed in 1225.

Consider the following example.

(16)pe deules pralsipe. pe hie hadden and al $ofspring one wuned.

the devil's slavery that they had and all offspring on habituated
‘the devil’s slavery that they and all offsprings had been habituated to’
(CMTRINIT-MX1,101.1355 / Yamamura (2022: 121))

The fact that such instances were not attested after 1225 suggests that the extraction of the conjunct
became unavailable in English in the Early ME period; therefore, we can conclude that D emerged in
this period.

We expect that the same is true for the sensitivity to the left branching condition. Although the
extraction of an adjective out of a noun phrase is not attested in texts in historical corpora, the extraction
of genitive phrases is (see (13b)). I conducted corpus research on the extraction of genitive phrases in

the history of English, by employing the following historical corpora.

(17) a.  The York-Toronto-Helsinki Parsed Corpus of Old English Prose (YCOE)
b. The Penn-Helsinki Parsed Corpus of Middle English, Second edition (PPCME?2)
c. The Penn-Helsinki Parsed Corpus of Early Modern English (PPCEME)
d. The Penn Parsed Corpus of Modern British, Second edition (PPCMBE?2)

The results indicate that the relevant construction is mainly attested in YCOE, and only two instances

are found in PPCME2. No such instances in the rest of the corpora (i.e., PPCEME and PPCMBE2).

Here, we follow examples attested in OE texts.
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(18)a. & nan ping gecnawad mid @nigean gerade bas oe eow pearf sy,
and no thing understand with any consideration that-GEN CL you-DAT need-NOM is
‘and understand nothing that you need with any consideration’
(cowulf,WHom 11:163.1084)

b. and pes ne wurd nan ende

and that-GEN not is no end

‘and there is no end of this’ (coaelive,+ALS [Sebastian]:77.1255)
c. Se manpe nan Jding ne cann pas ecan leohtes: He is blind

that man CL no thing not knows that-GEN eternal-GEN light-GEN he is blind
‘The man who knows nothing of the eternal light is blind.’
(cocathom1,+ACHom I, 10:260.59.1864)

The following example is from an ME text, which was composed in 1200.

(19)a. gumenen ich aem aelder.
worrier's I  am leader
‘I am a leader of worriers’ (1200-BRUT-M1,652.2645)
b. Kai wuste an stiward waes kinges
Kai commanded one servant was king's

‘Kai commanded one who was the king's servant”  (coaelive,+ALS [Sebastian]:77.1255)

The result is summarized in Table 1.

(20) Leftward Rightwad
10th Century 10 10
11th Century (1st half) 57 137
11th Century (2nd half) 3 10
12th Century (1st half) 1 1

Since the examples in (19) are the last instances of the relevant construction, such an extraction appears
to have become unavailable after 1200. Thus, the decline of relevant discontinuous noun phrases allows
us to conclude that English underwent a historical change to a DP language during the Early ME period,
more specifically, between 1200 and 1225.

5. Conclusion

This article discussed the emergence of the functional head D in the history of English. While some
argue that the noun phrases are universally DP, this paper proposed that they were NP in OF and became
DP in Early ME. This paper showed that this conclusion is supported both empirically and theoretically:
the presence/absence of the DP layer reflects the (in)sensitivity to the left branch condition and

coordination structure constraint. We observed that English became sensitive to the constraints in Early
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ME, and concluded that this indicates the emergence of the functional head D in this period.
* This study was supported by JSPS KAKENHI Grant Number 20K00564 and 23K00494.
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I saw them to be obnoxious. D FFR R AT DUV T
(On the Acceptability of I saw them to be obnoxious)

A 52 —RE (Soichiro Muraoka)
H AR (Nihon University)

% U ¥ AR, R, that 5, B, JHSCHER

1. IXC®IT

BRIGEICB T 2R EHENL, (VA OLND X ICHUIFEARERE &V to REm %
AW BNIFEERTH D L RaEsns, Lzl M CAEROERN be =° have ThH HHEH
WZiE. QD LD IZ to REFB WS, HEMEIZES S HECHEMR 2R T,

(1) Someone {saw / heard} Mary {slam / * to slam} the door. (Schiile (2000: 73))
(2)a. I saw them to be obnoxious. (Bolinger (1974: 66))
b. I saw the house to have been repainted. (Declerck (1991: 490))

see D I Jespersen (1940: 440) 72 & DARKESTEIZIEE U | BURTH L < OFATHIIEIC L - T
WA ST & RL7e S40, FEC L F7e 36 OI3AERS T X 720 (cf. Bolinger (1975: 399)., Felser (1999: 41),
Huddleston and Pullum (2002: 1236), Sheehan and Cyrino (2024: 772)%%), Z @ to RNEzifi L2
VT, Zandvoort (1975: 17)X° Declerck (1991: 410)i% 7 + —~< /LR JEGECSGEIZ A O LD & 9
23, BNC X° COCA ZHIWTHEZAT o 12K, R+ 2 L5 IcEidmH s hkno7e, &
512, Google Books & VN THISC EFE A RAFICIRE U CGRE AT > 7255, 20 AL LARED
ABITIE E A EfH 4197, Jane Austen X° George Eliot D1EfR72 & 18~19 i A 734 <
SN, RBIEFHRSAIZLDICEBNTY, 1819 IR OIERD Y 77U & FLEEIC
BE T 2 b ORI NIz, V4 XX LAFMFHL & O — =7 AW TIXEnENE
PURR & CHUZOABNCEET 2R A A 6508, ¥ —=7 A RFFEM TIIH R, Y45
DFERIFHIFR SN TN D, A 7+ =~ FHEIZEBN TS, to REFMICITREE L SEICE
WTIE—fEbn T, BEEFETOWHMAREITHY | to NEFML LY b that HizxHW 5 H
DKW TH 5 &5, Bolinger (1974: 66) 1 to ANE R 3L & that 8 O EBRAVEELIE 2 faf 3
%o L2L., ZO4HTIE Bolinger (1977: x) DI & B O—xt—DJRANI KT 5,

AMFFETIE, Q)OI EF O REENREIZ &S 2 to A E M LAY that i & [Fl— D E K ZF>
ATREMEIZ DWW TEIRAY - HEEERVBLA G508 L. Bolinger (1974: 66)D T3 Z X T 5D Z &
ERGET 5, F£72. to NEFMSCE that HilTEAMICFEO B AEFFON, to REFMICIZ
I3 that B L 0 2 < OFGER « EWRAIGIFKIDFRE S LD 72D, KA SCHER (that Hi7)» & IEETEH
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~ORELRAIZEAENC AT LT that HillZWIL S 4L, WA L2 Z & 23 ET D,

2. see ZER< AEBFT D to REFML

see LIS OHTEEFIZ-OUW T, hear OEEIZLL T O X 5 ITHATHZETHERAN A L,
Kruisinga (1931: §285), Jespersen (1940: 281), Zandvoort (1975: 18), Spears (1977: 90), Bolinger
(1974: 88), Palmer (1987:189), Schiile (2000: 60), Moulton (2009: 140), Sheehan and Cyrino (2024
772) 1Lk S & [ 72 97—J5C, Rosenbaum (1967:27). Bolinger (1974: 88), Bowers (1981: 108),
Palmer (1987: 199), Huddleston and Pullum (2002: 1237) [XFESC & #7275,

(3)a. Mary heard the teacher to be dropping a book. (Moulton (2009: 140))
b. * We’d heard him to be an impostor. (Huddleston and Pullum (2002: 1237))

watch, listento, look at, smell [Z-DWTIX, 2 < DIEATHFFENIEL L A2 LT % (cf. Bolinger
(1974:67), Bowers (1981:108), Declerck (1983:37), Palmer (1987:200), Ishii (1987:88), Schiile
(2000: 85)), feel (T DWW TIEZ < DIATHIIEN % O A% #7773 % 23, Christophersen and
Sandved (1969: 156)(Z L AviE, AEF LV b that EiOE ASEE N E N EWV D,

(4)a. We felt the ground to be giving way under foot. (Bolinger (1974: 68))
b. I felt him to be a rather timid individual. (Akmajian (1977: 453))

3. REFOREIRBICEE T D to REFMILDOEL
3.1, EEEAREERTaREEEFRESC

IR ENEA O to AEFRE UL MR 2R3 — 5 T, MR B OFIA E 7 & BLE Sy 5if 5L
I LIE AT % 329 (cf. Haspelmath et al. (2001: 984), Verspoor (2000: 215)), Z D 95 5, JFUEA
EFITAREEROEMMEE R L, BUETIIIEEREC—RE2 R T L ofr STV D (cf.
Akmajian (1977: 440), Dirven (1989: 123)), F 7= BT A2 FK AR EGME ST TIL, MRITA
ERFFICAREFG DA U T RITER G20, LFIORTHITIECE s s,

(5)a. * At6 o’clock, John saw Bill {leave / leaving} at 7 o’clock. G - #2100 (2001: 120))
b. * We saw Mary have finished her breakfast. (Felser (1999: 32))
c. * I saw the man having finished the work. ([ H (1985: 239))
d. * I saw John be sleeping. (Declerck (1991: 91))
e. * I saw the man being crossing the road. (M (1985:239))

ZDH L, EATRIE AN EEERF O FiZ ISR R 2 TRk 3 5 & 0T S 4L TV 5 A3(cf. Leech
(2004: 22)), #=jE (2014: 101) X FEHERFLLRT O REFIF DT AIT BN TdH 2 — )7 T, EHERFLIE
ORI DI EIISUIRIC L D &V D, D728, (5d-e)lE(Sb-c)DIEMERF L Vil E 2 £ T 5% T
L REDOHMB T L RAREND, £26)D X 5 ICEFEMF 2 £ TR EFRE S0 TZ 06
SUTIRBEEN G 2 B D Z E N TE ARV, ZHIINARIRREZ BT CER2\0W2 L ITRIFNT 5,
S BN & R TR R E S S0 be + -en CIREESZ B2 LS 72\,
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(6)a. * 1. SAW him be intelligent. (Linhares-Dias (2006: 35))

b. * I saw Tom still resembling your father. (Declerck (1981: 89))
(7)a. I saw him {*be / get} rejected. (Bolinger (1974: 69))
b. I saw the children being beaten by their rivals. (Palmer (1987: 199))

FEBEAR AR THREERE RO, IR ETLefE2 . BESTIIIEemt s
KT LEDON TS, 20D, OUIRT L I IZEDOFEMMEE G ET 2RI FIEA E F4
LNZHFETE R, RBICEEARZRTHREEFOM SILO)D L 2 1B EFENHBLTE
2V, ZAUTEE TWRWI EAEBEMRE T ENTE RN EITRERT 5,

(8) Lsaw her {*drown / drowning}, but I rescued her. (Kirsner and Thompson (1976: 215))
(9) We saw the girl (*not) cry. (Haspelmath et al. (2001: 985))

3.2. MR ERTHEETFE D to REFHI L

to RIEFAM SCTFIE AR EFCBE DR & By | MR E2RT, TOMILE LT(10a)%
br& . SETARERL & EEHEE LY bHESCH R ZEZ R TRADEHR TE 5, HICEER)F]
OERITFE D HALT ., be X have IZRE I LD, (11D XK D ITIRERBNHH L TE 5,

(10) a. * Yesterday, Kim saw Sam o be sad tomorrow. (Sheehan and Cyrino (2024: 778))
b. Isaw the library to have burned down. (Felser (1999: 41))
c.  She saw him to be falling over the bridge. (Hudson (1971: 177))
(11) a. L SAW him to be intelligent. (Linhares-Dias (2006: 35))
b. I saw the house to be painted white. (Declerck (1981: 86))

HRENEOFTHE LIZOWT, E#AREERTHREGFECOLE, EEFEOT A7 MIX
DT PED 2 D T & & RT2 D3 (ef. (8)). MHER A KT to NEFIMULT AT MO
BEZ 0T, MRENELITHT 2N TE D, o, MR LRI MTEHFEELOLE .
TS FOERE ABE T2 L 2RI W), MCEERFNSHEITE S,

(12) Martha saw Fred o be driving too fast, but he actually wasn’t. (Moulton (2009: 129))
(13) Mary saw Jim not to be a fool after all. (Miller (2007: 288))

4. MRBFOREBIRRIC ST D that HilC 7 b1 5 BEHRAFH

AR OIE Y | that fiz & D HTEG S MR 2R T & ST S (cf. Declerck (1991:
490), Dik (1997:108), Dixon (2005: 135), Singer (2007:268)), < DilflL: LT, L FD X oI
BT 2 KT AR BN U T TE RWEIED that Bl TE 5 2 ERBIT O 5,
7272 L, HHTE 2EFNT to NEFM L E LRV | be X° have IZBRE S 41720,

(14) a. I see that you went to bed late yesterday. (Casalicchio (2021: 73))
b. [ saw that Mary had been crying. (Dik and Hengeveld (1991: 238))
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c. She saw that he was crossing to the other side. (den Dikken (2018: 21))
(15) a. L. SAW that he was intelligent. (Linhares-Dias (2006: 35))
b. [ saw that his leg was broken. (Dixon (2005: 135))

F72 to AEFMSC L FARIT, that Hi M FROITH LG EHOHINTFESND, £D
78, to ANERIISC & that HilTEEAY « HEEANICHERILI-RBTH L L EA BN D,

(16) I have heard that the sun is over 93 million miles away from the earth, but {it’s not true / [ don’t

believe it}. (F£ (1983: 560))
(17) We saw that the girl was (noft) crying. (Haspelmath et al. (2001: 985))

5. to NEFIFESC L that HIZ RO HHEER - BHRAZER

ZAVE T to NEFMH L & that HiOFLIM: 28 L CTE 7203, (10a) & (142)D X 5 7eRFE &1
Mz T AT OFER BT GND, FFICHEFLOITE LOFTEH (200D X 5 72 “butldon’t
think”® X 9 72 KRB ERE T 2 BRICIXMF1X(12)0(16) & R D IRH TN E R D,

(18) a. * He saw the president o must be friends with everyone. (Schiile (2000: 85))
b. He saw that the president must have arrived. (Vendler (1984: 78))
(19) a. * John heard Mary to be out of tune (from his friends). (Moulton (2009: 160))
b. Jane saw in the paper that the government was on the ropes. (Gisborne (2010: 146))
(20) a. # 1 heard her to be out of tune ... but [ don’t think she was. (Moulton (2009: 146))
b. [ heard from my friends that she was out of tune ... but [ don’t think she was. (ibid.)

ZD L D7 to REFMSL L that HilZ L H AL D BRI ZTIZ DU T, Felser (1999: 41)1% to NiE
RIS DWW TEEAR 2 R TR AT & MR 4R that SiOPHAOREI L BT,
L, INETRTELEEEOBRNZERDFIET 20OV TIE, to A E A4 i
LTS D REEREREREE 1L e W e . REEARBE TH o 7z, RETCITERFAY) = — R A0k
REFIZL DT —Z ZHWT, to REFMSLA that HilZRIN S TWD Z & &2 FERET 5,

6. to NEFARH LA that HZRIN S - FTEEHEIZ DWW T

ZHIVE T to NEFH L & that BiO BRI « FEREMELMEZ A 227 — 2 218 U TR L C
T, B2 LT to AEFMISCE that HIZWIN S =D 7EA 5 5>, BNC & COCA # HWT
P L7ZAER, R 1 O X9 that IO HANERNTH -T2, 728, to NEFH L E that Fi
DORBIERIET DRI, fMiSCERE L that i EFEEZRATIC, MisC e that i OENF % be &
have |Z[RE L7728, FEERIZIE that O ABNIFRITRT LV %< O HBINIFEET 5,
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F 1. KHBLRR) 2 — /X226 5 to NEFAMSC L that §iD /340

BNC COCA
SEE PRON to {be / have -en} 8(7/1) 0.8% 9(9/0) 0.1%
SEE that PRON {be / have -en} 947 (816 /131) | 99.2% | 7,315 (7,155/160) | 99.9%
HEAR PRON to {be / have -en} 0(0/0) 0% 6(6/0) 0.3%
HEAR that PRON {be / have -en} 153 (93 / 60) 100% | 2,134 (1,758 /376) | 99.7%
FEEL PRON to {be / have -en} 124 (120 / 4) 11% 250 (245 / 5) 3.1%
FEEL that PRON {be / have -en} 1,006 (771 /235) | 89% | 7,776 (6,532 /1,244) | 96.9%

—7J7. EEBO & COHA ZHWTHEZITo7T-L 2 A, 2D LT, HEEOMERNITE S G
DD, FRERERKDIZOI that HiS HEDDEENHEMLTND Z MDD, to AEFMSXF T
< MR 2 KT that HICWIN SN AL CTRIBLIZEBEZ BN D,

2. KREIBLEF = —/ 32 EEBO 8 XN COHA I281T 5 to NiEq & that D5 AR

EEBO 15¢c 16¢ 17¢c
SEE PRON to {be / have -en} (230) (3)/09 (2(?63 /125) 1;;4 (919’22329) 2;;6
SEE that PRON {be / have -en} (12 ?/968) 4 (8;’2(2;5) i (2,5%72(/)7230) v
HEAR PRON to {be / have -en} (0(/)0) % (22131) ?)/09 (663?6) 60/3
HEAR that PRON {be / have -en} (113‘/‘1) 1(2)0 (2;’3 /358) 9;(; : (8;23?86) 9;;7
FEEL PRON to {be / have -en} (230) 1;}3 (663?2) 2/(0) (119?58) 552 ’
FEEL that PRON {be / have -en} (132) 8;‘)7 (6654) ﬁ/? (12183 /81 0) 402 !

COHA 19¢ 20c 21c
SEE PRON to {be / have -en} (7%} 4) 2%2 (5551) ?)/f (330) ?)/03
SEE that PRON {be / have -en} (2,73{369?;65) . (5,1?65/?,5475) £ (717’8/32969) £
HEAR PRON to {be / have -en} (231) ((),/06 (1}0) (())/01 (O(/)O) (%
HEAR that PRON the /have -en} | 5 559%65) £ (4872};32) v (1})26?1 9) %
FEEL PRON to {be/have -en} ( 44;237) 1;’) > (31135) 6%9 (115?1) 30/3
FEEL that PRON {be / have -en} (2,333(())2/373 13) % (3,5;‘216/1,7083) % (3?373390) t

IO X ST to AEFMISTI KA CHERS (that Fid> B IFETEEI~OMELAIZE)ZHFT LT that
EICI S, HRLIZEBEZONDD, ZORMOZ LI T ORFREEFIZRS
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FFNZA LD O B EAMHT DL D, (21a)D HHEGERC(22a) D H 9455 Tl that FiQMEH 41, £OD
BHIZ to REFANELALT D & that Hi~EATLTWD Z LR35, (22b)Tid, that fii & to
REFANEN B and 12 X > THEIEN TV D72, ITEEEE TIXEMWR - SRR H 1T
FUHEEZFF> TWe B2 bhbd, EREFETRFOCE R RMOREL ST T\ 5 AR
PEHEZ BIDN, (23)D & HITEELDSMNT G R OB LN BIE STV D,

(21) John 12:18
a. for dam pe hi gehyrdon peet he worhte peet tacn. (West Saxon Gospels)
b. for pei herden “him to haue don pis [igne. (Wycliffe Bible Early Version)
c. It was also because they heard that he had performed this sign that the crowd went to meet him.
(New Revised Standard Version)
(22) Genesis 3:6
a. Therfore the womman seiy that the tre was good, and swete to ete, and fair to the iyen, and
delitable in bi holdyng; (Wycliffe Bible Late Version)
b. And when the woman saw that the tree was good for food, and that it was pleasant to the eyes,
and a tree fo be desired to make one wise, (Authorized Version)
¢. And when the woman saw that the tree was good for food, and that it was a delight to the eyes,
and that the tree was to be desired to make one wise, (New Revised Standard Version)
(23) The Confessions of St. Augustine, Book II. Chapter VII.
a. since by that Physician he hath observed me to have been recovered out of such deep
consumptions of sinfulness, by the same hand he perceives himself not to have been incumbered
by the like. (William Watts’ Translation in 1631)
b. since by whom he sees me fo have been recovered from such deep consumption of sin, by Him
he sees himself to have been from the like consumption of sin preserved.
(Edward Bouverie’s Translation in 1840)
c. for he sees that the one who delivered me from the great sickness of my sins is also he through
whom he may see that he himself has not been a victim of the same great sickness.
(Henry Chadwick’s Translation in 1991)

2O X DITERFEGELIE, that SilZWIX S LD CTIHK L7728, Zandvoort (1975: 17)X°
Declerck (1991: 410) 5 23385 X 912, to REFHH CIL 7 A — < V72 JGECSGRIZO AN B
N5 EEZ 5%, Visser (1973: 2438)13 I saw it to be done.?® X 9 72 Iz oW T, 17 k5
18 HEALIZT T, 1T & 0 LIZBEHIZDD > TRV, HBIBEE R N2 0 i Li-7-
D, BUETIT to be 2O G4 & 2EFAOEIILIATL W T2 D<o TWND Lk RD,
U T 2 5AR L LT to NEFIMSC & RIERIC BT 2 £ 3 hear say #§3C & @RFYIZ A
U724 (2022)02 LauiE, (24)D & 9 12 hear say # 30 F 7= that Sl S iz v 9,

(24) Genesis 43:25

a. (for they heard say, that they should eate bread there) (Geneva Bible)
b. for they had heard that they would dine there. (New Revised Standard Version)
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KT (2023:243)i FL 2D KD I KA SCHER O Wi TELS: X, inorder to DR KIC
Ronsd En), ’ﬂliéﬁ.ﬂ@ to REFMSLOLA, HHEENMEN EHREL TS k%
2 HAVHD, to REFAMISCA that W SN ERIIMICHEZ X HND, £OVEDEL

T, BHLERIGEE T that SIS MR & BHAROM G 2R L TWRREMERH Y . T
DIRE, that HiSE#EMREZRT~— D — L L THENLT D & to RERIMH LS hear say f3CH3
that HiIlZWIN SNT-EBEZ BN D, A (2000) 1 F 72 HHEED paet Sl MR 21T TR L,
BRI A2 R L WA me 5, TORHLE LT, LLTD X 9 ITENZE I bat (that)
I BARIEE CIXEEMR H 2 WIXM#EM R 2 R T CE LTRSS LTWD

(25) Matthew 14:26
a. Da hi gesawon pcet, hi wurdon pa gedrefede, (West Saxon Gospels)
b. But when the disciples saw him walking on the sea, (New Revised Standard Version)
(26) John 7:32
a. The Pharisees heard that the people murmured such things concerning him;
(Authorized Version)
b. The Pharisees heard the crowd muttering such things about him,
(New Revised Standard Version)
(27) Mark 12:28
a. Pa genealahte him an of pam bocerum pe gehyrde hi smeagende, and geseah pcet he him wei
andswarode, and ahsode hine hwat ware ealra beboda maest. (West Saxon Gospels)
b. One of the scribes came near and heard them disputing with one another, and seeing that he
answered them well, he asked him, “Which commandment is the first of all?”
(New Revised Standard Version)

Schmid (2005: 179)<° Haider (2010: 340)(Z LAUiE, KA YEED [H1R B G +dass (daB)Fil b F£7=
BN & BT O 7 &2 R T AREMEZ BT 5, (26)D X 5 ITEHEMT OB & L THER
ENTWD that HiDITRIEFEINC HLENTIE D D BPHERIND, I OICHBENR ZEZ TR
FEAMESCOBER S E BT RIGELRRICHNL L2 B2 bd, TORHLE LT, ®EIT
TR E R SCF K OBE R OB EEGEE Tl that B & L TR SN TS, Zhb

SREFEFEND that HIIRIAVTIRAFELIE, to AE R CX° hear say # L&A WINT 25 &, X 1
DX ICHBMRER T~ —L LTI LEEEEZ DN D,

(28) Mark 9:1

a. &r hi geseon Godes rice on magne cuman. (West Saxon Gospels)
b. til thei seen the rewme of God comynge in vertu. (Wycliffe Bible Early Version)
c. till they have seen the kingdom of God come with power. (Authorized Version)

d. there are some standing here who will not taste death until they see that the kingdom of God has

come with power. (New Revised Standard Version)
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1. FnFEE G SCO R RIIEEZ 73 1T

OE ME~EModE LModE—~PDE
JRIEASE ] - A E 7] - JFRIEAER -
BITESy5 - Peet Hii BiTESy7 +  that Ffi BLE 555
< EHEETE - B> S EHEETE - R > < EBEHME>
to AR A ST - that
< PR > < HIEEEHE >

7. £L0

HRENE D to NEFHSCIEZ < DTG L - T CE LTRZRIILTWVAH A, that
i & DILIMEN Z < MR TE 5 Z LITMA T, that HilZHAT to AERNIMEH T & 2 BE <
RFM 222 RTRELE OLE R L OFRINTRIND Z LD | BT ASEEELIFE, that HilC
WU S, R SCHERRICW T T A CIH AR L Z L 2R L C& 72, 2D Z &5 Isawthem
fo be obnoxious. D X 9 72 RBUIBUREFE TSR EMEH S e Wz | BUREEED HH & 5 i
WAL LTHRR LEWRIATHD LB S, Ll BUGGEO M & LTE < OJtThl
FEDN to ANTE R SLOME ] 2 i HE S & A 7e 3B & LT, Egan (2008: S)IHMBHE SUED B A %
WD ATEEMEE 35, LU, Declerck (FAfF). Felser (FAfZ). den Dikken (FA(E)IIAEHE
SR X DR B ET 5 (FE 72 Egan (2008)D 73471 Tld hear NP to-Inf DR Al A PEIZFEALA
b5 L EWMPITE R, Declerck (FME)E TdH HMELN—AI TR, GEREID) 7 +—~ /L
b Lo T, ZNNIESLEMNTZ LWV ) DI TIE R, EVEW, GELEETIIZIT AN
NN EWI I TH D, ABIO—EE L Agatha Christie D/EN2 S5 H L7223, 1991
FEOREZEFNTYKF(DOFE Y 1980 F%ZY), A7 +—~ FDIBiE—ANE LT, ZDOH
BINBN LW E TR DTz EidRD, LL, TFELZ DA T4 —< 2 M to RE
Fil A W2 AT EE O I OWTERMHE L Thh, U—=7 2 EMFtiick T, HH
JRLARE ., see NP to-Inf DFEHRAAHIFRS LTV D, ZDZ &5, see NP to-Inf (I 21 HEACLHIEHA>
HBURIEEED A & 2\ WITE L e L THRR LEFNWRBUZ R D DoHhH LB X b D,
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as # 3 & RIRFEDREL

(As-Constructions and the Concept of Simultaneity)

Bp 7% —  (Keiichi Nojima)
JEIWINTINE KRS (The University of Kitakyushu)

F—U—F ¢ asAnER, as REM, RIVER, HmoOlFs

1. IIL®BIZ
ARFELRTIE, Hefpia as & de FHHOH L ZMRETT 5,

(1) As Connie went on speaking, Smiley’s memory once again began to supplement her own.
(John le Carré. Smiley’s People. p.212)

(2) “(...) Notice how her husband hung over her as she was coming round. (...) (Agatha
Christie. And Then There Were None. p.100)

(D) 1%, B8t as B0 EAICEND ¥ A 7 (Lt as ATEM LKD) T
b, GEDTAE THOHT ) LOBEE NEIRFFITIIICE Z > TV D HELZFR L
TW5b, A1, as ZE LR %S D247 (Lik as thE M L #EFD) C. JE1T
THLTEINTFELRRFICEL LEFREEZFEL TS, 2O SOFEORIC
K& ATZRIFEE &0 ) BE OBEE N B - T D as ZHWEHE XA, BHICBET 2 F
RROWA T EVIBENDELRT S, BEMICIE, LD LIEEEZ T UIBRERD
FRELKFD) &, BUR SNTHEA~ORBEAROEY o, ZOOHERZHLIT L
RO AREME 2 RET LTS, fime LT, o mix EiET 5, Das giEilid, #£
BEERNGEY OLmAEIZS LRTZE T, —20FEL [—HEIcATWD ) 22 )7
> T, BN AE TR T ML TH S, Qas HERIT, REFERD ZHOOFHED
BfeaE —oDZ L L LTIA T, 2O_ODFRELY [ L it Hikr &2k 45
WX TH D,

2. as BB D BE ST
as BB OB Z /e LT, REEEREGmOEHRE DY 255,

(3) Just as she was crossing onto the gangway he caught her up once more. (Agatha Christie.
Death on the Nile. p.151)
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FB ) 1x oD BAR 2@ & 280k LT\ D, e as 2B E 5 X T TEh% )
D5 REICHEH L TH 5 —2DOHEED KD R Eﬁé%ﬁ%ﬁﬁbfwé
Bl just b, BT D XNETHFELER->TVWDLZ LICESZAITLITFELELT
B<, T LT, ZOFHFEDOERDY I m%%féﬁmrmﬁﬁj@%ﬁﬂﬁ ETH D,
_®Hﬁ$®Mﬁ@EMkaﬁﬁ%®%ﬁjfi&<\%ﬁ£%ﬂgo®$%%k
IRZDMMEVIBED LN T D EE LT, BROEHR] E W) BERERH D, K
RIITIE, AT ORBERAE AW, REERITLZGE A BLEICET L TV DR
MTHHZLEERELTWVWD, TOHRITIE, NRVUTA 2 Q2 BT 54 L < I3#)
WTWL ) WD D IRIEERR IS )5 ﬁ%@%iﬁﬁﬁﬁ#éozm%iﬁ%%ﬁ@
THHROMPUZI D IAA TELEEZHED D,

(4) As the police head back to their cars she makes a phone call. (Jeffery Deaver. The Broken
Window. p.113)

mm@niﬁ B O L THREFROERE AW T, REAEMIIESEEZTZ L0 D,
ZO, BIEICEITLTWD LW RHEEARET 27 XL, LFDO L) IZHHATE
50 5‘517#5 as MHIAE 53 (LIFk as CEMKFD) THEZFORT HRIEME & LT,
D OBHTHLIFEEAEIIR L, HESRAE LTRSS TS, %7 5 XORGR T,
BIOFEREL, TOHHEICEHE L TEI > TWDFEERLTWD, FE, it WH L
Awfi\%%%%ﬁbi%ﬁﬁ@ff%%$ﬁkLfmibfwf Z DT ~D
B 5- & BEURAIZEREN T 2 MBI A IR LT, Bl S > obh o FHEEERL T
Bk T HRBFEXTHD, i, ;@?Ezjik$ﬁbf EXFENRBRATFOFIEES
2 EEABELT, WATLHHEORELTHI L HARETH D,

(5) As she was about to shut the phone off, it chirped loudly. (Jeffery Deaver. The Coffin Dancer.
p.385)

G (5) 1%, TEH4] to be about to MFEHIER TR R CRe = 5 HHE
ZHTTND O%H?XAﬁkkwo%%@ %ﬁ%%zf\:®%@%ﬂ¢#5
BIZH DG OFIEZ E R %G & T 572012, FEERIL as LELITIHET
Wh, ZOLET, BHEEPED LV S I~ DDORERZOHEEICH L TAERT S &
VD RS, oD EREE BT TV D LW IHIRA T ARTHEICOR RS TS &
E2 D, FIT, —CHD ZOWZTNEEHREX D DILRES ., BT 4058%
IS 8 5

(6) “(...) As I say, it was a very cleverly planned and well thought out piece of work. (...)’
(Agatha Christie. Death on the Nile. p.355)

MB6) 1%, K x  REFEROREFTFATHD I A T L ZDRFFEDONEZBOR L TWT,
ZDZODHFEEZ —ODED DGEFETIRA TWD, BB, BiET 5 £ S22 D5m
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T, B EZDONK LD KL TVEHFERERLTVD, RHEMRIT it LT TE
SNTERITE Z o7 HRFEZ LR LT, 1205 TEATEL] LW L H7RY
HZERTLEIMEMERLTVD EMIRTE 5,

(7) She paid for it with plastic. As the clerk ran the card through, she picked the tags off, and
put the parka on. (John Grisham. The Pelican Brief. p.145)

MBI I1X, MEE S GHOH T ThbH, 7y MI— FOFSLZIEENHESL
TWaHEIE & lifLE & > TRX—=T &2 <HF D NN Darby @%M’E%—o@%ﬁm@
HCIZTER LTV D E T 2MIRNARETH D, t:otm%$%ﬁ%ﬂM’
—ODOIRRLOTIER L, ZODOFRBEARM ST 572012, RELFEERNZ DSHEIC
:k%ﬁﬁbf%@%mf@%ﬁ%ﬁﬁbfwékﬁéﬁﬁ#mbiofwék%
ZAHTENTED,

3. as ATERID KK

3.1. [H|&HIX| & LTo asHiER

SETOBEND, as AITEMOE R FFOREAE ST T 5, as XEHWTHESL
KT RIPXZI LT, RELFEKIT, Hx OFRPERT L25HOFELHRIED
IHCHEEEZFHSIT TS, LT, ZOHEEBAEORHE L 2 55HOFEIEIL, as
LEIT Lfﬁ_réhf\;@%ﬁﬁ@ﬁﬁf IRATCEZ > TW5, #7920k
%%ﬁE%ﬂﬂﬁ#éhﬁﬁﬁﬁﬂ 272D LB 2D, as SCIE, i OFE 28 A4
LEWE D LT, BT A E D D —OOFEEE L TEATLIHELH > TN D
k%iéo:o@$%i\hﬁéMt Grii DR EME CRBEED [—EICRD | K5
Lo TNA,

as ATEA A2 ARl (B0 & U CHRET DR, JBfTarge, £ (2002) TRtk S
2B LD IE %%ﬁﬁéowmemm®ﬁﬁi® k%@ﬁ%%@mi@—ﬁ%
PLUFIZRT,

T7hbb, REEZHE (N) OFARICEWTIHOFEG 2R 55848
ThHbd, LN T, @Xﬂfﬁéhéi X, COHTNY S NnEERE
THoT, BiFSNDHE5DOREICBW TR LEFEHEORMETH 5,

(p. 248)

IO 7 N—TDHNE, BIFEORITIRWDH HRFSITRSL LT, Z Ok
WRBARE LTIFEL, TNEEENBIRGERE LTk R5 2 ThH D,
(p. 248)

(1) o THIERIT I PO Z 2B DA F T, T O IR O HEEE

WALET D00, (5) Thd, IR\ OWNRD EBNL O TH 5,
(p. 96)
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ZDFEZIFITI - T, as AIEMZHGE L E L THET DITIFIRO = D>DEZ DL
BThDH, OBUTHEIT L TV AGBHEOFE , QRBEEERDEOGEICND Z & (REL
FARDOFAE) , OIRATTER SN TV DEER DG OFIE, YL EDOEFHE T as gIEHA O
HESUIRD LS ITHETX 5,

FHITRIL, R+ 25EE L LT, BATCTHEITL CWAHFEDIRNZFEFH L., as X
EWV) FEEN L CZOBREORRZERMICHE LR LTS Z 2R sE 5, Bl
B, ZHEEF, BB L TCWBEIED NEBALE] % as LITEH T D REAEAEH
WTHIRT 5, ayif%ﬁéﬂt G DL, ki T D& ZOBmIZEY A A

H I SmI TOOFEREEY [RICRDS ) FEEOIDIELTNS,

PLEIE, RELEARN O®$ Ex [—FEICRD ] TmDDAT v I HBEATRERE L

T, Al BB O AT L LTHETIHIEODOET LV TH D,

3.2. TH&x) & [BHE] OFR

RIZ, FmPRAIBAMR O bbb | TG | OIFIRO I /MR L THRETT 2, %’
BRI L7 L 912, as UL, RETEEDGHEICE L CERT 2 HEAZEGET 572012,
mﬁ&?é%ﬁ@%ﬁ BIG ., T L CWABIEORN & W ) G E 2 HErT D%
BEFD, TLT, b9 —DOD0FEBEZEATLHZODO, ZOHGmEr~OBKIE L, KT
£%®WEA®E@M%5&®% IFROGHELRIBAR N B 5,
(8) as RIER O SCHRE= i OREE D FBHN

FHEENBEHOFEZRHR L T, BH~DOBEEZERT S Z LT, as IRRTE
RN NRRAL T D 72012, B L 7o TG, 2O i, FBmER e LTk
DXL TRTZ <E75§“C‘é’< Do
9 [ [=FE] + [Hm] ] + [k

HEEDO LUV T, REEMRIIHHOGELZ TR L T, To%m & EIZEERT S
ToODHEEE [ D A FIT o TEONEXRE LTS, ZOFED=
0IFE, A FENEERE LML TS Lz D, B ol [FE] + [Hin] ]
< I+ [BHE] OFRIE, ¥EFELNVTORRTIRICE > T, HEEZBET S as L
DEWRNELGIVEELC, GEOEHR] 2Z2nBaEke L TRET 52 ENAAIKRT
HoLHFEERLTND,

4. as BRERIORFISHT
KIZ, as LD b I —DDHA T ThD as hiBEMOWM L AT 5,

(10) “The murderer must have crept up behind him, swung the chopper once and brought it

down on his head as he was bending over.” (Agatha Christie. And Then There Were None.
p.185)

T (L0) 1XBEICAE U= ANFEICK LT FDRKR AT A8 HE THh D, 2D [FE
RoRK ] &V ) BRI RICIEE S WG 2 BB RN B 2> T 5, BRI
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1%, TEE DO —B | (2272 N5 — OB PFER L L THIZ O > TV T, ZDIEIT
FEolRILE LT, EEFOERBORE) Z2EOFKNE LTEE LTS, 22T
D B % as BEROESUCILET HRMA M 5 L, TATTHXE%kT 5 as
XL EMMB 7D oD OMOERE IR B 2 D HEFR D 7 1 ' X & AR
HIENTED, T, 0 bhbsd, RETEEROHEW Z2E0E L TnD,

E7o. ABIA0) THRATXO O TREIND HEOBIENIEED | L0V ) EFEOEKRN
L, as SLOEITIENETHEGHOBERNAE L FE L TWDE NI 5, RO A%
AW THRATIID R T EEIZ OV TR 5,

(11) *John collapsed when he was jogging around Ohori Park.
(12) John was jogging around Ohori Park when he collapsed.

(1) & AAEI(12) & oxtien b, AF1(D) TiE, (i) LI RENLER
na M@ LWV ) BERENAEIC, when LR TREND [HITLTCWDEIX | OF
BENEDER > TOWTARBERTH D, HATIEL L FEER L, TOEKZIC [
T 28EEOFE] 2B LIE, GEINTCERNE L REERRNERET S 2
b, L, ABI0) 1k, BRNZRGmOERESOMNET 5 28T
2, MEO LV TTOOFEEEFFEEEZ T, TOBMRMEE /R T 2R A ATHET
HD, TDHE, as BIERIORE SR WFHEADNTFEN OISR > TL b, £HT D&, HAT
LIFXEMEOEBEZFFSZ L1270 | as XHEENELOEBIEZFAAAT |
TimERRIBItR 2 R 2 2 LN ATREIC /e > T D, FIS, MREE LIV OBLEND B D
&L AT TR SN RORBELZFEE ey 7 & LT, as XTHRER SN2 308
ANITAL N THDLENWIFRNTX S,

(13)She shivered as she remembered that cold clammy touch on her neck. (Agatha Christie.
And Then There Were None. p.230)

MBI(13) TiE, MAREZ D] &V R 2 AR LIZRKZ TURTOREE] 12RO %

Heim a2 R LT D, ZORRIZET 2804 & BEICET 280 & 2 BHRAIZ 72 <
HER R EENEZ L LEE D, L, 2O o0HEEE R TS, K4 BEEE
B LT, wHMBEREAHGR T2 ZLI3BES THD, DED ., AT E as XD HD
X, —o0HERE L THEREZ S 2ETH D, RITKIT, “Hoo0HEx
[—fE & 72T ) Hr2 T 57 nEATHD, £z, BRL72& 912, #EEL~L T
X, AT E My 7L LTas XEZDIAL METHRRGATEREE LTEZLD
no,

(14) ‘She was asleep—there was no struggle—the murderer crept up in the dark and shot her
as she lay there.” (Agatha Christie. Death on the Nile. p.170)

MBI (14) TIE, BEISE Z 72 RN &V ) FRAFE-EIC > TV 5, BRIIZIE, [
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Teivle ) WO FEROFRENGHER LT, THERY ) &) FREEZ DRI & 3 2% 5m b
BIBIRRMN AR D SED Z & AR LT 5, as UL, BIADF B she was asleep & [7— D
R AEFRL TS, she was asleep [TEFED [FETWND| EWOEHWED X A T EFK L,
she lay there | EFHEDOXGD [EZITWD | ONEWVWIGFROFHREZRL TVD, 18
TEBS7) LWORRNGHRRZHERT 525G, ZOXRD THERCA] &0 5 R
ExPOLICE 2D L FRICA L TR ZFET DH#HmOE T OBLEN G| as UTHE
B REE S T2 RELOFRHEENC 72> TL %, BB, ZORITTHRED KA
EWVOIRILTIE, MEEHRERTREEM -7 as XTHEERT 2528, WYIRIN %
FrET 2890 0IZR>TWD, fE-> T, BEHORBL L ZELEZX T, as XD % she was
asleep (295 & RARIZ/ D, 54 F THRETL TE 72 as REE O SCL, imElRBIfRD
LUV THATH —DDFELE LT as XaEH I —DODOFEELTDH, —OOHFEEDH
BPRELR, oF 0 TEER-JFRIK) OHfesms T 2 RN T 5, £ LT, RIERN
1795 Z 0RO 7 v A THW O TH Y | ZOREFR E L COHW SO R % Hit A
WLz ENTED,

(15) His name was Herschel, and for two years the family suffered as Herschel stalled and lied
and bungled the case. (John Grisham. The Pelican Brief. p.117)

MBTAB) 1%, B ORATHEF & CEAESE LICHIF SN 2RI 2R T 55 TH
Do FATH ZFELFAH LD 2T, as XOFEEEL S O —DDOFEFEL LT, fRICK
TORKZRFET DHERDO AT v TR EFENTND ERIRTE 5, — 5, REERD
FREICH T DIRA T L - TE BIOFRBATRETHE H D, DE D FITXDOERNA
B bty 7 LML T 2D A FOFRS T AT T DM eNE 2T 0 [
Mo ELTEDIE MR L] MIZ as XEM->TVWDLEWI AT TH D, FEITX
DEMBZEZ T, HRTHDHLDORIANEORRIZE L T, ST A YRR
G RAHTET, ZODFEEZESZoNTEO LT 2MRATNTEDH, ZOH
HOTOPREZRELE LT, £Oa X M) as LOEHRAR & L THEHAEICHEOR &
NHEBERD, TONBGIZTE TR, #Ega L WD AT v T o722 W EEHFRN R L5
bl as LN & LTIRAT 2 0ENDH D, L L, BT XCaRELBHL T,
O —OOFEREE ORHEMEZ RO H LT FmfkiddeEa & LTEET 5,

5. as RER DK
5.1. DHMWSC] & LToas kg

WIZ, AR (2002) DHWT L O EF B L T as REM OB CORBERET 5,
LA TFIEARH (2002) DK LD EFE & F DEILO—ETH 5,

—J7, T8ENTFT=2) ORIV, T2 %, gINTTHY £ L&,
DS DIL, DFED, SRHxFETEE LTHRY BFT, T8 &
BV, TNCHTLZEZRNRLE0HWE LT I THY 9,1 Ll
T5 (Ehwz, EFITIINEZHWCLEES), (p.63)
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O KiTmzv, HERITALY, (p. 93)

HARUE 72 @I ST (1) THEERII L) Ti, Aoxtg THiEk) #FjEE LTHLY
EFTC, FRIUCKT 2EIER, CORNRDEBTIERL, B ETHNGE
TeHERE LT, oW R FHERE DT AT OHETH D,

(p. 95)

EZAM, TR E, FEE DR L2 BIER R CIE <, mEICRAT
L7-FHRELE LT, TOFEDO RITREZ o720k 0LE OFRGRTELY ST TARGRT
%, EREZEB TSI ED D, (pp. 248-9)

ZDBZFIZH - T, as RERIZ W SCE L THRET 21E, RO =ZS>OEEZEN Y
EThD, OXITIFROERHBEMNTH Y, BIEORNERET L LICLDE
BIEOT G-, @as LH LR OERBHENLTH Y | AiteRM & L COEBIEOF 5, O
FER-IRE ] &9 GBI REfRICH] o 7o 2 Y e HEGm O BE, DL EDEHE T as %iE
R ORESL 2 LA FORRICHETE 5,

FHEMRIT, “ODOFREEE 2 FEL L TR#ET D, 2F 0 BEOBEMBMIFE SN
oA E & 2, BRI L~V CE OB LA HIWT T 5, BARRIICIX, AT EOR
BiEZRS, DEVHEETHLIMIE LT, as LHFETHLHZEBMETHDL LW
I LEEAHEE LTS, BTN FEETHDH7-DITIE, as LOFENRME/RFKMT
D ENIFHIALEI 2> T, TFER-EK ) O HEwmo 7' v X 2 8E4
L. Flo, HERO T BB A HERLERONE LTI LT O X THIZ BT 272D D
FEIZL 2> TV D,

5.2. [HIWrsC) & TBE] OF#R

as BIEMR & HRAVIZ, as BEATIX, HEOMFE] 2R LR L LTiEX
TV ERIRTX 5, as %EMIT, —HOOFERE TR S - mEM O BMREHRT 5
ZEICEANDH Y RELEEDEENIC TG 1S/ &0 ) &, bl T
T, Wi & FHEE OBRO KRG Z RO X 5 I L L TRT,
(1e6) [=Fre] + [FrE [Hm]]

WK (16) T M= [Bm]]) oRRIT, BEEOROR THEENLTHmIZESG T 53
RNRBLFMRIZE o THEN TR, TafbLTIRZOGNTWS Z & E2RT,

6. BERICTL D as FTER & as HERIOxF R
BKEOMSE LT, as g L as BEH L DBENIZHOWTHRHT 5, £4xDET

IV ORERE A% LU OFK THitbd 5,

F1. asgiEM L as BEMOXHEE
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HH as AER as & ERY
1 | RELFEROFAELE O GEGHR | KB EMRITFEICE T 5 5m B L%
DI IR
2 | [[=FRe]+ [HmfEd#] ] + [FRE] ] [Fhe] + [FRe [Hmih]]
3 #Hefoi T D L OEE FAT L DOBE
REFERIIZOFRL—HIC) | REERIZTZO0FEEL oz
RTW5 &l LB

HH LIWCEALT, REEERBEDPEOROGHEIZWD Z &Y as ATESR ORI E T
IIMETH D, —F, as BEATIX, BEOEBEEZFFO ~DOFEEOMIZH 5w
BIROAFAEIC, RBLFKITER LTV D,

HHE 2IZE LT, as AIER ORI, BUROGHEICRELEERDIND &0 FHfETD
HABETHDHZ LiF, FWVHEZZEZIUL THEICRE S V2] SR ORHEZ i 2 T
HEBRDHIENTED, —FHT, astREBTIL, “oOFENKRE (KL T—D
DZ LB D LB X, TORBELRELAIBROBIEDOIEY FHBm L TRLTWD,

THH 3IZBE LT, as BIEM TIL, ®%Hid 23003 as CHEA L2 E OO TR
AL TWLBIDOFEZFR L TS, —F, as RERTIL, AT30L, FEEZBRD
DMICEOBEAEZ GO LIRS 5 Z EBARETH S, £ LT, BRBEMEEN LT, %
fed % as & OmBAIBR AP RT 28EE LT, B eHimnitbn s 2 &
2725, ZOHRmO 7T a v A HOOFEOBEGRE R LI SCOFEE 5,

HE 4 ZBAL T, praf TREHE] OFEKRIZ, SF THRETLTEHmE2 2825
2, L) RELEROFER DG T L0 FEWIHENBIA D Z LN TE D,
DFED | as BIEMOFESLTIL, HEEARN —>OFREE [—FICHATWD] RFEL
T, as BREHMOHE L TIX, RIEEERD —SOFEL O L AT BRI
D2 LT TREE] OIRZRET D Z ENAIEEIZR D,

. LD LEESBROFE

ZOELROHIE ST, B as A Ete OB, OFEV as BIEM L as BE
RO TRELSND TFIRE) ORWKEZ EHSFHT 20 Tho7z, KOS T
T 2O T <, HEEOBE] THAT 2 a2 et L T & 7o, RELFEKRD,
BOROGHCTHE LG E DY ZE 9B L TWANEFLICEZD & Hmm ot
TN B BDHZ EERE L,

WRIZ, A FTELEL CEX MmN AZ FZZET 570007 — R E LT, &K
DRI TEBRORMERVE L Loy, —FRIZ. BAGEL OB RTH D, AT
IR 2ETMESCT, 55 LR CHE 2 7 DR A TCORIHE O ANV Z 03 2
L7370 EORBEERGETT 2 0E R H D, “FKBIZ, as AlEMR - as BER O H B
DHEIEGTH S, BAERMIZIE, 5IHIEMRD Agatha Christie TIEHK 65%7% as BEM TH
V. Jeffery Deaver TIIH 75%7° as B EHM TH 5, John le Carré TIXH 75%Th
%o BIHATESIIHEE/ NGO 3 BFIZIRE LTV B 25, 5. BRI, ERl. /EFEZED
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BT I =T TCa—RREHWEHERNNLETH D,

R, PRI, TR A T 4 T A — I —DEBOES T 2 NE L T 5
ﬁﬁﬁ%\H%=\y?%ﬁﬁ@#%@@%ﬁ%%@4y7j~vyF%EKOPT
ZDO—WlaoH T 5, LTORBNZEL TEEANDORA T 4 T A= —IZEM%Z LT,

(17) Mark walked around her office as she read. (John Grisham. The Client. P.130)

HERMHEBE T =2, —2HIZas AiER & as BEAOZN LT3 L THIZ O E A
BATZW@EY O A T OINIET 5305, ZDHX as RIERL L as HES & OB
IRFIER TH D, ZOHETLEY DX A FIETEMTH S LRIERH -7, (L.
MORBNZ L > THIRBEN ARG ENER ST, as AIiEM, as BEAMOK A
DOLGENIS CTe b2t T 2 BN H 5, TAEREVICE L T, as ATEM T, £
i (focus/prioritization) 23 EFHI DO LT H Y | as INRTHEBOFRE LT, MRIND
BN HDHENI TR N THD, —F as BEML, EENFREOTEH O S
AN HDEa X P LTS, ZOMROIELIL, MiLd as XLV EHOLIT
BERbHLZEERLTND, !

e
VR TUN T SER AN ERE R HE . Dr. Adam Hailes ~OFME (FAE: 20244 11 A 6
HEZFomZ: 2024411 H10H) I2X5%

23 3k
BT (W) (2018) TSRO E a3 o= — a ] B, HA.
i ExgZ - ILBLER (fF) (2020) [RRFIERET 11] O> UERE, B
—JiEEE (2009) [FmEE 2 APF9] NHK HHRR, HOR.
FRHEAT (2002) [THAFECEORME] O>UER, HA
ﬁﬁﬁﬁ(mw)W%ﬁ%%%b#%%ﬁﬁa#ﬁjﬁM/74Tiﬁ B
PPASR (2016) [T 4 M vy aZ A vigBirdim®s] 25l

BRI S, .

PR (1985) [ HE SO RS, Al
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The Simile Expression (as) ADJ as NP as a Construction: A Case of Constructionalization”

Rio Takagi
University of Tsukuba

Keywords : equative construction, the simile, constructionalization, construction grammar

1. Introduction

As ADJ as expressions, as in (1), are often used to express that the subject referent is “at least equal
to” (Huddleston and Pullum (2002:1100)) the referent of the noun phrase after the second as (hereafter
NP») in the degree of the quality denoted by an adjective (e.g., Bolinger (1972:28)). The form-meaning
correspondence is called the equative construction (cf. Rett (2015)). Thus, in (1), John is at least equal

to Bill with regard to age. As ADJ as expressions can carry another meaning, as shown in (2).

(D) John is as old as Bill. (Ando (2005:568), with modifications)
2) [. . .] the child was as light as a feather [. . .] (COCA 2003 FIC)

Example (2) indicates that the child was very light by comparing them with a feather. This use, the
simile, indicates that the subject referent has a quality designated by the adjective emphasizing its degree
by comparing the quality of the subject referent with that of the NP, referent (Moon (2008)).! Kay
(2013:37-39) states that as ADJ as expressions that are interpreted as the simile should not be seen as
specific instances of a construction, but as a “pattern of coining” because they are not productive. Given
Kay’s claim, the simile may be considered constructs that instantiate the equative construction. However,
differences between the equative construction and the simile have been reported (e.g., Otsuka and
Nakajima (1982:1114), Ando (2005:568)).

The following question is addressed in this study: Do the simile as in (2) instantiate the equative
construction? This study claims that a different construction, which subsumes simile expressions as in
(2), exists. It is also argued that some instances of the equative construction were constructionalized as
the simile construction, existing independently of the equative construction. Furthermore, it is
emphasized that the abstract simile construction, (as) ADJ as NP, exists as well as substantive simile
constructions (e.g., easy as pie, light as feather, black as coal).

This paper is organized as follows. Section 2 overviews Kay (2013) and presents the differences
between the equative construction and the simile. Section 3 provides a brief introduction to the concepts
of constructionalization and constructional change (Traugott and Trousdale (2013)); these concepts are

then applied to (as) white as snow to demonstrate the development of the simile construction. Section 4
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concludes this paper.

2. Previous Studies

This section provides an overview of Kay (2013) and the differences between the equative
construction and the simile. Before reviewing Kay’s work, we see what is meant by “constructions” in
this study. A construction refers to a pairing of form and meaning and “the basic unit of grammar”
(Traugott and Trousdale (2013:3)). In addition, following Goldberg (2006:5), we consider any linguistic
pattern to be a construction “as long as some aspect of its form or function is not strictly predictable
from its component parts or from other constructions recognized to exist.” We also adopt the following
part of Goldberg’s definition of constructions: “[Platterns are stored as constructions even if they are
fully predictable as long as they occur with sufficient frequency” (Goldberg (2006:5)).

It should be noted that Kay’s (2013) definition of constructions differs from the one in this study, as
Kay takes only patterns with high productivity as constructions. For example, English speakers can
produce and understand the expression red ball using knowledge of the meanings of each word, red and
ball, as well as a pattern that allows adjectives to modify nouns. Speakers do not have to memorize the
expression red ball as a whole. In this case, the pattern that allows adjectives to modify nouns should be
seen as a construction (Kay (2013:40)). Conversely, Kay states that, if speakers only know the meanings
of easy and pie, as well as many other expressions in the form of A as NP (e.g., happy as a lark, dark as
night), they do not understand that easy as pie means “very easy,” and they have to memorize the
expression easy as pie as it is. Kay argues that the pattern A as NP with the meaning of “very A” is not
a construction, but a “pattern of coining,” because it is not productive (Kay (2013:37-39)).

As Kay (2013) observes, just with the knowledge of the A as NP pattern and the adjectives and noun

phrases used therein, one cannot productively create new expressions. Consider the following examples:

(3) a. What a healthy baby, strong as a horse!
b.  What a healthy baby, heavy as a truck!
(Kay (2013:38))

The phrase strong as a horse in (3a) denotes that a baby is very strong. However, the phrase heavy as a
truck in (3b) is unusual—though comprehensible (Kay (2013:38)). Thus, just because seavy and a truck
are respectively substituted for the A slot and the NP slot does not make the expression meaningful. Kay
notes that new expressions can occasionally be created by analogy, but they may only be used once. He

states that the following example and its context are “self-conscious, literary usage” (Kay (2013:38)).

4) She selected Goyescas. The music was sure as a swing in high summer, to and fro, light as

racing over a sunny lawn to the blessed shade under the trees. Up the garden path and a

frisson of unease (Kay (2013:38), underline mine)

The phrases sure as a swing in high summer in (4) is used to describe the music via an impression

designated by NP». It may be considered just a nonce expression.
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Kay (2013) also observes that there are some differences even among expressions that instantiate A
as NP patterns. Some expressions can occur with adjectives in either literal or figurative meaning, while

others can be used with adjectives in both meanings (Kay (2013:39)).

(5) a. hotas a firecracker, cold as ice
b. hot as Hell, cold as Hell
c.  Our best shooter was cold as Hell tonight.
(Kay (2013:39))

The expression /ot as a firecracker in (5a) conveys that someone’s play is great in the context of sports.
Similarly, cold as ice denotes someone’s indifferent nature. The adjectives in these expressions are used
in a figurative sense; they cannot be used to express dimensions denoted by the literal senses of the
adjectives. For example, the expressions in (5b) may be used to describe the weather, and the adjectives
designate their literal senses; that is, the degree of temperature. However, the phrase cold as Hell may
also be used metaphorically, as in (5¢), which expresses the shooter’s poor play, although kot as Hell
cannot describe a shooter playing well (Kay (2013:39)). In addition, as Kay (2013:39) shows, some
examples of expressions that instantiate the A as NP patterns can appear in the form of the comparative

degree, as in (6a), but others cannot, as in (6b).

(6) a. bigger than a house [big as a house]
b. *happier than a lark [happy as a lark]
(Kay (2013:39), slightly modified))

If, as Kay (2013) claims, the simile were not a construction, each as ADJ as expression that is
interpreted as the simile would be constructs of the equative construction. In fact, some expressions may

be regarded as hyperbolic examples of the equative construction. Consider the following example:

@) What a healthy baby, strong as a horse! (=(3a))

If speakers know the meanings of strong and horse and the equative construction, and if they exaggerate
a baby’s strength, they can understand sentence (7), although a baby’s strength is not equal to a horse’s
strength in real world. Furthermore, as shown above, Kay states that some expressions can occur in the
form of the comparative degree; thus, the simile is associated with comparisons.

However, previous studies have indicated that there are some differences between the equative
construction and the simile. According to Ando (2005:568) and Rett (2015:40), adjectives in the simile
always indicate qualities denoted by their lexical meanings, whereas those in the equative construction

do not have to signify qualities. Observe the following examples:

®) John is as old as Bill. (=(1))
) [...] the child was as light as a feather [. . .] (=(2))
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In (8), the adjective old does not necessarily indicate oldness, but indicates age: John and Bill may be 4
years old or 80 years old. Note that, if we use an adjective that signifies the lower end (e.g., young) in
(8), it must denote qualities; that is, John and Bill must be young. In other words, adjectives in the
equative construction can denote scales. By contrast, in (9), /ight does not signify weight, but lightness;
that is, both the child and a feather must be very light. Even if adjectives that denote the upper end (e.g.,
heavy) occur in the simile, they also indicate qualities, and not the scale.

Otsuka and Nakajima (1982:1114) and Hashimoto (2003:37) remark that a verb phrase can occur

after NP, in the equative construction but not in the simile, as shown in (10a, b).

(10) a. My brother is as tall as John is. [the equative construction]
b. * My brother is as tall as a giraffe is. [the simile]
(Hashimoto (2003:37), slightly modified)

While is can follow the NP, John in (10a), it cannot occur after the NP a giraffe in (10b). They also
denote that the first as is obligatory in the equative construction, as in (11a), whereas it is not in the

simile as in (11Db).

(11) a. *John is tall as my brother. [the equative construction]
b. The idea is (as) sound as the axioms of Euclid. [the simile]
(Otsuka and Nakajima (1982:1114))

Given that there are differences between the equative construction and the simile, as observed in this
section, as ADJ as expressions as the simile should be considered a construction. The next section shows
the development of the equative construction into the simile construction adopting the idea of

constructionalization (Traugott and Trousdale (2013)) and argues the existence of the simile construction.

3. From the Equative Construction to the Simile Construction

It can be hypothesized that the development of the simile construction causes differences between
the equative construction and the simile, as shown in the previous section. To examine this, this study
applies Traugott and Trousdale’s (2013) concept of constructionalization; Traugott and Trousdale
discuss language change from a perspective of construction grammar, and propose
“constructionalization” and “constructional change” (Traugott and Trousdale (2013:22, 26)).
Constructionalization is defined as generating new form-meaning pairings (i.e., new constructions); that
is, changes of both form and function. Constructionalization is differentiated from constructional change
in that the latter only involves changes in either form or meaning of a construction: Constructional
change does not create new constructions. Constructional change brings about a mismatch between form
and meaning encouraging constructionalization; constructionalization also promotes further
constructional changes. This series of processes occurs recursively (Traugott and Trousdale (2013:22,
26-28)).

Based on the usage-based model, Traugott and Trousdale (2013:2, 21, 196) regard changes as
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“changes in usage” and presume that changes occur in context. To illustrate this, consider the following

example of a lot of:

(12) said he, [ understand you sell Lambs at London; I wish I had known it, [ would have brought
a Lot of Lambs for you to have sold for me. He told me he liv'd at Aston-Cliston; I said that
was a pretty Way; but he said . . . The Butcher could take but few at a Time, and he wanted to
sell them all together. (1746 Trial of John Crips, t17460702-25 [OBP]) (as cited in (Traugott
and Trousdale (2013:210), underlines mine)

Traugott and Trousdale (2013:23) note that a /ot of, used originally as a binominal partitive indicating
“a part of,” had changed into a quantifier. In the development, a /ot of in (12) could be regarded as “each
unit” or “numerous;” that is, the butcher could obtain each lamb singly (few at a Time), but he wanted
to sell a group of lambs (all together). Here, the pragmatic inference from the partitive reading to the
quantifier reading becomes foregrounded. After examples such as (12), a lot of came to be used solely

as a quantifier (Traugott and Trousdale (2013:210)).

3.1. Diachronic Data

Before seeing the development of the simile construction, we observe diachronic data of the equative
construction and the simile. As shown in (13), Ono and Nakao (1980:349) denote that examples of the
equative construction had already been attested by the ninth century (i.e., Old English (OE)). Using
Early English Books Online Corpus (EEBO), Takagi (2023) states that examples of the simile had
appeared by the seventeenth century, although her investigation is limited to specific instances, as shown
in (14) and (15):

(13) ba waeron fulneah tu swa lange swa ba odru
“they were almost twice as long as the others”
(Chron A 90,15 (897))(as cited in Ono and Nakao (1980:349))
(14) [...] wherefore, the weightiest parcell of that which you lay in for the popes patrimonie, is as
light as a feather: the next, is somewhat lighter [:] (EEBO 1584 The summe of the conference
betwene lohn Rainoldes and lohn Hart) (as cited in Takagi (2023), underline mine)

(15) [:] yet the remaining mass, which amounted to a good part of the mixture, was not onely

opacous, but as black as coal, is some places looking just like polished jet; which is [. . .]

(EEBO 1666 The origine of formes and qualities, (according to the corpuscular philosophy)

illustrated by considerations and experiments) (as cited in Takagi (2023), underline mine)

The expression as light as a feather in (14) denotes that the weightiest pack is very light, while (15)
indicates that the mixture has a high degree of blackness. Of the simile examples, (as) white as snow is
the earliest attested (Takagi (2023)).

Takagi (2023) identifies the earliest attestation of (as) white as snow in EEBO as 1480. Based on an
investigation of The Oxford English Dictionary (OED), Takemori (2022) argues that the expression
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came into existence earlier, namely during the OE period, as shown in (16) and (17).?

(16) Hys reaf waron swa hwite swa snaw [Latin alba sicut nix].
His cloak be PAST PL as whiteas snow
“His cloak were as white as snow.”(OED, OE, West Saxon Gospels: Matthew (Corpus Christi

Cambridge MS.) xvii. 2, underline and translation mine)

17 Do pine hand on pinne bosum; pa he hi dide on his bosum, pa
Do your hand on your ACC SG M. bosom; then he NOM do PAST SG  on his bosom, then
brohte he hi ford hreof[l]e, swa hwit swa snaw [L. leprosam instar nivis].

bringan Past SG he M.3PL ACC forth leprosy, as white as snow.
“Put your hand on your bosom, then he put on his bosom, then brought them forth leprosy, as
white as snow.” (OED, OE, Old English Hexateuch: Exodus (Claudius MS.) iv. 6 underline

and translation mine)

Example (16) indicates his cloak’s high degree of purity, but not its whiteness. The expression (as) white
as snow is listed under the entry for white in OED as follows: “In similative and comparative phrases,
sometimes hyperbolical, and frequently with connotations of purity, esp.” (OED white, phrases., 1).
However, (17) describes their skin as being white because they have leprosy. The existence of examples
such as (17) may suggest that examples of the simile were attested in OE. However, these examples may
have been sporadically used as nonce expressions. Thus, the simile was not considered to be entrenched

at that time. Therefore, EEBO is used in this study to investigate the development of the simile in detail.

3.2. The Development of the Simile Construction: The Case of (as) White as Snow

This subsection examines the development of the equative construction into the simile construction
with special reference to (as) white as snow, attested as the earliest simile in EEBO. According to Takagi
(2023), the first attestation of this expression in EEBO cited in (18), was in 1480.

(18) [...] &;said thatther shold come a goot out of Carre that shold haue hornes of sil  &;
[...] and said that there should come a goat out of Carre that should have horns of silver and

a berde as white as snowe [/&;]

a beard as white as snow [. . .]

“[ .. .]Jand said that there should come a goat out of Carre that should have horns of silver and
a beard as white as snow.” (EEBO 1480 In the yere of thyncarnacion of our lord Ihfes]u crist
M.CCCC.Ixxx. and in the xx. yere of the regne of kyng Edward the fourthe, atte requeste of
dyuerce gentilmen I haue endeauourd me to enprinte the cronicles of Englond) (as cited in

Takagi (2023), underline and translation mine)
Example (18) compares the goat’s beard and snow, two white things, and expresses that they are equal

with regard to whiteness. That is, it can be considered an example of the equative construction. After

this example, the following example was recorded in 1529:
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(19) [:] Chastite is likened to bisse / whiche is a kynd of lynen clothe as white as snowe /
Chastity is likened to byssus which is a kind of linen cloth as white as snow [. . . ]
“Chastity is likened to byssus which is a kind of linen cloth as white as snow [. . .]”
(EEBO 1529, The assaute and co[n]quest of heuen) (as cited in Takagi (2023), underline and

translation mine)

In (19), the linen cloth, which is white, is compared with snow. While this sentence seems to indicate
that their degrees of whiteness are equal, it can also be interpreted as describing the linen cloth as being
very white. Accordingly, this example can be regarded as an example of the equative construction or the
simile. In the phrase as white as snow in the context of (19), the pragmatic inference from the reading
of the equative construction to that of the simile appears to be salient (Takagi (2023)).

Some examples only with the simile interpretation came to be used before and after example (19).

(20) [...] on the whiche tre satte briddis thicker than the bowes &; were_as white as snowe

on the which tree sat birds thicker than the bows and were as white as snow.
“---on which tree birds sat which were thicker than the bows and as white as snow.”
(EEBO 1486 [Liber festivalis], underline and translation mine)
21 than shall you put this quicke siluer, so purged, with the sublimat, in mixing and styrrynge it
Then shall you put this quick silver, so purged, with the sublimate, in mixing and stirring it
wel with one hand, &; so it wil become white as snowe :
well with one hand and so it will become white as snow.
“Then you shall put this quicksilver, so purged, with the sublimate, in mixing and stirring it
well with one hand and so it will become white as snow” (EEBO 1558 The secretes of the
reuerende Maister Alexis of Piemount Containyng excellent remedies against diuers diseases,
woundes, and other accidents, with the manner to make distillations, parfumes, confitures,

diynges, colours, fusions and meltynges, underline and translation mine)

In (20), the expression is used to describe the color of birds, which is generally not necessarily white,
and conveys that the color of the birds has a high degree of whiteness. Thus, it does not convey that the
color of the birds is equal to snow with regard to whiteness; rather, it emphasizes the extreme whiteness
of the birds’ color by referring to snow, which typifies white things. In (21), quicksilver is not usually
white; this example indicates that quicksilver becomes very white by mixing and stirring it. Hence, a
constructional change can be observed; that is, only a change in meaning appears to have occurred.
Although the simile meaning was acquired, the form remained the same as the equative construction.

The first as came to be omissible almost in parallel with this semantic change, as shown in (22).

(22) /and ther ben other wymmen rowh also lyke vnto the men / but they ben moche bestyall and

And there be other women rough also like unto the men but they be much bestial and

whyte as snowe
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white as snow
“And there are other women rough also like the men but they are much bestial and white as
snow.” (EEBO 1481, Hier begynneth the book called the myrrour of the worlde ..., underline

and translation mine)

Constructionalization has clearly occurred at this stage: The meaning and form have changed from the
equative construction to the simile.’ The substantive simile construction white as snow thus has

entrenched in the sixteenth century through the process described in this subsection.

3.3. Additional Evidence

In this subsection, I provide two pieces of evidence to support my claim. According to Svartengren
(1918:463), any often occurred before the NP> in Middle English and Early Modern English (e.g, as still
as any stone). Based on a dictionary definition of any used in affirmative sentences, Yagi and Inoue
(2013:255-256) argue that a noun phrase preceded by any in the as . . . as any expression signifies the
entire members, and not a specific member, of a category. Therefore, with any preceding NP, speakers
express the comparison between something and all the members in the category designated by NP-.
Some examples of the equative construction were thus interpreted compositionally as the simile at that
time. This suggests that many substantive simile constructions were not entrenched in the sixteenth and
seventeenth centuries, although white as snow was established at that time, as observed in Section 3.2
(cf. Takagi (2023)). Hence, the abstract simile construction in the form of (as) ADJ as NP was not
considered to be entrenched at the same time.

As Jackendoff and Audring (2020:235) note, some examples of the simile can be interpreted literally

(e.g., black as coal) while others cannot, as in (23).

(23) clean as a whistle, cool as a moose, fit as a fiddle, loose as a goose, neat as a pin, easy as pie,

pleased as punch, right as rain, ugly as sin (Jackendoff and Audring (2020:235))

For example, black as coal can be easily interpreted as “very black,” because a thing is compared with
coal, which is inherently black. By contrast, right as rain, which means “perfectly right,” cannot be
interpreted in such a straightforward manner: One cannot easily associate rain with rightness. Takagi
(2023) surveys The Corpus of Historical American English (COHA) and OED, and finds that that many
of the examples in (23) were not attested until after the 1800s. This leads to the conclusion that many
substantive simile constructions were established in the eighteenth century, and that the simile
construction (as) ADJ as NP was also entrenched at the same time. In sum, the abstract simile
construction established by constructionalization in the eighteenth century licenses examples whose

interpretations are not literal (e.g., right as rain, easy as pie) (cf. Takagi (2023)).*
4. Conclusion

This study has argued the constructional status of as ADJ as expressions as the simile. It was claimed

that some constructs of the equative construction underwent constructionalization to the simile
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construction, and that the simile construction was established in approximately the eighteenth century,
although the examination of further examples of the simile other than white as snow is necessary. This
study also suggested that the simile is a construction, abstracted from substantive simile constructions.
It is the schematic simile construction that licenses examples that cannot be interpreted literally.
However, as Kay (2013) states, the simile is not productive. This suggests that the simile construction
should be seen as a mere generalization with very little productivity resulting from the abstraction of
several substantive constructions. Moreover, the notion of “construction” in Kay’s (2013) sense cannot
account for substantive simile constructions and the fact that the simile construction behaves differently
from the equative construction as observed in Section 2. Thus, in line with Goldberg (2006), not only

highly abstract and productive patterns but also frequently used patterns should count as constructions.

* Parts of this paper were presented at the 42nd conference of the English Linguistics Society of Japan,
held at Nagoya University on November 23, 2024. I am deeply grateful to the audience for the helpful
comments and questions. I would also like to express my sincere gratitude to Masaru Kanetani for his
invaluable comments on an earlier version of this paper. All remaining errors are mine.

NOTES
"' A comment from the audience was that the meaning of the simile can be understood even if the
propositional content is false. The distinction between what the simile expresses and the truth value of
the propositions is left for future research.
2 The following abbreviations are used in the glosses in this study: PL=plural, ACC=accusative,
SG=singular, M=masculine, NOM=nominative, 3=the third person.
31 only found one example that could be taken as an example of the equative construction or the simile
construction. Further investigation is needed to support the claim.
* One may wonder how the NP; is brought into the smile construction with non-literal interpretations
(e.g., right as rain), even though the NP denotes a concept that is essentially irrelevant to the quality
expressed by the adjective. A similar question was raised by the audience. Masaru Kanetani (pers.
comm.) suggested that certain phonological similarities (e.g., rhymes, alliterations) between the
adjective and NP, could be relevant to explain some, if not all, of the examples in (23): fit as a fiddle,
loose as a goose, right as rain. However, a more detailed analysis is required to confirm whether it is

really relevant, and I leave this possibility for future research.
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A & W HREME THER) OEROBIICOVNT

(How the Inferential Evidentiality is Expressed in Japanese and English)

5 M (Akira Takashima)
JEaE TN K% (Onomichi City University)

F—U— N GEHE, BIOdRRETE, SRS, YRk

XTI
9%5%5: AAGED/NROXFUCIBNT, AARGEOGHEEX VT 1+ (LW, £972, K9
2. BI) OHEBRRTEDEWRNE OGN 5 RFERHI TITRE SRV E1H 5, !

(1) [HFERITEEEL &2 S7iRiE]
"Do you think you can hold it?" They were asking Harumi.

(The Miracles of the Namiya General Store)
[FRBTEET D BHEADEMS LUy, [7 X YHEEE O a k]

K TlE. RO B 5 HAGEE & FGEO/NROERF 2 FlZ, R CIREZRRDEHTERIL K
9 & LICRRZ, FEWMED THER ] OEBROIIRIE] ?ﬁﬂﬂébé LaRL, TOERNIZEE
DFLEPFAORIEDOEG W &V D HEIEREOER L L T\WD 2 L 2T 5,

2. FE#LE (Evidentiality) (Z-DUVNT

ABETIL, HARFE & RFEOFELEICBE T 2 BT R 2B 5, HAGE & REEICR T SRk
D EREZEST 52 &%, SEEAEROBLINDOA T, AARGE L HFEDO R
IZBWTHEINMAREROH DL Z L LWV 2 5, Aikhenvald(2004) (2183 S5 S REER 5RO
FETIL, ZHIE TITERA R SREICFHMEZ RIS HIER H D Z LB EfM S TE 208,
NSRBI RO SGEBERFRLSFEN N 7 Y —REN L OEMRO — LA Rk 2N &
L7128, Faaf CRHL O RBEMICERNHH Z LI LTI E Vi E o T,
HAGE L BFEDORBANT E W BLEN DA D & 2 E THRPIRIER BT 5 — AFHIBR,
BRI OHRME, hFOBEEERTHAORHEORIRDFGERWEIZE D D HAGE L FREDER L
LCET LN, ARETRET 2 MR ORI L TUIVWELR Lo TR,
ZORIBRERDO T, ARTINHOMRET —42 & LT, RURNEZ R D FFETRE
L7e%6. REUWE THEE ) OBWROIRMUIZEHORALRH L Z 2L, £DOERITD
WTEET D,
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2. 1. HARFELEFEOIAME

AEUE & 13EE T D MEN ED L 5 7 THEHIR  (source of information) | (233U TW 50
ERTEEOHNT Y —THD (cf Aikhenvald 2004:3), HEWIFOFEIEIZ)E U T, fEHLEDOFE
HRIZLA T O X ST d, Ao [#Ea (Inference) | 1R CREE & SLICHERm 2 @)
NETHOLNTERERT VT I —Th b,

(2) RO RS A

I.  VISUAL: covers information acquired through seeing

II.  NON-VISUAL: covers information acquired through hearing, and is typically extended to smell
and taste, and sometimes also to touch.

III. INFERENCE: based on visible or tangible evidence, or result.

IV. ASSUMPTION: based on evidence other than visible results: this may include logical reasoning,
assumption, or simply general knowledge.

V. HEARSAY: for reported information with no reference to those it was reported by.

VI. QUATATIVE: for reported information with an overt reference to the quoted source.

(Aikhenvald 2004: 64)

AEEDERZ E D X D ICRRT H0NEEFEIC L > T2 % (cf. Aikhenvald 2004: ch3),
TR E 2 R SOEER AR T, SRNERTH O N — OFEICET 5, BT,
) allegedly MuflZ 3 U, BFd seem |THEENNT A X 2R L TND

= Ok
ol
i

p={1l1}
e

(3) a. The author is allegedly a member of a comedy troupe and presumably was trying to be witty.

b. It seems to be a good movie.
(Cornillie 2009: 46)

—05 ., BAGEIFREWEICRE D 2 SUEM IR E LT, FEWEE X Y7 257,/ 1L0/
i9k/ﬁkwM%ﬂM\%fL%%%%K%%#é%%@&wﬂﬁ*V®§%KE¢50
ENENOFHMEE XV T 4 OFEEZFT EHDELUTOLIIZRDN, GHWEOHEE Sh
L0 TR & sl Tho (cf HARFEFLIR SUEMZES 2003: 163-178),

(4) FEUEEZ Y T 4 2B D ik
R  FHLCESHEE £
Bl) NV aDEFRERNPALRN, HERLTLEST (LW K57,
¥ OBl Bl tzob0ERT (K57 OFK) 2
) HEOBENSHE R T] FERITCATHRNE ST,
=l ST L T, ZOHERPMMENGRY AN b D THL Z L aRT
B) MADFETIE. HOJKFIIREEN LD (L2715 LW/ X577/ iz}, 3
Bd A LR
i) E9b. HRIEDE-SL2-oTWNDHI &lE, FIITEFETE WL 5 TT,
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WM fAIcimt 2 Tnh Z L EERT

ffl) ZOATVHITEEN N, EHTHORITHEHEL TS (X772 AW,
HE - PR AIEBMHZ TV AHEEREOIEERT ([(L) 572 OEK)

) a. &, WA HLEZE DT, b. BARENTD— U AP NE DT,

&1 BAFEONEES ) 71 DRAE

HE =H il Eetge #HE - TR
o7 X (+2) 2572 X X (L) 257
5L O O X X X
o O A O O X
FRTZ N O A O O X

HAGE b IGRE bAEUED THER | 2 R TIESCTFER2 AT 508, THEE] OBROIREIZ
FERNPAEL D, ATIE, SR CORSNIGEHMWED ST AN ED X I Sh
TWDDNENRDOMIRT —Z 2 FEICHTHE L, F—ORUEHE T 256 T b a0 i
RN d D Z L T %,

2. 2. BAFELEFEOLBSH : AEEORENIZOWNT

AERLPEICBE T2 HAGE &L HFE ORI & LC 3 SO T 28l 5, 3. M2

(2002) 1 7ok BEw] OBLE D AARGE & WEETIHMsEOMEMIZE LT, LT X5

2. BARGECIHBEHIZNAROICHEE GEWEE X U 7 o5 HER) &b0lckt L, ¥
IITEROEEEIC L > TR Z AW NE I DDBIREDL E W) ERNSH D LR TWN 5D,

(5) HARETIL, EFENDSEIC L - THEEIE, %mﬁ%ﬁbﬁéﬁxﬁkiﬁmﬁﬁ
ETERT DT, URIIZHER &7 5, _M*ﬂbf PFETIX, ENSEHEICE -
TR L, %hﬁﬁﬁb%é&ﬁﬁéht ] \L@%T%ﬁéhéoﬁ%
ZAVINHLR DI K\ & Bl ST, IMM'MWSW 72 E DO
w%ﬂ\it@é@ﬁbiik\%ﬁﬁ%%wé@ﬁ#%éo

($1 2 2002: 117-118)

/4N Awm%a b (2004) TITNATIREERELO — ARRHIFINCFELE B 5 2 & Ak~
TWD, AARGEICIE, BREOXE, & 2R TNAPRERILO ARG N 5720, ACO
Wm% %ﬁiﬁﬁwﬁfiéhé# TR E AMEFEOG S IXEIE O TIEAR SN
LK%, ZOH, MBFEOHNRRELZRTHEILEORME 25 kENSHMI L2 &
%%#ﬁ%ﬁ%rﬂéj%ﬁféﬁgﬂ%é®tﬁ BEEEIZIXZ D X 5 ZeiilfiE ey,

6) a. (R &7/ ()t 1T ELwv /BT,

b. {Iam/ You are/ S/he is} happy/sad.
() B () 1FEL (25727 (V) LW (V) BIZWE/ DR TS,
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R%IC, AZ (2005) 1E, LTICRT L0, tBEOEEZERTHE., HAETIE, SFLF
DM DNIFZ 70> THEET HT20, Eﬁaﬁ/f_ﬁb\élﬁﬁﬁ/ﬁ%k%’)@ ﬂbf HEETIL
FEOBEEZEEERRET 2EGFE EXLETHREEZHND Z b, HAGETIE, il
FORBEBEZSET 5 & XI3MFICIE L, NI FIC 729 2 TR AT A L &2RT
MR 7250 eIzt LT, BB TIME ORESCERITEER X 520 L LTH
Bahsd FERNeE) el WO ZREZRRHL TS

8) a. hADRDBATLFELIZW-T
b. Tom wants to talk to you. (K% 2005:166)

PLb, BARGE & HEGEOFMEICET 23 IR E £ L DD LLLTD XL 51275, (RS
FORBELHNAPIREEZ KRBT 2BRITIL. BAGE CILREUECEES R Z LB L L, HEE
‘iﬁ%k@é_&ﬂh%éhfiwéﬂ\U)hﬁbt O IRREHLE THER: ) OEKROA
BRI E LD BT DI TV R, IRE T, RO H 5 AARGE L &FED/INR O3
Bl Rz, AEE THER) OBBROBRMUIZENNAE T D Z L &R,

&2 : AERLEICRE 5 BASE & REBED I RIAR

A& %
D e 002) | GHIRAEILSAG = L0 | GllE LT AR5 5
9 Aoki(19%0 1 BI85 % 1B/
i (2004)
© A% (2005) SR B X

. NRRICE T D B AFE & JEFE ORI O ERRHE

EIZKE EPFROXFRO D /il (HAFEIFAE S fEdh, SREEIFIE 5 M) 2 DREMEE &Y
T4 LW/ iz 2 L. £ b DEHTICRIGST D REHEDOXHFR Z
i U7z, b8 COREUMETE & ) 7 o« OS5 B 35720, T 28R 2 &I ICIRE
L7, S Fle, BEDEFEZFOUAURORNE D JHEE LFIRE DR DELERAT,

3 | BAFEOGHEICHIET 5 RERR

RiE
HEE BAAEE At
&3 | BV | bLW|Z5E &t LR | B0 | bLW|[Z5F &t
- as% 47 | 14 | 4 | 12 |77 9% | 11 | 4 3 2 [20 3% o7 ] .
like® 23 42 7 8 80 | 10% | 37 32 7 6 82 | 12% | 162
g 47 15 11 27 | 100 24 10 8 10 52 152
purs:ii IR +toREF | 56 11 22 5 94 | 46% | 17 6 6 3 32 | 31% | 126 | 39%
iR +thatffi | 48 21 68 42 | 179 32 23 41 28 | 124 303
BIFHEL A 18 0 55 7 80 | 10% | 20 4 31 9 64 | 10% | 144 | 10%
45 24 35 28 | 132 | 16% | 88 38 90 33 | 249 | 37% | 381 | 26%
EBNEDRA 7 1 15 11 34 | 4% 6 2 12 18 38 | 6% | 72 | 5%
Z0fth 0 0 12 28 | 40 | 5% 0 0 2 4 6 | 1% | 46 | 3%
ast 291 | 128 | 229 | 168 | 816 |100%| 235 | 119 | 200 | 113 | 667 |100%|1483|100%
36% | 16% | 28% | 21% |100% 35% | 18% | 30% | 17% [100%
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F 30D, BAREOIEE X U T 4 DFFEOFFRICB W TERE TR SN LY — RNk
D26%HY . FFZHAARFENDIEFFES~OFFRIZEBNTEZNZ 30D (37%),

WIZ, BARGEOTEHWETE X U 7 0 NETERN ED L ) IZIEGETHIER S5 O GE/I i
BT D20, BARFEOFIWEE X Y 7  ITRHIGT DRFERBLONNZ — L L TE0 o7, FiE
HPEDERE R CRITF—r (F4), [FEIHESH)) CRT ¥ — (£5), &
T CTRIANZ— (£6) 2V BT, ENENONREZ =B TCHEWEE X Y 7 1 8
EOX I MAIETHER SN T T=ONERE LT,

®4  BFBOIHMEESY) 74 1SRG T 2 RBRRICHE VL TRBTHEREDBHRERT /Y2 —

B it
hEp S BAE o
SO AW b LW ZEHTE Bt SO ATWw LW ZES T Bt 5| AW b LW ES &t
HE 49 26 44 0 119 | 32% 30 17 10 0 57 | 27% 79 43 54 0 176 | 30%
AE9IRRE 76 14 19 19 128 | 34% 33 10 8 11 62 | 30% | 109 24 27 30 190 | 33%
=HE 5 2 39 26 72 19% 2 8 37 21 68 | 33% 7 10 76 47 140 | 24%
pl:] 2 0 0 0 2 1% 1 1 0 0 2 1% 3 1 0 0 4 1%
S 19 5 0 0 24 6% 7 3 0 0 10 5% 26 8 0 0 34 6%
[a= T 0 0 0 29 29 8% 0 0 0 9 9 4% 0 0 0 38 38 %
ast 151 47 102 14 374 1100%| 73 39 55 41 208 |100%| 224 86 157 115 582 [100%
40% 13% 27% 20% |[100% 35% 19% 26% 20% |100% 38% 15% 27% 20% |100%
%5 AXBOMEES ) 74 ICHBTAEERBICHV CRIFEY D T 0BER 2R T /8% —
B st
FIELE ) 3z BAZ e
3R (arun[sLn|[z32] A [L5E[arv|[sLu|[ZE3E] AF (L5 E|aEV|sLV|ZES3E] A
He 12 0 27 0 | 39 |49%| 13 3 9 0 | 25 |39%| 25 3 36 | 0 | 64 | 44%
MBI RE 5 0 8 0 13 |16%| 5 0 2 1 8 | 13%| 10 0 10 1 21 | 15%
Vil 1 0 20 4 | 25 |31%| 1 1 20 | 4 | 26 |41%| 2 1 40 | 8 | 51 |35%
HeR 0 0 0 0 0 | 0% | 1 0 0 0 2% | 1 0 0 0 1| 1%
HE- 38| 0 0 0 3 31 4% | 0 0 0 4 4 | 6% | 0 0 0 7 7 | 5%
a5t 18 0 55 7 | 80 [100%| 20 | 4 31 9 | 64 [100%| 38 | 4 | 86 | 16 | 144 |100%
23% | 0% | 69% | 9% [100% 31% | 6% | 48% | 14% |100% 26% | 3% | 60% | 11% |100%
%6 : BAEOHIKES Y 71 2 BIETRT N4 —
B )
2% A it

S N YA Y AR E el &3t R NI YA Y AR E el &t NN Y AN SN At
HE 15 6 16 0 37 | 28% | 48 10 8 0 66 | 27% | 63 16 24 0 | 103 | 27%

WK | 10 8 9 5 32 | 24% | 15 2 5 4 26 | 10% | 25 10 14 9 58 | 15%
] 0 3 10 14 1 27 | 20%| 4 13 77 16 | 110 | 44% | 4 16 87 30 | 137 | 36%
fuh 1 3 0 0 4 1 3% 2 5 0 0 7 1 3% 3 8 0 0 11 | 3%
i 19 4 0 0 23 | 17% | 19 8 0 0 27 | 11% | 38 12 0 0 50 | 13%

HE - FR8| 0 0 0 9 9 | 1% 0 0 0 13 13 | 5% 0 0 0 22 22 | 6%

45 24 35 28 | 132 |100%| 88 38 90 33 | 249 |100%| 133 62 | 125 | 61 | 381 |100%
34% | 18% | 27% | 21% |100% 35% | 15% | 36% | 13% [100% 35% | 16% | 33% | 16% |100%

At

FT. RAOAKRFBOFIEE S U T HEFETIE R TRRESh L F =Tk, W
HRRREZRHL (3 3%)., #E&E (3 0%)., s (2 4 %) DIETHEDOEIGAZ VN, [RIGIFEY
Ay, TERE) ORZ— LT 5 &, NRPRIERBLOFIRE L THW O EENZ WD
ENDMD, WIT, K5O TREFEMEYEA)) TRESWL NN —ra2BhDe, #iE (44%),
=f (35%)., WARKEEREL (1 5%) DIETHIEOEIG RN, DRE), THEE] o~
— R E THE L OFRE L THWORDEIENZ N bbb, £ LT, £6
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O MERE] TRINLHNZ—TlE, Usll) (36%). TH#HEE] (2 7%). THARKRERHL

(15%) DIAIZZVE WS FERIC &oto__fﬁgﬁ ElE, AT TR ST W
T NEPIRRER BB 721 T < THER) OMEOIIRLICERRA LTS L) 2 & T
b5,

BIRIZ, AARGEOGHMWEE X U 7 o BNHEREF L, %@ﬁm?é%;%ﬁfiﬁﬁ&ﬁé
WRE—=VNED LS BRGEITEL D00 ETET 720, HBALER] (HoD3C vs 2EE30) |
EHLEEONRRT THD, BK;@&%@%&)74@%£ﬁ&#%;@ﬁm%ﬁfﬁﬁk
b E . MoSZBITS [XH77) & T LW oHfEHENRZ WD, NoORO I
BWTHELOENEETH D Z LR D,

R7  HFEEOMENEEL) T4 Z\|ETRIBEO/NNEZ—> (HEEOHBRMERD)

_ JR1E _ st
HEE HAEE
IS | AT B LW ZEST| A | L5 A0 | B LW ZSHE| Gt | L5 | A0 s LW Z57 &t
#h D 3L 11 0 13 0 24 45 4 8 0 57 56 4 21 0 81 79%
— REEX 4 6 3 0 13 3 6 0 0 9 7 12 3 0 22 21%
R _ 15 6 16 0 37 48 10 8 0 66 63 16 24 0 103 |100%
ot 41% 16% 43% 0% |100%| 73% 15% 12% 0% |100%| 61% 16% 23% 0% |100%

4. RN L EERIRE

FHAEOFER, /INROHDOINZBNTHAGEOGHIWEE X Y 7 1 O THERE] OEWNEFED
KERBUZBWCTEIEICR 25808 D Z Enbhrole, KRETIE, #OITEHIT 5 Akt
O THER ] ICHMEORENNE LD ERICHOWTRMS BRSBTS [FHiEig & Wi
Wl OBENSERT D,

4. 1. EHEME L WER

il (2004) (IEFERFOBIUC <FHRELRE > LWV ORI EABEEL TS 2t %
A L. BAGEIXFRNCESN - KB TEEMIEE 200 EETHDLDICH LT,

£m$%%®&ﬁ%®ﬁﬁwgwfgﬁmmﬁj%%ﬁ; LTS, To—fFlE LT,

LT OFRFRIZENT, HARGE TITEHENICWAIER AN OGRED G R 2 D1 s 2 <X &
2o TNDDIZH LT, HERTIEEHIMNIGESAEZB L, 350 FOHEN L EBIHIHEED
—PHE L L COE R 2 S L“Cb\éo

9) a. EEOEWR 2L EKITDEEETH- T, ONsmERk TEED)
b. The train came out of the long tunnel into the snow country.
(RENEA NNV THTBESAY TF4) (E. Seidensticker #R)

(#h I 2011: 55)

WIRERRTIE. 20X O REEVICBIT AHAOEY FOEWE THE AL LR, 350 F&
¢¢A%®%ﬁ%@§wc;of UTFD3ODRENRHDHE LTS, FHEE E%&@%M
THEEZROIINME L L AESEOENTH D, NIEREIEZ, FEY FLEPAMIC
kT 2720, 3BV FLEPAMOFR=EITFLI R, W@A%#ﬁzé%@%mbé &
T T O TH LD LT, 3B FOHFOEREN DL I 500K AL TIX
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FIIER A ERE L 220 ed | AER A OIERFELEZ TG, BRI AT DL I
BIHICWREO RS R fE oM & 72 D,

ke | FEOF > EPAW |V TFREOETABEY bEL DI LEE

MEGEAIL | BV FE = ERAS | 3D FER A DD D L DRE

AL | BOF < IFRAM | B0 FEERAMRDND D E L0 b4

UToHo1XH TTEFLETELZKS T AEWARTEIZIZW o 72] 13570 F2ED
Ny (TEFLE—) | OTE8ZELANERMEOEXTH 525, 23CH FHEEOEWE, L
Dol DBV LIz IMER A (THFLE—) (ZEMET 51 T D ORISR GE
NLNRIE LD & 72 D,

(10) TEF LB FE K- T, MEOA FBIZE o 72, FEOGNE, Lvoi tod
WS LTz, EOMVA TFBIZE -2, iDL D bIEWIBOER, B5< 051k,
FEROFL LIEROBOTER, KICh 92> THEMB T 5, SAOBREE S, B
& B> Tz, ONSEERE [H540)

3 LZESg e

)
e
=8
« 0 N (O TET Y S (0 sy
(= .
“&' ESl
[3)

T B b RN T

(FEAS 2014:195)
1 @ AR S L & NEYEE AL

Y

g1

ENERETICR T 2 FRITIE L WRER ISR 2Bk 2B ET 5 L. HAGE L D
WIFLLFO XS BRI S 5 LIRET HZ LN TE 5,

(11) FHHREHIE & WpEam OB

HAGE : TEHMFEREITEN IR OTHIUE, 5B FIXMEF AMIZELT 2 EA VA58
<. LSS NIESIERFEN 5,

BEE KENFEEENFEN DO ThILL, 580 FIXMEF AM L ORMEDEE VD35
<. IR 2 A S b I E D,

4. 2. MELELIBROERIEBOER
NROHDNZIBNT, ARGEOFEHIWEE X Y 7 1 @ [HEE] OEWRNEFEDOXICRKBL T
R L 22 55 5100F, (1 2) 1R TEH7E) AL BEOAERTHE (FIERGES
il (o 841 FAIEAARREL 8B (M. 1 761/ =56 161) & (1 3) [ZRTHEGEAY
W DRI A AN DHETREAT o722 L 2R THE (FUERGE2 o6 (M : 1 641,/ 256 :
1361 /JFERAGE4 84 (M : 4 Of =56 : 841)) NAHbILz, (12) OFITIL,
IR DG A 2 RN TWDER AN Y 30729 EAROEE T2 /5T 2%m,. (1 3)
ITIREZROFHATH LD TWDLFPELER A ARZNS R TWAIGHTH D,
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(12) [ DOHT 2 AT 5 3516 ]

On the other side, down on the corner, | saw an udon shop and recognized the name. This was the

udon shop my classmate’s family ran. [ peered inside. It was Iunchtime, and the place was packed.
(Breast and Eggs)

DIZICESTADELE AT, 9 EABDERD AR T, BEBRUARTEEL TWT,

ZZIEFRRAEDFE R RTINS ) EARTE T2, oY ERpETNWTHSD L, BEEOE

WRBOETIRDS TV D LI 20T, [=E75S
(13) [RZEEDV FHATWASHZAETL B ERREND LTV 5851H]

‘Hurry up and put ’em on,” one of the students said. They were sticking on the defibrillator pads.
(Bullet Train)

B, BN KT T2 EDHENNE O BRGHD /Ny FaffiTT0EEZA5 LY,
T~V 7e—Fhr1]

ELLOMEICENTH, (P AMOMERRZELSHEH THD, ZHLDHHEIZENT,
AAGE CITREUEE X Y 7« 2RI 2 2 & T AR ABOMELHTE NS OHEFRZ K L
TWb7ed, §EDFE (T) 13EP A (O OmMVIFD Z & DHhiGEDNIIE RILORE TRE
STWD I LBDND, —FHT, M HEETIE, AFPT A L DFEILDOEE WIS, 1E
TN D BELFNTE il LI 5 Tl e < AR A S DIk o — i & ZBIRIICEE S 4
HIERAEDRER & 72> T D,

Narrative World Narrative World T=Teller
TN . SN N C = Character
OSIOE (1> (o) € = Even
WREE  AESML AAGE : AERL

2 1 /NROHOD LTI T % SRR DS

5. £&H

AR TIE. BARFEOFHMEE X Y 7 ¢ MPFEOXIGT 2 KBTI T 5 [HE) <> TEIFIHE
WA TEHPIRHINAZREZLE AT, iHWEOBERBEIRH SN2 WEERNHH Z &
R Ly TOERITITFED F EAEP ADORULDOES W & D FREiIR &R E L T
HZEHTER LT, &BIC, BARFEICEIT 2/NROMO B W CREIWEE X U 7« A A
M 2R e LT AFRAMOREN S RIS b 5 L Bbhv s, LU ORI T,
TEF A OISR (BFE LIREECHRIEFHMZE STV D) 2 KB Lz SR AE R LT D08,
SBEIOFER KL SERXD E. O XD REEGEPFFFETITRE LIZK WEWNWR HTEA 9,

(14) (=(1) [FEEIFERE L% S odkiE]
"Do you think you can hold it?" They were asking Harumi.
(The Miracles of the Namiya General Store)

[T TX£9 BE~DEMS LU, [ 2 YHEELE O]

88



* RWFZEIX JSPS BHFE (G FAFSE TREIZE1T 5 B ARGE & 953E D REMLE O Al F O F2i 12 B

T, W 5 - JP20K13041) IZ K DRERD a2 EH A TN D,
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IZBRERT, ﬂ%@%ﬁU%4F%Lw/%ot/;ot/ﬁtwj%ﬁﬁbto
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SZEOM, T(L) 2572 BT A7 ME LTRSS (3 241, BRFD LWLWBITR
TEbIE (1 46) BTz,
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Modality

The Shinkansen is known for being a smooth ride, but the
swaying can be intense in the gangway; he has to focus on
keeping steady, and he’s distracted by the incessant racket of
the tracks. It's as if the train is trying to prevent him from
connecting with Maria, his only ally. ‘Either way, | decided that
staying on the train gave me a better chance to get the bag
back.’

| wish I hadn't called. To have my hopes raised and dashed

again, it's like cold steel twisting in my gut.

Tom looked mildly surprised. He said, ‘We'll miss you," but that'
s a lie, too.

When dinner was over, Katsuro retired to his room. Sprawled
out on his bed, he heard the raucous sound of children's voices
through the windows. He sat up and looked outside to see the
kids playing with sparklers. They didn’t seem to mind the cold
in the slightest.

While I was desperately trying to come up with a way to die,
my parents finalized their divorce. | was ten years old. My
father had at last realized that my mother was abusing me. It
seemed that one of the other shop owners had told him. My
mother put up no defense, saying she would move out as soon

as the divorce came through.

This was unbelievable. After so many years, she was not
expecting to see that name today. And what was this about a
"One-Night Special"? The site was apparently being managed
by someone in his family, but beyond saying the event was
being held to coincide with the old mans memorial service, it
gave no other details.

A door clicked somewhere outside, and brisk footsteps echoed
beyond the high walls. Someone had entered the gallery,
coming through the nearby door that Langdon had seen. The
footsteps approached the spiral and then began circling around
Langdon, growing louder with every turn. Someone was

entering the coil.

Maria says nothing for a moment. She must be worried. ‘They

captured you?'

Bl

HBBOBNBBLALIEVZ, ZNTHT vy FICI-> T2 L
ORTYABBENRT C RENEABLCRE, Y58 h o1,
CEOEFHELBL, B—0ALH VI PEFB L ORERY
ELLIETENDEITE, [Lin<Bl, FBRICE-5%
OEFIN, FIVIERBOIBAREEIEV LB AL]

BELLTDAL v D o1, BRSO EELD KEHKE
Dot AEWERKOBEBEICALZENLDADES 0T,
PLRALIEW K I o, [&HLCHDH] TH, Zhiio
TR,

RERIKDS &, TIEHEICS EHIFT, Ry FORICE->T
Wa e, BOADLECHBENHIAT S, FHERIL, R
TALE, FEREBITEAE LT, BEBRERILHESHLLL

RIHEGRTEZTWAHWEIL, BROBEENHIL:, BS
EHRE, REPEFICIAVE0R, BEHOEN S, FFOLE
HLL, BREAOSVRGET, FHEMRHYRE, REET
T LrRrDI,

ELNVWEE o, 2EDZ0OBRICE-T, Z0EA%ZEICT
BLEBbhh o, —BRYOEFLIEEI WS ZEhDD, H
A PEEELTL2D0EEOFHS LLA, Z+=EROEL L
BOTLBEIT, FLLIZERBEBHLTCATORL,

AMIDEIHTFTOHCENLT, EVEVLEREN BV EM
LIV, EoEECICRALFTH D, EAAHBREICE
Lo TERLLL, REMRICEIVTET, 7V 7V oFBEE
FhViELo, ZOFR—FAILITKE ATz, ERDHEOR
NEEATING,

BHEN B, Bof, DREICH-LEIT, Eofeh?)

HILT 5 REERR

as if, {feelllook/see/seem/sound} as if
as though, {feel/seem/look} as though,

like, {feelllook/seem/sound} like, resemble, similar to

appear, feel, hear, mention, see, seem, sense, sound, look

appear to, be supposed to, seem to

admit that, agree that, appear that, assume that, assure
that, be {clear/sure/feel/certain/convinced/obvious} that,
believe that, claim that, detect that, discover that, find
out that, {get/get the sense} that, guess that, hear that,
imagine that, insist that, know that, learn that, mean
that, read that, realize that, receive - that, report that,
say that, see that, seem that, sense that, suggest that,
suspect that, swear that, talk that, tell - that, theorize
that, think that, turn out that

allegedly, apparently, clearly, certainly, definitely, obviously,
perhaps, probably, seemingly, somehow, surely, supposedly,
undoubtly

by all accounts, judging {from/by}-, according to-, from the
letter, from the few words | was able to make out, from the
{sound/look} of it, from what {he saw/| gather/she heard/she
says}-

can, could, have to, may, maybe, might, must, will, would
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B F R % 29 5 first thing in the morning 2K S 1 B HEEH{ D REMBIZT DOV T*
(Exploring Adverbial Nominals: The Case of ‘First Thing in the Morning’)

VG528 (Toshiaki Nishihara)
FIF K7 (Nagasaki University)

F—U— R ZZOFTER, NP, #iEsH O BB, #BIEER & T A —2 —1k

1. IXFC®IZ

JEEETCIX, (DIZ/RT L H 1T, first thing in the morning <> last thing at night 23 3R, SCHHIC
B2, —RT 5L, FRIMTHR L 7ZEE L bare NP adverb D X 9 I2b L2 %, RO BRI
(DHIZF31F B first thing in the morning, last thing at night DFERER] « FEIRAORHE Z B 5 0
DEGHN PP THLZ L ZHONTT LI LITH D, /o, T OGP L7 #EEHIZ O\ T
tHZ DRI DN TH B NICT 5,

(1)a. I’ll call you [first thing in the morning].
b. [First thing in the morning], I’1l call you.
c. I check my emails [last thing at night].
d. [Last thing at night], I check my emails.

e. Do not e-mail first thing in the morning and last thing at night.

2. HEREHIHFIK

2 {iClE, MEOEHOMENFEEZBIET D, £7. (DITRT X OIZ, RMEOEHIX
—ODFELFEY & LTEA, ICROMEIZAET H, ZDOHA . first thmg in the morning ™
ANZ, the °my D15 Z LIXTERY, £, QR T L I1IT, it HLOERDOAEIC
AL, ZOHAD the Cmy £ Z EIXTE 2V, (HR)OFFEIL, RMBEOEEH L HE
ZIRT S, DP TIERWI &R LTS,

(2) It is first thing in the morning that I will call you.

ZITHETAREZ L, )DL DI, first thing & in the morning % 8] V) B L first thing D %
ZHIE T 2 Z LA ARER N TH 5,

(3) First thing, I’1l call you in the morning.
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LOLZRRG, Q)E, ROMT(a) & ITEWRR R D, G)BATREL 722 URIZ. DITTRT &
N, FELFER—HD I BT TEDO Y A MPEHICHLLETH D, (la)DHG., shH D
HFUZA DR TREFHO U A MRFEELTWD DI TiERY, LEaR-T, G)E. (la)&lx
BIRD2ATDLEND Z LIl D,

(4) Here is what I do to keep healthy. First thing, I like to go for a jog in the morning, and second,

always eat vegetables for lunch. Finally, [ meditate for 15 minutes.

WRIC, EOBEEPRIFER & OFFIEZENFETH LI L2 A5, Zo5e, MEDEH
& RBIFRGERI O 77 VP ZERTT D ED D 5,

(5) a. I read a book enthusiastically last thing at night.
b. I read a book last thing at night enthusiastically.
(6) a. I quietly read a book last thing at night.
b. I read a book last thing at night quietly.
c.*I read a book quietly last thing at night.

(5)D%;4 . enthusiastically & last thing at night | % read a book Z{&ffid 5, A5+ 5H&. VP&
KA LT D, i, (6)IZEBT D quietly 1Z, #iie L W ITTHZTDHDEFFNTITY &
D BEIRCEIG O Z BRI LT D, FBIEAEEA AR /e 2 0%, RHREOES & FIFEA) O i
FINVP ZEMiT 255 DG)DHETH Y, BEIDHZEMT 5 quietly & FIEOES{IXFHIE
RN TER, FERE LT, (6)DFEIHIFER I NN &I D, VP 2R EHiT 5 &
WO ZEE, BEOESHN VP NEZETHDLZ L 2R L TWD, (NDAVRT L D2, VP HIEEA
ARECTH D Z LS BLREOESIT VP NICAER L T D EEZBND,

(7) I will call her first thing in the morning, and John will, too.

(5) ~ (MITR L7z FEIL, Parsons (1990)D Fik & HAE L T 5, Parsons (%, Baa D EIRIZ
oSNV sk H 2 &1 2 BIFIREAIEL VP WIZEEEAR SN T D L EEL TN D,

I ETOFEMmND, MEOESIIMRFEL L, BlFNEHE 2S5 VP ANERTHD Z
EEMER LTz, WIZ, FMEOEBITHEENICIIEGE & 13820 PP THDH I L& RT S5
FIZONWTESILD, T, MEOHESH PP LRI UIES BN Z2RTHlE LTEO)MBRFET LD,

(8) a. He went straight to the police.
b. He stayed right to the end of the film. (Radford 2004: 50))
c. %To avoid the afternoon slump, I need to get my priorities in order straight
first thing in the morning.

d.%I’1l check my emails right first thing in the morning.

Radford (2004)IZ L% & PP OHIT right X° straight Z# &< Z E R AHETH D, (8a)HHA L
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72 91T, straight & PP OFIICE < Z ENAIEETH D, [AIEEIZ, first thing in the morning D H(f

IZ % straight Z & < Z £ TE D, (8¢) Tl straight (% VP Z{EAfi7 25 D Tix72 < | first thing in
the morning Z&6fi L. {TAMTONLZA I 7 #H—F LW T EEHALTWD, £72,
BB IE, FIEADHEHOFNZ ® right ZES 2 ENARETH D Z LR35, RIEOEEH T
PP 1B R B A RS = L8 bhnd, LinLZaR S, (8c)8d)ITHUNT straight <> right
Z o) D OITEHRIIIZRFEIN (redundant) (272 5 & HIWT T D RREREE SV A 2 L ITITFEEN
HLTHD,

SHIZ, MBOEHEN PP & L TORLI BN A HELHFEL LTHLO PP L OREIARE & 2%
FHZENTES, PPIE, LGN X 912, D PP & OFEIERBNAHETH 5, [
FRIZ, MEOES & PP OFEIELZ S FIEETH 5, (9)TiZ. on the table & next to the lump, (10)
Cl&, first thing in the morning & without fail DFENALE N AIEETHH Z AR L TWD, T
O OEFILIL, Afirst thing in the morning 25 PP TH 5 Z L Z/R LT D,

(9) a. She paced the book [on the table] [next to the lump].
b. She placed the book [next to the lump] [on the table].
(10) a. I will call her [first thing in the morning] [without fail].
b. I will call her [without fail][first thing in the morning].

Iz, MEOESEITRFR IR T2 250, BIFETIER PP THDHZ & ARTHE
2535,

(11) a. It was with great sadness that he announced the resignation of the chairman.
b.*It was very sadly that he announced the resignation of the chairman. (Radford 2004: 77))
(12)(=(2)) It is first thing in the morning that I will call you.

(1la)id, It-ZZELOESALEIC PP NAERTE S Z 2R L, (1b)TEIGIINE S E AR
TERWI EEZRLTWD, UD#%%%#ﬁio . [ @%iﬁﬁmﬁméﬁb\w
EOFEUMENBEI NS, AIDHDOFEEITINZ T, W%@ FEHH PP ICITWVN 2 & AR R0 FE
ELTANEHETHZENTE D,

(13) a. I like to go for a walk first thing in the morning or after dinner to help clear my mind.
b. I check my e-mails first thing in the morning, then at lunch, and in the evening.

c. [ always check my e-mails last thing at night and first thing in the morning.

(13 Bbond K o1z, BEOEEE & o PP TSN G A ARETH D . PP LT HZ &8
A[RECTH D, ZNE TOMEN SN CE 2EHIL, @, FLERETHD Eofrah
T, ZOZENDLRBEOEEHIZ PP ZHEE L TWDH EBZ X L5,

3. P
ZZCIE, ATEITCEY B SR L RERIE S B A R S A ST T o T
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BAD, !

(14) a. The plane returned to the airport two hours into the flight.
b. Two hours into the flight, the plane returned to the airport.

(15) a. He stopped the game [five minutes into the game] [during the period of betting].
b. He stopped the game [during the period of betting] [five minutes into the game].

(16) It was 45 minutes into the show that there was a spotlight on the man.

(ADHIZRT L 91T, time NP |Z into-A) 2349~ 28X, SCHH. XUFLRDO W TN DALE I
U, time NP ORNZIXER] the ZHWD Z LR TERNEWVWIFRMEZFRD, £72. (15
I OFTE ) & OFEIEZNARETH D Z L&/~ L, (16)iF time NP |Z into-f) 34kt 3 5
D it HEXOERNIBIELD EVWD ZEERLTND, ZRHOEET, 2 HiTHY

UF7= first thing in the morning & 3638 L7248 CTo 5, £7z. first thing in the morning & time
NP-into-AJi%, FMHEHTEDHZ 21N L TN D,

(17) a. First thing in the morning and just five minutes into medication, I felt a sense of peace.
b. I realized, first thing in the morning and again ten minutes into the meeting, that I had forgotten

my notes.

S B2, first thing in the morning & time NP-into-m)i%, FEFEAZEIZAE U, X is when OTEE A B
ﬂéo:@%@@J@i%ﬁﬁ%hé%@f%é_&ﬁ%\%%@@%ﬁPP@%@%%O
NP RY SYIEVA)

(18) a. First thing in the morning is when I am at my most productive.
b. Ten minutes into the meeting is when we typically start brainstorming on our potential
challenges.

c. After lunch is when I feel energized and ready to tackle afternoon tasks.

Rfzic, PO time NP 12, (19)CRT X 51c, FHAE£T NP ICE X2 5 2 L NA[RETH
DT EETRT,

(19) Three hundred miles into the heart of the jungle we decided to proceed.

ZAUE T first thing in the morning & ZAUZHAT 288, time NP into-41] D HEEH A B FAAY 2282 5
BNERAEOOL PP LIETDIROIBENETHZ LR LT,

4. ZZD P OFFBHEL & L TOHEH

2Hi & 3EITCTHIE Lis# L, PP L EDRL BN ERED Z &b, &L LT PP &
R L TWNDEEZXLND, 22T, mullP ZUE L, ZOMEIENP LHUET 5, Bl
7o 2925 NP A PP CThDHIZ LiE, Emonds (1976, 1987), McCawley (1988), Caponigro and
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Pearl (2009) D3 HTICH R 6%, PP OPNHIRHEIZEE L Tid, (20a)H L < 1X(20b) DAFIENE X
HILDHM, 0b)DREIEILTZ Y TIERNZ L AZ/R L, Q0a)DEEEZFF>Z & 2R,

PP PP

PP
/\ /\
P NP P NP T
| I NP PP
null first /NP\ null ten /NP\ T T
N PP N PP first thing F‘D DP
| | —_— . -
thing in the morning minutes into the game in the morning
(20) a. b.

T, QO EBETERNWI LA RTHREL LT, QDEETLHZENTE D,

(21) Be ready tomorrow. We leave first thing. (CcocAa)

QDA/RT X DT, first thing (XTI TICRICER TS Z ENTE D, £i2, 22)Q23)NHHDL
7p o0z, RIBEOMEEH T, such as CH[E ) from DZICHEFET HZ ENARETH D, 2D
DOFEFIL, first thing in the morning (X, AKIZINP TH D LB 2 B, (17TH)OHEETIZ, 2D
FREEMLZDZ EIETERN,

(22) Schedule time to respond to emails, such as first thing in the morning,
(https://researchguides.library.wisc.edu/c.php?g=1294285&p=9504920)

(23) a. I can schedule them for first thing in the morning. (COCA)
b. She’s a fan of soaking them all night, or at least fiom first thing in the morning
until late afternoon. (COCA)

(20b) DHEIEIL PP & OILEDIR L BN ZFTE 52, QOOFELMEIC/ D, MEDHE
HORNCATEFN BB INAGAENHH L ZRLTZONRRY)THY . ZDOFEFEH(20b)D
SR B SYIAN

(24) a. I will say the president will not be available until first thing in the morning...

(https://www.nytimes.com/2004/05/27/us/kissinger-tapes-describe-crises-war-
and-stark-photos-of-abuse.html)
b. After 3 hours into the attack the Israelis withdrew... (COCA)
c. The first conversation they were on, within five minutes into the conversation,

they’re discussing guns. (COCA)

2 TRO)DIEENZ Y ThH D LA RTROFEEITHMND Z LI2T 5, (20a) T first
thing in the morning (%, null P D4 % 5 $H 5 NP Th 5, NP THAILE, BID NP ORIIZA L,
FERFE LCORDLDEBNPARETH L Z L2 THTH, ZOTRINELNZ & Z2RTON,
Q5DFEFETH 5,
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(25) My immediate, first thing in the morning response to myself was, ...

(https://news.dasa.ncsu.edu/im-not-sure-if-youre-princeton-material/)

N E TR TE 72955 first thing in the morning 281X, PP & L COEDHFEE NP & LT
DIRDBENEREDZENPF LN oTz, ZTOFEEES LT, HDHWIISTRIZEL S
first thing in the morning /&, null P {CNE SN E L FFO L RET S, £72. null P IZEISE
SNT=P LTS D | DP TIEAR< NP LORAICERWERET 5, T DM T, AilfiT
W7o fiaErg 92, RIEOBHHERKFE 2 70300 the Z D72V F5E, PP IZHAI L 72 R D 8
Z R HEFE o PP RRIGIREN] & FEIRAZMRAFRECH L FRICHIAL 52 HZ LN TE D,

(202) DIEIEIZ BT, null P 1T full DP 23EVR W ERE L TV D0, ZOIREE XFFT 55
FEEFEICON TSN TNETL,

(26) a. Mary gave it the teacher.
b. It was given the teacher.
c.*Mary gave the book the teacher.

d.*His book was given the teacher.

Biggs (2015285 &, v F = AX —HEE Tl Theme O EMWAFIZ 5 THUHOE I IX
gkEa 2 E e full DP TR CTE 20 & TR LT 5, Biggs (2015)1%, A S5 (26a) Tl inull
P72 NP Z# AL TWH EFRLTWD, i, U AT —/L S TiEQ260)6d)IEFFE D
EERLTVWD, 22T, null P2SDP & & 570 NP & & 5700 FI/RT A—Z— (LI b M3,
FEARICIEnull PIINP #3425 60 95, null P2 K5 NP ORANZOWTIE, PR (1999),
Hornstein (2001)D 73 #T1Z Tbﬁ%ﬂé PEJ5(1999), Hornstein (2001235 T, Hh7 promise (2
NP, & BICAERD LR T D855 . promise (2%t 3 5 NP (X null P OHFE 2 HH 5 & Hr L
TV, ZOEAEH26)E Hﬁ% W, full DP AL 5 Z L IIRB IR, (27a)% Bl
T LHEEHE THRI)IIER Lfoab\&un%j%z)sff?“é

(27) a.%I promised him to go there.

b.*I promised the man to go there.

LML 5, COHA 2T 25 &, 282D L 5 BINFIET D, iz, 28b)D X H iz, R
TE I ORI never 42T % & promise (& NP 234t 3 5 ﬁfﬁ%aﬁi%@aﬁ‘?‘éﬁ%‘ﬁ)m
T&EL D, RQOTHRAILEIIT, FEEBFETHI L6, null P2ADP %2 & 52 NP & &
H0NETNT A — 5’—1!:52@‘(1/\69:(7%72@’” LTt B, 2T, (28a)(28b) D I D AEEE 1%
EL RN END, null PITEAMITIEINP 2B A[TH b0 AT LT 5,

(28) a. My great-grandfather, fifty years ago, promised the king to obey him.... (COHA)

b. I want you to promise me never to do such drawings again. (COCA)

ZNETOREMRND null PIZFRA] S D %R 1L, FARIZIL full DP TiZ7e< NP Th D



ZENHERTE RS, TNE TOREMICEEL TS BIZBELZLMA 2N EWNIT R0
ML, beb & nullP TIER<, POEIYRLICE L GERV G XN TWALIEATHD, B
BT E ZR1ER P S HBYE L2 WEIRE L7254, null P OSE & 138720 | full DP 23E]
FIRER & LTIOR, HOWIESCEAICAERT 5, BBLT 200 L2200 UL, PFBHIT
D ERET D, PORBYENBIRTHL565% 29 ~GBD)NRLTWD,

(29) a. Pinkerton would work through the entire night.
b. The way Grandma tells it, she was so tired, she slept through the whole night.
c. ’ve wanted to meet her for my whole entire life.
(30) a. I slept the whole night.
b. You have been working the entire night trying to get to this girl,.... (COCA)
c. ’ve wanted to meet her my whole entire life.
(31) a. The entire night I lay in bed and was dreaming of you.
b. The whole night I sat cross-legged on the floor in front of him,... (COCA)

(29) ~ BDOHNIL, Jux | null P TiE7e < A O BBYLITRIRDS 52 5T L55TH D,
ZOYA, full DP AEET S Z ENFEETH D, £2. BB HTHKEFRIL, Abney
(ARNDIREETRHT H L. DP DFEEFOMNEL HHDHZ LIl D, ZOFEFENG S, null P
TIE72< PN BHIATREZR A1, full DP WA FIRETH D Z & Vb5,

P O BBULAIREZR G, @ P BN EBUL L2 WEE T full DP 2SEIFIFE S & L THRIEERIC
7B EWV D HTIE. BRI Z & T (32) Bt 2 RT3 e EOABNIC L Y TixED, =
5OFIE. (29)~ B ETFATANTHEZ D Z ENATREIC R D, !

(32) a. The crowd erupted at the (very) moment the winning goal was score.
b. The crowd erupted the (very) moment the winning goal was score.
(33) a. He walked for a mile / a few minutes.

b. He walked a mile / a few minutes.
QROa)DHEE L ZNETOHEmaEE 0L E, BHITRD,

(34) a. first thing in the morning, % U time NP into the NP Oi#i§5/%, null P (ZNE 4172 NP T
HD,
b. null P 3, FARNZIIAMEMLEIC NP OB 285, 7220, HEITE->TIE NP,
DP OBANINT A—=F —fES TV D,
c. BBUET 27 LW DOBRIRNTE L PIE, MALEIZ DP 28 T 2,
7272 L, BERIIICIX, [+durative] D ERFEMEAFFO DP IR L5,

ZIVE TOEGRTIE, B4e)D[+durative] &) BEBEEMEIZSILTW W, L LeRnb, =
DERZMIICHICA OGN BRMED AR ZRATHDICHLETH D,
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(35) a. I worked through the whole night.
b. I worked the whole / entire night.
c. I worked that night.
d.*I worked the night.

GSHBFRENR2NDOIE, [+durative] & WD BBEEEZ RN TWD Z EICERTHEEZ XD
5, (35d)LASM L. whole, entire, that 23 % 4L 4L[ +durative] DA% A L T\ 5,

B%IZ, 20a)DONIEEE L GHEZIELIZE LTH S BR 5 ERNNEEIT /25 FENFET
HZ LTSN TEREV, (36)TiX, Tuesday, today ORIZHIE R P 23 HBUEL I LT 720y,
Z ZClX, Tuesday & today DHIIZIE null-on 23{F7E L, PP %*%EE LTWbEExD, FEBE,
(37)751/??‘4: 2T, BB ST on WAL D Z &b AlEE

(36) I will call her first thing Tuesday / today.
(37) a. I will call her first thing on Tuesday.

b. I will organize my schedule, first thing later on today.

S BT, first thing <° time NP (2%t 9 2% P 1X, 241 E TIZ A7 in, into, on (212 THEA 72 H(
EFDNAEEETHDL Z 2R L T X710, B8/~ T X 912, after, before 72 & 4 [
OEFHOFIAEL D Z ENFEETH D,

(38) a. First thing after the wake-up time and before taking my morning shower, I meditate for ten
minutes to set a calm and positive tone for the day.
b. The sky began to lighten minutes before sunrise.

c. The room burst into applause moments after the announcement.

5. First thing in the morning O & REFFEL

Z OFICI, first thing in the morning X, DD EMAEFF>Z L 2T 5, £, first thing
in the morning (%, EIRED —FEFNW—FRFR TITOIFEBZ KT Z LN TE D, —KRRTOMRNR
RO LRI E LT, 39D MREOERBRZHINTE 5,

(39) a. I’'ll call her bright and early / promptly first thing in the morning (just after the break of the

day).
b. First thing in the morning is when I am at my most productive.

fthJ5| first thing in the morning |%, ERZITAT O WA RIFEI O R OIFEB 2K T L H T
x5, MEOEEHIL, —2OOIFEEZIET7210 T, —EDREZFOKEMNIZBWNT—20
FELEVELTE ﬁéhéﬁé@ﬁ%?ﬂﬁ‘ EHLTEXHZ LT D,

(40) a. I’1l call her and then grab a cup of coffee first thing in the morning.
b. I’1l text her first thing in the morning right after I start work.
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6. £& 8

ZOFETIE, T, b LUISCRICAL S o0 A2 S RIFNERELTY FiF,. oh
D DOFFER) « BHRAVRHHZ A O T 5 & & HIT, £ OEEHN null P IZHNE S 72 PP T
bHZEEBAOI L, 2. bebEnull P2, TE b EIYRICEL GRERNE 2 S
NTWDE PN E T AHBICECDIEENNP NDP D EL LN/ 5 Z &2 THL
IZL7z, 72720, null P 3FE AT 2% R ICBE L Cld, FeEaHERL., Bl 5 EHEN
NP, DP DWW NIRRT A—Z — L ENTWHAEEMENH D Z L 2Lz, &5, PO
BIULIZEA L GRERN G2 5N TWAEEIEL, fullDP BRI anbH Z & LM LT,

SRTRIE, BHERFIE 2 (18K00833) DB % % 1 1= BF S0 —H T 5.

te3
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Adjunct Ellipsis in English”
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1. Introduction

This study aims to elucidate the nature of null adjuncts in English and propose a syntactic-pragmatic
analysis of the distribution of such adjuncts with no phonetic realization. It has been widely assumed
that adjuncts cannot be elided independently. Instead, they have been regarded as a result of other elliptic
constructions that include verbal domains, such as VP-ellipsis. Goldberg (2005) observes that manner
adverbials can optionally be elided via VP-ellipsis in English, as in (1), in which the adverb-inclusive

reading is, in fact, the primary interpretation.

(1) a.  Alan had chopped up the garlic carefully. Heather had evp as well.
(°* Heather had chopped up the garlic carefully as well.)
b.  Hiro imitated shellfish with great accuracy. Leila did evp too.
(°* Leila did imitate shellfish with great accuracy t00.) (Goldberg 2005:90)

The relevant reading with the adjunct included in the ellipsis site suddenly disappears unless the whole
VP undergoes ellipsis, as illustrated in (2). The only possible interpretation is a reading that excludes

the adverb. This observation indicates that adverbials cannot be elided independently in English.

(2) a.  *Alan had chopped up the garlic carefully. Heather had chopped up the garlic eaqvers as well.
Intended: Heather had chopped up the garlic carefully as well.
b.  *Hiro imitated shellfish with great accuracy. Leila imitated shellfish eadvers too.

Intended: Leila did imitate shellfish with great accuracy too.

Under such circumstances, we will demonstrate that adjuncts are indeed elidable on their own based
on novel observations on the adjunct ellipsis phenomena. It will be shown that null adjuncts have
syntactic structures just like null arguments and that the apparent difficulty or impossibility of adjunct
ellipsis is due to pragmatic or extra-syntactic constraints regarding discourse and information structure.
As long as the observations and discussions in this paper are valid, it provides both empirical and

conceptual arguments for the Adjunct Ellipsis analysis (Oku 2016; Kobayashi 2020; Tanabe and
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Kobayashi 2024a), in which adjuncts independently undergo ellipsis, just like arguments do in the
Argument Ellipsis analysis (Oku 1998, among others). The rest of this paper is organized as follows.
Section 2 observes null adjuncts in English and shows that adjuncts are independently elidable in this
language. We further expand the scope of our observations to Japanese data to reinforce our claim. In
Section 3, we propose a syntactic-pragmatic analysis of null adjuncts, which accounts for the difficulty

in obtaining adjunct-inclusive reading reported in the previous literature. Section 4 concludes the paper.

2. On the Elidability of Adjuncts

The distribution of null adjuncts is more restricted than null arguments. Traditionally, adjuncts have
been considered unelidable on their own in the literature (Oku 1998). However, recent findings have
challenged this assumption on an empirical basis (Oku 2016; Kobayashi 2020; Tanabe and Kobayashi
2024a). Against this background, this study attempts to show that it is possible to independently elide
adjuncts in English as long as the data is strictly controlled. In this section, we introduce some
discussions from previous literature and several novel pieces of evidence for the elidability of adjuncts,

with special references to English and Japanese.

2.1. Ellipsis of Adjuncts in English

Among the few previous studies discussing null adjuncts in English is Collins (2015), which
introduces the phenomenon of what he calls adjunct deletion. In (3), an adjunct at his Bar Mitzvah is
missing but interpreted within the second conjunct. Collins (2015) points to the fact that the sloppy
identity reading, where 4is in the second conjunct can be bound by the subject Bill in the second conjunct,

is available in addition to the strict identity reading in (3). This observation speaks to the adjunct deletion.

(3) Michael wanted to sing at his Bar Mitzvah, while Bill wanted to dance.’
a. SLOPPY: Michael; wanted to sing at his; Bar Mitzvah, and Bill; wanted to dance at his; Bar
Mitzvah.
b. STRICT: Michael; wanted to sing at his; Bar Mitzvah, and Bill; wanted to dance at his; Bar
Mitzvah.

While we fully agree with the argument that some adjuncts can undergo ellipsis in English, we point
out an empirical problem with the above observation by Collins (2015). In (3), the adjunct-inclusive
reading (i.e., Bill wanted to dance at his Bar Mitzvah) entails the adjunct-exclusive reading (i.e., Bill
wanted to dance); hence, they do not contradict each other. As a result, it is impossible to truth-
conditionally distinguish one from the other (cf. Landau 2020). To solve this analytical problem, we
provide a novel observation in (4), in which the antecedent sentence is positive, and the elliptical

sentence is negative in polarity.

(4) A: John notices the children when they dance, but Mary doesn’t notice.

B:  She notices them when they scream, just not when they dance.
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The adjunct-inclusive reading in (4A) is Mary does not notice the children when they dance, while the
adjunct-exclusive reading is Mary does not notice the children (or anyone). Unlike in (3), neither of the
readings entails the other, so it is straightforward to distinguish between the two readings empirically.?
That the continuation in (4B) can naturally follow (4A) indicates that the elliptic sentence allows the
adjunct-inclusive reading. Notably, the verb notice used in the antecedent in the first conjunct is
transitive, while intransitive in the elliptic clause in the second conjunct. By using the intransitive
counterpart of the same form in the elliptic clause, we can examine the possibility of only the adjunct
when they dance being deleted on its own. Moreover, it enables us to exclude another possibility of
deriving the null adjunct via VP-ellipsis. Applying VP-ellipsis to (5a), the resulting string will be (5b),
in which the verb notice is unpronounced; hence, the adjunct-inclusive reading obtained in (4A)
crucially evidences the Adjunct Ellipsis analysis, where adjuncts are elided independently. We claim
that rigid data control like this makes it possible to properly observe whether adjuncts are elidable on

their own in English.

(5) a.  John notices the children when they dance, but Mary doesn’t notice when they dance.
b.  John notices the children when they dance, but Mary doesn’t fvp-netice-when-they-danee].

Importantly, only through observations of the English data can another analytical problem, which is
discussed below, be solved. In strictly head-final languages like Japanese and Korean, it is difficult to
empirically determine whether adjunct-inclusive reading is derived via head-stranding ellipsis or
Adjunct Ellipsis. Scholars such as Funakoshi (2016), Sato and Hayashi (2018), and Sato and Maeda
(2021) have argued for the head-stranding ellipsis analysis of null adjuncts, which presumes string-
vacuous syntactic head movement in Japanese. The adjunct-inclusive reading is available in (6), whose
schematic representation under the head-stranding ellipsis analysis is in (7). However, the alternative
analysis of Adjunct Ellipsis in tandem with Argument Ellipsis can also derive the exact same string of
constituents, as in (8). Therefore, determining whether adjuncts are independently elidable is
challenging, based on the presence of adjunct-inclusive reading in languages like Japanese and Korean,

where it is controversial whether string-vacuous V-to-T syntactic head movement exists or not.

(6) Bill-wa teineini kuruma-o arat-ta kedo
Bill-Top carefully car-Acc wash-Past but
John-wa e araw-anakat-ta.

John-Top wash-Neg-Past

‘Bill washed the car carefully, but John didn’t wash (the car carefully).” (Funakoshi 2016:119)
(7) Head-stranding Ellipsis: [tp  Subject [negp fvr—Adjunet—Objeet—t} tvnes] V-NEG-T]
(8) Adjunct Ellipsis: [t Subject [negp [vp Adjunet Objeet V] NEG] T]

On the other hand, it is well known that English does not allow general verbs to undergo syntactic head

movement to T. Hence, the head-stranding ellipsis analysis is not available to obtain the adjunct-

inclusive reading in this language. This is why Adjunct Ellipsis is necessary to derive the adjunct-
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inclusive reading in (4A), as illustrated in (9) below.

(9) John notices the children when they dance, but Mary doesn’t notice when-they-danee. (=(4A))

By observing and controlling English data in a careful manner, we can empirically confirm that adjuncts
can be elided by themselves without the analytical problem regarding head-stranding ellipsis.

Now that we know Adjunct Ellipsis is real, we demonstrate that null adjuncts indeed have their own
syntactic structure; that is, the adjunct-inclusive interpretation is not necessarily derived via Pragmatic
Enrichment (Landau 2023), which states the meaning of adjuncts is just pragmatically enriched in
discourse without any syntactic structure. The data in (10) and (11) are cases in point. The continuation
in (10B) naturally follows (10A), which indicates that the adjunct-inclusive reading is available. In
addition, the pronominal Ais in when his teammates dance is bound by the antecedent Ryusei from
outside of the adjunct in the second conjunct in (10A). The binding relation lends credence to the claim

that the null adjuncts are syntactically present in the structure.

(10) Among the captains of the teams in the men’s basketball league in Japan,
A: Kenta; notices his; teammates when they dance, but Ryusei; doesn’t notice fwhenhis-teammates
daneet.

B: He; notices his; teammates when they scream, just not when they dance.

We further demonstrate that even bound variable readings are possible with null adjuncts, as
illustrated in (11). The fact that the follow-up in (11B) is compatible with (11A) evidences the
availability of adjunct-inclusive reading. Moreover, the possessive pronominal in the adjunct phrase is
bound by a quantificational antecedent, everyone else outside the adjunct in the second conjunct, which
is interpreted not as one single referent but as entities encompassed by the quantified antecedent. Since
bound variable anaphora requires syntactic dependency of c-command, the data in (11) directly shows

that the null adjuncts have their structure in syntax.

(11) Among the captains of the teams in the men’s basketball league in Japan,
A: Kenta; notices his; teammates when they dance, but everyone else; doesn’t notice fwhenhis;
teammates-danec.
B: Ryusei, notices his, teammates when they scream, Leo; notices his; teammates when they sing,

and Zack,, notices his,, teammates when they jump, just not when they dance.

These observations serve as counterevidence to non-syntactic analyses of null adjuncts, such as
Pragmatic Enrichment (Landau 2023), stating that the meaning of adjuncts is recovered solely from the
preceding discourse without any syntactic structure. As long as the current observations and discussions
are valid, adjuncts are not only elidable in English but also have their own syntactic structure within the
ellipsis site, precisely the same as null arguments in the case of Argument Ellipsis. In the following

subsection, we present some novel data on null adjuncts in Japanese for comparison. Then, we further
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demonstrate that adjuncts are syntactically elidable and that the alleged difficulty (or even impossibility)
of obtaining adjunct-inclusive reading is due to extra-syntactic reasons; that is, discoursal factors, such
as contexts and Questions Under Discussion (QUD) (Kobayashi et al. 2024; Tanabe and Kobayashi
2024b).

2.2. Ellipsis of Adjuncts in Japanese

In this subsection, we observe the distribution of null adjuncts in Japanese from a comparative
perspective. Funakoshi (2016: 119) shows that adjuncts can be interpreted in elliptic sites in Japanese,
contrary to Oku (1998). Specifically, he claims that the manner adverbial teineini ‘carefully’ is
interpreted within the second conjunct in (12a), which is easily confirmed by the compatibility of the

continuation in (12b).

(12) a. Bill-wa teineini kuruma-o arat-ta kedo
Bill-Top carefully car-Acc wash-Past but
John-wa e araw-anakat-ta.
John-Top wash-Neg-Past
‘Bill washed the car carefully, but John didn’t wash (the car carefully).’

b. Bill-ga arat-ta ato-no kuruma-wa kitanakat-ta.

Bill-Nom wash-Past after-Gen car-Top dirty-Past
‘The car that Bill had washed was dirty.’ (Funakoshi 2016: 119)

Furthermore, even cases exist where adjunct-inclusive reading is preferred to the corresponding adjunct-
exclusive interpretation (cf. Kobayashi to appear). In (13), the temporal or durational adverbial
shigototyuuni ‘while working’ is missing in the second conjunct. The prominent reading is Hanako does
not drink coffee while working, rather than Hanako does not drink coffee at all, which is confirmed by
the fact that the continuation in (13b) is fully compatible with (13a).’

(13) a. Taro-wa shigototyuuni koohii-o nom-u kedo
Taro-Top while.working coffee-Acc drink-Pres but
Hanako-wa e nom-ana-i.

Hanako-Top drink-Neg-Pres

‘Taro drinks coffee while working, but Hanako does not drink (coffee while working).’
b. Hanako-mo koohii-o nom-u kedo

Hanako-also coffee-Acc drink-Pres but

shigototyuuni-wa nom-ana-i.

while.working-Top drink-Neg-Pres

‘Hanako also drinks coffee but doesn’t drink it while working.’

Along with Kobayashi et al. (2024) and Tanabe and Kobayashi (2024b), we suggest that QUD is at
work in highlighting the adjunct-inclusive reading in (13); that is, the most natural QUD for (13)
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inevitably includes the adverbial meaning, as illustrated in (14a).* The other possible QUD is in (14b),
which has no adverb contained in it. The point is that (13a) only provides a congruent answer to the
QUD in (14a) but crucially not to the one in (14b). Whether Taro and Hanako drink coffee is under
discussion in (14b); hence, simply giving information about whether or not they drink coffee while
working is not an appropriate answer.” We claim that the adjunct-inclusive reading is prominent in the
case of (13a) because only the specific QUD containing the adjunct in (14a) suffices as a question to
form a congruent question-answer pair. This lends credence to our proposal that adjuncts are
syntactically elidable and that the putative difficulty in obtaining adjunct-inclusive interpretation is
solely due to extra-syntactic factors, such as contexts and QUDs (Kobayashi et al. 2024; Tanabe and
Kobayashi 2024b).

(14) Possible QUDs underlying (13):

a. Taro-to Hanako-wa shigototyuuni koohii-o nom-u-no?
Tato-Conj Hanako-Top while.working coffee-Acc drink-Pres-Q
‘Do Taro and Hanako drink coffee while working?’

b. Taro-to Hanako-wa koohii-o nom-u-no?
Tato-Conj Hanako-Top coffee-Acc drink-Pres-Q

‘Do Taro and Hanako drink coffee?’

In Japanese, null adjuncts can be derived either by head-stranding ellipsis with syntactic head
movement as its prerequisite (Funakoshi 2016; Sato and Hayashi 2018; Sato and Maeda 2021) or via
Adjunct Ellipsis, in which adjuncts are independently elided (Oku 2016; Kobayashi 2020; Tanabe and
Kobayashi 2024a). Although Oku (1998) and Tanaka (2023), among many others, have assumed that
adjuncts are not elidable in Japanese, we have demonstrated that this assumption is not empirically
tenable. Adjuncts are indeed elidable, which is evidenced by adjunct-inclusive reading being available
in both English and Japanese, thanks to strict control of discoursal factors. Moreover, our novel
observations of binding and bound variable anaphora within null adjuncts in English point to the fact
that the adjuncts in question do have their structure in syntax; hence, the adjunct ellipsis phenomena
require syntactic analysis, rather than being explained away solely by extra-syntactic processes. In what
follows, we present a syntactic-pragmatic analysis of such null adjuncts, with special references to

English and Japanese.

3. Analysis

Now that we know that adjuncts are elidable, we further attempt to take our discussion a step
forward: The observations so far, both in English and Japanese, collectively suggest that no syntactic
constraints prevent adjuncts from undergoing ellipsis in a principled way. We claim that the alleged
difficulty (or even impossibility) of adjunct-inclusive reading reported in the previous literature is due
to extra-syntactic reasons (i.e., discoursal factors such as contexts and QUDs).

It is hard to obtain the adjunct-inclusive interpretation when the adjunct is the sole target of ellipsis

if there is any other possible constituent (Funakoshi 2014, 2016). A minimal pair in (15) confirms this.
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While the adjunct-inclusive reading is available when the adjunct feineini ‘carefully’ and the object
kuruma-o ‘car-Acc’ are elided, the relevant interpretation is suddenly missing when the object remains
overt. Based on similar observations, Funakoshi (2016) proposes a descriptive generalization regarding

null adjuncts in Japanese, as in (16).

(15) Bill-wa teineini kuruma-o arat-ta kedo
Bill-Top carefully car-Acc wash-Past but
John-wa { e/ *kuruma-o} araw-anakat-ta.

John-Top car-Acc wash-Neg-Past

Intended: ‘Bill washed the car carefully, but John didn’t wash the car carefully.’
(16) Generalization: In Japanese, an adjunct can be null only if the clause-mate object (or other VP-

internal element), if any, is also null. (Funakoshi 2016: 117)

We claim that the generalization in (16) is not syntactic, contrary to Funakoshi (2016), but rather
pragmatic in nature. Following Oku (2016) and Tanabe and Kobayashi (2024a), we argue that the
generalization is naturally derived from a broader discourse constraint: Ban against Partial Discourse
Deletion (Kuno 1982).

(17) Ban against Partial Discourse Deletion (Kuno 1982: 84-85):
If discourse deletion of recoverable constituents is to apply, apply it across the board to nonfocus
constituents. Nonfocus constituents left behind by partial discourse deletion will be reinterpreted,

if possible, as representing contrastive foci.

This pragmatic restriction is universal and states that ellipsis must apply to all constituents that are
recoverable, and hence, it dictates that the contrast in (15) should also be observed in English. This
prediction is indeed borne out. In (18), the object them or the children is pronounced, and the adjunct-

inclusive reading is unavailable, as empirically indicated by the incompatibility of (18A) and (18B).

(18) A: John notices the children when they dance, but Mary doesn’t notice {them/the children}.

B: #She notices them when they scream, just not when they dance.

So far, we have argued that syntax does not systematically rule out adjuncts from being elided. The
variable difficulty in interpreting adjuncts in the elliptic sites is due to non-syntactic, discoursal factors,
such as contexts, QUDs, and question-answer congruence. Last but not least, we suggest that this
argument also gains conceptual support. In the case of Argument Ellipsis, there has been extensive
debate regarding its distribution since Oku (1988), both within and across languages. Notably, Saito
(2007) proposes a comparative syntax of Argument Ellipsis, in which LF-copying, a prerequisite of
Argument Ellipsis, is allowed only when the copied constituent does not enter @-agreement in syntax.
For instance, Argument Ellipsis is unavailable in English because the presence of the predicate-

argument agreement blocks LF-copying, while arguments can be elided relatively freely in Japanese, a
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language without such agreement (Fukui 1988; Kobayashi 2022, among many others). Applying Saito’s
(2007) comparative analysis of null arguments to the distribution of null adjuncts would predict that
adjuncts can be elided freely in principle cross-linguistically because adjuncts do not enter p-agreement.

This state of affairs can completely change how we view null adjuncts. Syntactic studies of elliptic
phenomena have shown that constituents of various categories, such as NP/DP, VP, TP, and CP, can be
elided, albeit with some cross-linguistic differences (Saito 2017). Then, it is even more likely that the
assumption that only adjuncts cannot be elided is difficult to maintain unless a principled explanation is
given. If the observations and discussions in this paper are on the right track, the difficulty of eliding
adjuncts is not due to syntactic principles but rather to pragmatic constraints, which cover not only null
adjuncts but also elliptic phenomena in general. In particular, the observations from English (Section
2.1) and Japanese (Section 2.2) are naturally explained in terms of non-syntactic constraints, such as
(17), proposed in an independent context by previous research. Based on the discussions so far, it is safe
to conclude that syntax does not systematically prevent adjuncts from being elided, which is

substantiated both empirically and conceptually.

4. Conclusion

In this paper, we have argued that adjuncts are elidable by themselves based on the English data.
The observations made in Section 2 collectively militate against the pragmatic view, which presumes
that the adjunct meaning is obtained solely via pragmatic processes in the discourse without any
structure in syntax. Instead, we have demonstrated that null adjuncts have syntactic structure, evidenced
by syntactic dependencies, such as bound variable anaphora, within the missing adjuncts. Furthermore,
we have shown that the alleged difficulty of adjunct-inclusive reading is not due to syntactic restrictions
but purely because of pragmatic factors, such as discourse, contexts, and QUDs.

The discussions and analysis of this paper are expected to have repercussions not only for null
adjuncts in English and Japanese but also for cross-linguistic elliptic phenomena in general. Specifically,
while Argument Ellipsis is not available in English, it is now clear that ellipsis of adjuncts in English
follows the same pragmatic constraints as in Japanese. The observations in (4), (9), and (13) reinforce
the claim that adjuncts can independently undergo ellipsis, which leads us to conclude that Adjunct
Ellipsis (Oku 2016; Kobayashi 2020; Tanabe and Kobayashi 2024a) is necessary in languages like

English, Japanese, and, possibly, in human languages in general.

* We would like to thank two anonymous reviewers for their comments. Thanks also go to the audience
for their comments at the 42nd annual conference of the English Linguistic Society of Japan held at
Nagoya University, especially Akira Watanabe, Takeo Kurafuji, and Kenta Mizutani. This work was
supported by JSPS KAKENHI Grant-in-Aid for Scientific Research (C) #JP21K00574. All remaining
errors are our own.
NOTES

' Bar Mitzvah is the religious ceremony when a Jewish boy turns 13, marking his transition into
adulthood. We thank an anonymous reviewer for kindly providing this information.

2 As an anonymous reviewer has pointed out, in (2), the adjunct-exclusive reading entails the adjunct-
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inclusive interpretation. However, this is not a problem here because the latter does not entail the former,
which makes it possible to empirically distinguish between the two different interpretations, unlike the
case in (3).

3 An anonymous reviewer has pointed out that the adjunct-inclusive interpretation is more prominent to
obtain when the non-past form -(#)u is used than when the past-tense form -ta is used. However, we
claim this is not necessarily the case, as exemplified in (i), a minimal pair of (13a). Of note here is that
the adjunct-inclusive reading remains as prominent as in (13a) with the non-past tense counterpart. This
state of affairs indicates that discoursal factors outside of syntax play significant roles in determining
the availability of the adjunct-inclusive interpretation. We thank the reviewer for bringing the data to

our attention.

(1) Kinoo Taro-wa shigototyuuni koohii-o non-da kedo
yesterday Taro-Top while.working coffee-Acc drink-Pres but
Hanako-wa e nom-anakat-ta.

Hanako-Top drink-Neg-Past

‘Yesterday, Taro had coffee while working, but Hanako didn’t have e.’
* We leave the relevant QUDs in the form of linguistic expressions, refraining from formal illustrations,
as this does not affect the discussion in this paper.

> This is because not drinking coffee while working does not entail not drinking coffee at all.
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PR AT REMEIC 25  BRREBUIROIRIE & BB DOHl#*

(Determination of Transfer Domains Based on Interpretability and Constraints on Movement)

E)I 3 (Yuna Hasegawa)
A B R RFPE (Nagoya University)

X —U— R 7oA REGG, dnck, JEYMERAE . SRS, SMT

1. A

(la, D)DRFLLITREND X H 12 BB L - AJOWNERE R ICBERELZ #9252 Z L IX R ATRE
THY ., ZIUTHEAE I H(Freezing Effect) & L THILAL T %, (cf. Ross (1967), Culicover and
Wexler (1977), Takahashi (1994))

(1) a.  Whoi do you think that he will talk [to t;]?
b. * Who; do you think that [to t;]; he will talk t;? (cf. Miiller (2010: 23))

Fo. Qa, bR T L OIT, [HEHEE |, T770bb, —EHT 28D Q, Top 72 EDOHFEME L
OEFEIOIREMMEICBE L BRI IOR2BEZEAIND Z ENTET, gk
UEWURG (Criterial Freezing) & FR & 415,

2) a. Bill wonders [which book Cq [she read]]
b. * Which book Cq does Bill wonder [t” Cq [she read t]]? (cf. Rizzi (2006: 11))

ARETIZ, ZNHD 2 XA TOEFENRED X HITENNDLDONTONTELET L, DD
WEIIR)DEY Th D,

(3) a T A RTRRATEEMEA KL L CIES LD,
b, BRAEZNR L ILHMERGRE X, 7 = A AR AR SR (Phase Impenetrability Condition:
PIO)IZ L > TRl s %,
Chomsky (2000)(Z X % 7 = A RIZFAT 2 EREIFZ@)ICE LD bND,
(4)  Chomsky (2000)

a. The head of a phase is “inert” after the phase is completed, triggering no further
operations. (Chomsky (2000: 107))
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b. PIC
In phase o with head H, the domain of H is not accessible to operations outside o,
only H and its edge are accessible to such operations. (Chomsky (2000: 108))
c. CPs and v*Ps (not unaccusative/passive vPs) are phases.
(Chomsky (2000: 106, 107))

ZOMRED FTIE, BIZIEGITRT LT, 7oA ZANLSLDOBENL Y = A XORIBOLE %
H L CliakZmlEd 5 2 LI LV AlRE L 72 5,

(5)  [cp [which book]; [do you [vp [Which book] [think [cp [Which book]; [that John [yp [Which
book] [bought [which book]; 11111117 (cf. Boskovi¢ (2018: 252))

WEITIE, 7 = A ZABERIZHED & UL ORI ORI &2 3 T AT e 2 8L 5,

2. SEATHRSE - BRERIR E 7 = A ARELE~DBE)

7 oA RBGHIL, BEIOFKICHAE 52 5720 OBEENTE LTHOITHY . EEICE
O JFTPEIZ BT 5 HRNZ DOV TYBEER D DR 2 3 TV D B TIFEIE 2 < FET 5.
RIZ, 7 = A ARG~OBENEHIRIZATRETHL LT 5L, BREIRICE VBRSNS
(1b)D L 5 72 B DA TAEMEDE L < FHIS 720,

(1) b. * Who; do you think that [to t]; he will talk ? (cf. Miiller (2010: 23))
y

(6)  [cp whoi [cp do [ip you [ve Whoi [vp you [vw V [ve think [cp Who; [cp that [ip [to whoi]; [ he
[ip will [ve talk [to whoili 111111111111

(7a, DITRT 2 DOSEATIHIIEIE, BREIRICER T 261% ., [ 7 = A ZRE~OBE) | (287
IR 2R 5 Z LI X v R %,

(7) a.  Miller (2010): EEDO/NIFE. NIFEITT X TREICL VB SN D, K
FMEDA B AT LOBLE G | FEMP IS LI R ICEE DN R~ 8
HTEITEET B, FREHMH L OHEH LITEFE 7w,

b.  Bogkovi¢ (2018): T YULAFHOBLREEN D RS E#AGLEER R B) D A H
RERDAT = A D)X, BEIZEHAT LI EBRAIRETH LI, B
L7=BEBRONEN S OBENIFF S /a0,

(7a)DiE Y | Miiller (2010) TIFFR TN HFA L7214 IC RN RS & 6L D 72 DI K ~BE) 3
HEVOMEANEFZZ T 52 LICk 0, MERMICIEEEHNE D O E H LAF SR &
WO RN EIND LFREOND, TIT, BELCBERINTHRERERTHLZLEE
BT 5 &, ZOGHIIHFERICHTT MBI bEA IS 5, £72. (Tb)IZRT Boskovié
O18)D T TIX, T~ INAT G OBLEFENS | BEMEE 28] S 2 B O RImITIT R P
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BTERVEVHIHIRAAE L, ZORE, BE L-ERZONE»LOBEITF SR E D
HHIRBFE SN D L EREN S,

VL EDSATHIZEIZ, PIC I L W BB D WL O ORIKZHRIITE 5 L\ ) R TEE
LWEWZDH, NIRRT 2 OD0MESENH D,

®) a  T=A XARESOBEZHIRT 5 72DICHEL SNDIBIMOBEITE D K
INTENND DD,
b. (DB LERITE D L D IZFI S D DD,

1 B2, 2 DDOFATHIEIZI 1T D PIC Z R BIMDETED E D X 9 IED LD DD 5 H
TR, HEITHEEF-TLEY LWV ERH D, 2 DHIT, OITBIRT 5 BEAbiil o 1E ik fz
BUCEAT 2 HENBRE R ORI L 72D Z ERETF BN 5,

9 Everybody in some Italian city met John. (* every > some, some > eve
ryoody y ry ry
(cf. May (1977: 62))

May (1972 WT, ZOFID L 5 1280 EALFAJ(QNP)Z & e QNP 23 EFEIC 72 5 61 Tl,
g & SO OVERIBEItRZ & 5 2 ENBIE STV D, (9)TIE, some 25 every £ 0 & JAVME
Mgz & 5. T2 o542 TOHICEHL T, ZOHTIIRENR Y 3 VIZaoT ]
EWIHEIR L 72D, 2 Z TOERIL. Cecchetto (2004)(2 X %, &EALFIME Y 1 1F (Quantifier
Raising: QR)IIFFEEIETH U | FEBEMNRHINEZZ T 5 &) BREREE T 5, LA -> T,
OBBNZ 725 &9 BIREAIE, ZORHEEHEET 52 EICX o THRIRTHZ LN TS
D, AFEICE W T, FREIRE & BROIISICOWTH A EZ 52 5720, BEMICZ
ORfE A L EC#EmasitEn s 2 & &35,

WHITIL, BHRENRICKT D7 = A RBGRIC DS FRBLEAN G OB EZHERL, 20
ARSI DA TEX 5 2 LB,

3. oHT
3.1. 7= A XDWE

LU ®IZ, Chomsky (2000)DEFE & LRI MR ATREMEICE S 7 = A4 XD EFRICH
T D HATHIGE A3 %5, £9°. Grano and Lasnik (2018)IZ(10)\ R IEF& AT 5, CP I
Tz A XL LTHRETA2AOBEMTOHDLETHLDOD, 7 oA XL OME O FEHMHME
KA EHZEEEZ LOEA, TOCPIZT oA XERBRNWETRET S,

(10) Grano and Lasnik (2018: 31, 45)
a. CPIE7=AAXTh2dD,
b. 7 xA ZAEEH(C)DOME O EEMOMERS 5HEMEE b OBE, TOT
A AT F oL END,

F 72, Narita (2011)i%, AT RTARRATREMEZ KL T2 EREZBEA L T\ D,
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(11) Narita (2011: 53, FRIZFHE 2L D)
EERZIZ, TONENIKR L TWD (e, HERMGFEEEZEEZRVVES. £ L
TEDOLEIZIRY, 7oA X L7205 5,

Z LC, Narita |37 =4 X ZMEMEOELND CP, v¥P L EFRTDHZ EOREAE LTU2)%
2P, (I)DOENPERDOFRGIZHE S 7oA AOEREZEL L EET S,

(12) 1RO 7 = A ADOEFRDOMB A (Narita (2011: 481f), Hinzen (2006)):
MM &V ) JMEDREDITH D,
a. CPRT7xARXTHY, TPRT7 oA XATIERNT EZBATE 220,
b. VPRTzAXTHY, VPR T =A XTHRNI EEZHIFATE 720,
c. PP (Abels (2001)), DP (Matushansky (2003), Svenonius (2004), Hiraiwa (2005))
N7 oA X ThHDHIEEPRFATER,

1 SHIZ, CP & TP Nili#H & bMEMTHIIC L b LT 7 oA XML CTRERD Z L
MWET LD, FERIC, vP Gt « ZBD vP) & viP DT = A AT 2 E WA 2
WZIEAR+0THD EEHBL VD, 512, Chomsky (2000)iIZBW T 7 =4 XL & TWn
72N PP,DP N7 = A X TH DA FEMEN S < OITHZEIC L VIRBR S CT& 20, Zhico
WTHIHZEZ D ZERRAETH D, —FH., I)DERED FTIX, 74 X Th D AlRetk
WD CP,v¥P, PP, DP LI 7 = A X & 1D TP, vP TR AR AT RESRMEZ o0 E 95 )
EWVIRIZBWTRBIEN, ZHICEY 7 =A XL 9 HHIEE T 9 TROVEBENSFES
HEmL bbb,

3.2. (RE

AEITIX, ARBERAT 2REERTRT 5, RO AT & RIS & REE LS OB D
b7 A RXEHEFKRL, PIC 22D 2FEOHFORZIHAEL 5252 L2l kAhd,

SeiR D@ Y . Chomsky (2000)D(13a)DEMEIC KL D 7 = A ADEFRMNBIAE D —XITRE S
NTWDA, (1IBb)DIURIEDBLE D DEFRDITFICEH, AIREMED 1 DL LTELL TS,

(13) a. Phases are propositional.
b.  Phases are convergent. (Chomsky (2000: 107))

Chomsky (2000)(Z K AUIE. (13b)DEFIT(14) R T 2 RBRA R RIEN B HER & 5,

(14) Which article is there some hope [, that John will read tw] (Chomsky (2000: 107))
Merge-Over-Move DI GRE BN D72 HIE, (14)DOREERIRIN T = A XL B2 kL, there
DPFEPHDIABEINICIB N TRIZELD Z R TPHIEATLES, LAL, SMTDOFTE

OHFFINEIES D &, ERROMIZ(3b)DERICE > THBEE R bRV EEZ BN D,
L7eho> T, ARTIR3b)DOERL AT 5, (1)ITHE~7z Narita (2011)DEFIZED X,
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RTINS ATRE CTH DREE L ATRE/R IR Y B A U —T = A RTHRE SN D LIRE L. (15), (16)
DEHICT oA ADEHRYFHERUILT 5,

(15) REL 7 xA ADEH
a. TN TOMEEERIL, T ORI 517 5 BN R ATETH 5 1 HA.
ZLTEDHEITRY 7= XE720 | ZTOERME CTIHEEIEZEH S5,
(based on Narita (2011))
b.  MEEEIX. LT OGAMIRAIEETH 5,
i ERMEHREEZ L OBEREL T ER, (based on Narita (2011))
ii. JHEFOMRAA6)IC LV ERIES TV D,

(16) RE I: {EH T(e.g., BEMF)DOFRAI S
VP SEIR( REEIR) L 0 _E OGP, CP)IZEE) L(cf. Rizzi (1997), Grimshaw (1993)),
2OoPabt—& L THEEIZAT 5,

(151X L AR TH D, LD AR ITUR ATREN: - MERATREMEIC LV RES D, BIK
FINZIE, TR TOMFERIZONT, EOEREFEBICH 7 HHEENIR L TWAHET =4 X
7D TCEFmREEZITHIENEREIND ET 5, (1) EDOMHET, DURMED SR,
HE T OREZRFET 5 &0 9 R (15b-ii), BERNZDZdDOEM16)EMATZ 8 TH D, #H
BAm2o0ab—L UTHEENICAELD 2 EE2RBAISEMLE L TR LR, Zhud, #mek
% DOEMMIROBFEIZ I W T, FALO 2 B —23(17)IZ7~: 3 Trace Conversion (Fox (2002)) i
IR DB IR ZEH LW ) TR E MO EWVWHIREELZSEATLOTHY . LR
ST, fRREANL & 72 DEREFEIR N IC BT (15b-ii)/(16) DR 2 7= 2 L RNER & 5,

(17) Trace Conversion (Fox (2002: 67))? i ]
[who2 ... whol] — who [Ax ... X ...]

ZOBRIZED, RN AIRECTHOIMIEILITE AW B A v X —T = AZHEEIND Z
EMFER I, FAEHAICIH T DMEEEROAH LT 2 Z L ICHE5T 5, 2o, faslk
A B =T 2 ACBT DR RT3 2T AL L TRERZETZ b O L) TREZES
Fx5E, SMTO FTIEHZERITTHL LVWR D,

VLEDOENE D X D ITHERET D00 E& /R d 720, @i O B AIGE wh BRI OIREE % 2 5,

(18) What does John like? ( F##: #REZ 51T 5 EE (cf. (15b-, ii)))
a. [ John v* [vp like what]]
b.  [cpcc C [1p John I [y+p John v* [y like what]]]]
c. [cp what C [ip John I [v+p John v* [vp like what]]]]
|

(18a)iF v*P MNIRAE LB A ~d, D& &, HEARMNMEIZH D wh A)1X C & DFEME—I
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NETLTELT., wh BHEOEN G2 5N THWRWZDIURZI5F, 2Tl Ho0ar—L
DIRNZ EIZLY, HETE L TOMRBEIES LR, o, EiEL 1 E0—FT XL #
FHEOMENE 2 BTV, L7eR> T, (18)DI&EIL T = A X &l big\n, D=9,
wh AT v¥P OREGIZBENT 5 Z & 7e < (18b)DHEEIZ/2 5 F ChMEICEE VKLl 5, 2D
EEPECIX, wh A C L O—HIC K DEMNEFZ T T b0, BERNEHAIhTELT 1
DDA —LIFELZRWED, (18b)b 7 = A KRB 720, LIz -> T, (18c)D X 912 wh
HIFED CP 5 ERICKEEIT 5 Z & 1F PIC ([SEMET, MERS YoM IRESND, &
Bz LT, BEITHOERIIEANICOMNEICHEEDLZ LICEY, ZnEEd SO 07
A AT BN T D720, TOBROBENARELRDEVI RTH D,

3.3. BRERIR & BYEHE

AT CIR LICARE LV . BEIOKIKICHAN G2 b b 2 & Z2md, 1ZUDIC, HiER
SRATHEAR L 72\ (1a) T, (18) & [FIERIC wh BB SR 72 <EH S b, gk L7zQcRm
01T, BEhZEH S5 EE who DNBBNERTOD(19a) DEEFE CIHOEICRE D Feld TWAHIR
D, ZTNEELHEEITT =4 XL B0 D, (190)RT wh BENT PIC IZX > THIT S
oz Eixen,

(1) a. Who; do you think that he will talk [to ti]?
b. * Whoi do you think that [to t;]; he will talk t;? (cf. Miiller (2010: 23))

(19) a. [CP(: ) C [IP you 1 [v*P you v [VP think [CP (Subordinate) that ... to W_h()]]]]]
b. [cp who C [ip you I [v+p you v* [vp think [cp subordinate) that ... to who]]]]]
|
— 77 QOIZART(ID)DIRAEIZIB N T, ZOFEIRZE N T 57200 wh BEIDARA[EETH D,
(AR CRH & U7 BRI A A L 0 AR AR 22 o T2 fEI 2 7R g, )

(20) a. [IP (Subordinate) he will [V*P he v*P [VP talk to WhO]]]
b. [P (subordinatey to Who [ he will [v+p he v*P [vp talk to who]]]

t ]

C. [cp=cy C [1p you I [v+p you v* [vp think [cp (Subordinate) that [;p to who ...[ve who]]]]]]

N

d. [cpe=cn Cg[lp you I [y+p you v* [vp think [cp (subordinate) that [ to who ...[ve Who]]]]]}]

(la) & [FIERIT, (202)D TP & ZDONFHDOWNRLERE 7 oA XL TR LR, ZDI%, who
ZEte viP IND PP AEEEILIC L > TREIL, (20b)D IP HEENIRESND, T OBEMET who
D2 ODAL—PHEEITEAIND, TO%, IREDEL(200)D FEHiD CP HEENSIRAE S
L& who D wh FYEIZEEHO CICLVEEZFEEND, 22T, ZOHBEITT7 oA XL
HEMEEWT- L, QODIZART X OICIPHEIEEZIT TR E 72D, L7e > T, who 23 EHi
O CPIREMICBENTHZ LIFXPICICLVEETLOND, EERSEZWVWNZDE, whilZE
DERTIVST-ABBZEAINS L 2 >Oa bt —%24 U, C FEEAHE LEMERET
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T LERICIRELZIT D720, CPHREMICBEI¢5 Z LR REL 0D,
EHIT, EREOSITIS L 0 ARHERFSC OB 2 52 b5, BE 5612 LU ICHET 5,

(2) a Bill wonders [which book Cq [she read]]
b. * Which book Cq does Bill wonder [t” Cq [she read]]? (Rizzi (2006: 11))

Tt T 5 Qb)DIIERICTTRE T H DRI, B2 I3 L 52 bDTH 5,

(21) a. [cp(subordinate) C [1p she I [y+p she v [ve read which book]]]]
b. [cp(subordinatey Which book C [ip she I [y+pshe v [vp read which book]]]]

4 §§ ------------------------ o

QRla)DEE D, (21b)D X 51T which book 73 CP {5 ESBICHEENT 5, T D wh AT DIAI
DO CLEO—HZELDEMENETLTEY, OBENCLY 2 502’ —& L THEEICE
IWTWD T, FEHIENE wonder 23FA L TR S NTZ21c)D VP AEEIZ 7 = A X720 | HL
DIABEID CP RARNHRE L 52T D, £ DT80 which book H>EHi~LBEIT 5 Z LI A AEE
Thbd,

Fo, EHO C LHOIALEN wh HJO—FDNEEL RNV ERGE LTZGAICAREE 72 5
QYDIRAEIZENT S, EEEDOMENEL 5,

(22) a. [cp(subordinatey C [1p she T [y+p she v [vp read which book]]]]
b.  [cp C [ Bill I [+p Bill v* [vp wonder
[cpsubordinate) C [1p she I [y+p she v [vp read which book]]]]
c. [cp which book C [p Bill I [v+p Bill v* [vp wonder
[cpsubordinatey C [1p she I [y+p she v [vp read which book]]]]

ZDOYREIZIBVT, which book MITALEIZEE E VKET ARV . 22a)lm T HOIALEI D CP
H. (22IIRTERHDOCP b7 = A XL BT, (220)D X D IZEHID CPHEEMRIBEN T Z
ENHRETH D, ZOEERET, BEIC wh A)D wh FYEDEAMTE S TEBY . BENC LV BEIC
whA]D 2 SO a B—PHEEICEASND 2D, EEFRICHEIZAE L2V, Ll 20
A B wonder DBIRFEMED T2 SR\, LToA - T, &R 5 RN E LGS &
FRED R TA U H—T = A AZBIT HRUCRENR AT D Z L2k v, EfH VP LU ORkE
ITHRE SN i RAYIC 2 DIRAEITEFES 5,

4. @S

1 DHOJmAEIE, 2 #Hi TR LIzOICB T 2 A a—T7fHRIZOW T, H—ediil %z 5 2
BB ENIHTHD,
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(9) Everybody in some Italian city met John. (* every > some, some > every)
(cf. May (1977: 62))

ZZC. QNP X wh AJE[RERICEENC LY 2 DO a b —& U THEEICEN D LERH 503,
Z O Lo 3 B — AR EICE LT, 23)0 & 512 wh A) L D SROHIBRSERE b d & UE
R

(23) QNP (X IP fHIIAZiE, TP FEEERALE ., vP FIALE O WS E) L i i 7e
SYAJAN (cf. Aoun and Li (1993: 88))

HARRNZIE, )IFLLTFO XS IZIRES LD,

(24) a. [v+p [one everybody in some Italian city] v* [vp meet John]]
b. [ [one everybody in some Italian city]; I [v+p t; v* [vp meet John]]]

c. [ir [some Italian city]; [ [one everybody in )i I [y+p ti v¥* [ve meet John]]]

(242)D v¥PREE RN IRA SN2 D B 55 QNP M@ E O EiEBE) & R IP R EEICBEI L,
(24b)D TP HEIEMNIRAE SN D, F7E QNP 2RO FEEE A4 5 every (X, 1P FEETNLE B
THZEILED 2o0abt—L LTALLD HATE L TOMRBRIES LD, LML,
FEENHERD some Italian city 132 DO =a—& LTHATIIWDS OO, L0 =2 B —X 1P 5
TET - AIRE & 7203 vP AHIEICALE L TV iah TN E 0GR 7 = 4 X &2 5720,
L7035, (24c)D L 9 ICHIEZR < 78 QNP O E S IP ICAINT 5 Z E RN AHETH
D,

HERAIFRED 1 oL LT, Itk b0 7 = A4 ZRE~OBEIL /2 &V 5 Afgod
HED, QS)DEEMRMOFIZEFTELEVIATEHEELWEW) ZEnETF N5,

(25) 5SELfER O JFEL(Full Interpretation) (cf. Chomsky (1995))
R & o TRFEIZRERDERITIEL TR B R,

FEBUCEE G L7 WER EOBERNFHELZ RN SR, 7 = A ARG~ DOBE) % BRE)J
HFVEE U TA<RE &N 5 KM (edge feature) S R E (272 5720, AfOE X SMT O
BEODIHFELVENWZD,

L)L, SRARELWET S &, 2 IEQOITTRTEGIREREBEIOFHLE 725 L 5 T —X
ITRRBRAZRRE L 720 5 5,

(26) a. [Which of the papers that he; gave Mary;] did every student; _ ask her; to read
carefully.
b. *[Which of the papers that he; gave Mary;] did she; _ ask every student; to revise _ ?
(Fox (1998: 157))
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(26a) TlE, THUTTRT v¥P ORIGILEZREHE LT wh A BEIL TR Y FEENAIETH D
ET DL wh BJNELD he IXFFED every student \ZHFFE S5 . £ 72 Mary M4 T her |2
FIES 2N E VDRI W T, AR OMEICRIEEZ 4 Uz, — T, (26b) TIXZD
£ 9 2RI T FAR AL E AR W T OICEB I NV EBIH SN D 5, MtORMITET L O
D, ZORIZDONTL, FRICHF G T 2581388 AETH D LT 5,

% 72, Chomsky (2021)IZ KZAVLFFA OfiilEE 7 = A X L§R® 5 Z L 1L Language Specific
Condition 72 b EEEA OER NP EDL L, —F, A X —7 = A ATOFRATREMED AT
KOS ERIT, SHEEAOHMEUNANS 7 oA XERET D Z EEFRRIZT 5,

LorL, [RY 7o < REHEOBEIDFEAIITHIR S e n o Z L idfFaick i 2 R
HEOBREZ TS5 L EEHR L AROOHTICE > THREE 720 9 %, Z 2 TiX, Goto and Ishii
QO2HIZ X DB EHRHT 2 Z LI2L - T, ZOMENRIE SN D WTREME 2 /RIET 5,

(27) Minimal Search-free Hypothesis (cf. Goto and Ishii (2024: 125))
OFEIC B DAL, H/MEA (cf. Chomsky (2021)1Z X - THIBR & 7auy,

B/ NREIL, SMT OB RA DN D CTIRE I, FERK A R/MNIT 52 L 2 TR
HHRIEESFEET o v A TH D, HHBEIFA ORI (Chomsky (2008)D % & | HFAEREITH;
EOBERICHEA I NDDIT TRV EWHIHEEND ,Q7)DEFLD T Tk, ffA 1% PIC, Binarity
WZIED R AHICEH SN D, ZOERBICHEZIE, REBEOEREI IV ELEEOPEY
AT AZBWTIFEL LN T RN LI, AROBETMEL RN EER D, £
LT, REBEOWENPERR S LD DI, BRFEIANA < 72 2 B DOFEIRA~DO A & v 5 2R
A - TV D AREM 2 "2 L TH < (Chomsky (2013: 41)H 2D Z L),

5. fhan

AT, 2 FEHOBEOHIK, T 72b bz & HERRIT PIC 225805 L%
L7z, 7z, PIC (TBI#E LT, MERATREMEIZE S W TIREEZ I ET 2 ER LA L, 15
PRI & 72 DARE RIS R 2 £ L2V E I3 Cllinkz Ml s n s LR L, £
LT, ThbD—HOMEN, EE LWVRRE, BEmrmki 28 < 2 & 2R LT,

*ORFRIL, 2024 4F 11 HIZATHON T B ARIEGE TR 42 BIRSIZHB T DM EHREONEITELE
EMRT-bDOTHD, HE. AROPECHZY, HPEZLAE, BIOA ERRFEIEES
REEEORAET I VAW aA L N2z, £, BEOBICW =W ER 2 2
Y MIAROEIZB N TRERT Lo, ZOHEZHBMEY LBILPL BT 5, 728,
AFO—UIDFRY | MElLEE DBEMETH 5,
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The Historical Development of the Noun-after-Noun Expression”

Rion Ono

Graduate School of Nagoya University

Keywords : idiomatization, Noun-affer-Noun expression, semantic abstraction, structural change,

tripartite parallel architecture

1. Introduction
This paper is concerned with the historical development of the Noun-affer-Noun expression (the N-
after-N, henceforth) as exemplified in (1).!

(1) a. For four long years she has been training hard day after day with just one goal in mind.
(Collins Wordbanks Online / 505)
b. Car after car went by without stopping. (Matsuyama (2005: 170))

As illustrated in (1), the N-after-N has two kinds of use: the adverbial use and the nominal use. In
addition, nouns occurring in the expression should be countable nouns in a bare singular form, as shown
in (2).

(2)  * water after water, * a day after (a) day, * books after books
(adapted from Jackendoff (2008: 9))

Although several previous studies discuss the properties of the N-affer-N in Present-day English, little
attention has been paid to the diachronic change of the expression. Therefore, the aim of this paper is to
clarify whether these properties were also found in the N-affer-N in early English through a corpus-
based investigation and to provide an account for the historical development of the expression.

The organization of this paper is as follows. Section 2 overviews the observation on the N-affer-N
by Matsuyama (2005), who makes a similar attempt to this paper. Section 3 shows the results of my
investigation and points out problems with Matsuyama’s discussion. Section 4 proposes an analysis of

the historical development of the N-affer-N. Section 5 offers concluding remarks.
2. An Influential Previous Study: Matsuyama (2005)

Matsuyama (2005) attempts to clarify when the N-affer-N was established on the basis of the data

from OED, which is summarized in Table 1.
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Table 1: The First Instance of the N-affer-N in OED (cf. Matsuyama (2005:178))

Century 12th 13th 14th 15th 16th 17th 18th 19th
Token 1 0 0 0 1 3 1 9

Based on Table 1, Matsuyama concludes that the N-after-N was established in the 17th century. This
result leads him to conduct a further investigation of the expression in the 17th century and later. He

uses his original corpora and shows the data summarized in Table 2.

Table 2: The Tokens of the N-after-N (cf. Matsuyama (2005: 179))

17th 18th 19th 20th
Adverbial Use 9 4 18 17
Nominal Use 5 7 7 15
Total 14 11 25 32

Considering the data shown in Table 2, Matsuyama argues that the adverbial use was established in the
17th century while the nominal use was established in the 20th century. Moreover, Table 2 shows that
the frequency of the N-affer-N decreased in the 18th century, but increased in the 19th century. Although
Matsuyama sketches out the historical development of the N-affer-N summarized in (3), he does not
investigate the expression before the 17th century quantitatively. Then, the following section provides
the results of my corpus-based investigation which covers all the historical periods of English.

(3) a. The adverbial use was established in the 17th century.
b. The frequency decreased in the 18th century.
c. The frequency increased in the 19th century.

d. The nominal use was established in the 20th century.

3. A Corpus-based Investigation
First of all, in order to clarify the developmental path of the N-affer-N, this paper makes an
investigation on the basis of the following corpora: YCOE, PPCME2, PPCEME and PPCMBE2. The

result is shown in Table 3.

Table 3: The Tokens of the N-after-N in YCOE, PPCME2, PPCEME and PPCMBE2

EOE LOE M1 M2 M3 M4
Adverbial Use 0 0 1 0 1 0
Nominal Use 0 0 2 0 1 0
Ambiguous 0 0 0 0 1 0
Total 0 0 3 0 3 0

EModl1 EMod2 EMod3 LModl LMod2 LMod3

Adverbial Use 0 4 1 0 8 14
Nominal Use 0 0 0 1 8 14
Ambiguous 0 0 0 0 1 0
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| Total o [ 4 [ v [ v [ 11 ] 28

EOE (-950), LOE (950-1150), M1 (1150-1250), M2 (1250-1350), M3 (1350-1420), M4 (1420-1500),
EMod1 (1500-1570), EMod2 (1570-1640), EMod3 (1640-1710), LMod1 (1710-1780), LMod2 (1780-
1850), LMod3 (1850-1920)

Unfortunately, there are very few instances from M4 to LMod]1 (i.e. from the 15th century to the 18th
century). Given Matsuyama’s (2005) observation overviewed in Section 2, such a gap in the relevant
periods is highly implausible. Therefore, this paper makes a further investigation of the N-after-N after
the 15th century on the basis of EEBOV3 and COHA. The result is shown in Table 4, followed by some

examples.

Table 4: The Tokens of the N-after-N in EEBOV3 (1400s-1700s) and COHA (1800s)

1400s 1500s 1600s 1700s 1800s
Adverbial Use 0 38 1416 24 2844
Nominal Use 1 102 928 18 2085
Ambiguous 2 10 148 2 156
Total 3 150 2492 44 5085

(4) The 1400s (Nominal Use)
... but yf they wold drynke Than cam bolle after bolle and ...
but if they would drink then came bow! after bowl and
“... but if they would drink then bow! after bowl is brought and ...” (EEBOV3/A03319)
(5) The 1500s (Nominal Use)
... when our seruant shal haue dispatched Ilabour after Ilabour,
when our servant shall have dispatched labor after labor
“... when our servant shall have dispatched labor after labor, ...” (EEBOV3/A04901)
(6) The 1600s (Adverbial Use)
... that others shall Summer after Summer arise from the same root. (EEBOV3/A26921)
(7)  The 1700s (Adverbial Use)

Visible Churches have died Generation after Generation. (EEBOV3 / A48445)
(8)  The 1800s (Nominal Use)
Arrow after arrow had been discharged at the inhuman assailant, but ... (COHA)

According to Table 4, the N-after-N is observed from the 1400s to the 1800s (i.e. from the 15th century
to the 19th century). It also indicates that both the adverbial use and the nominal use are observed
productively enough to consider that they emerged in the 1500s (i.e. the 16th century). In addition, the
frequency of the N-after-N per 1,000,000 words has consistently increased since the 16th century, with

a dramatic increase in the 17th century and the 19th century, as shown in Table 5.

Table 5: The Frequency of the N-after-N per 1,000,000 Words in EEBOV3 and COHA
1500s | 1600s 1700s 1800s
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0.84 2.50 | 2.53 39.34

Turning to the properties of nouns occurring in the N-affer-N, they could involve determiners and
could be uncountable or plural from the 16th century to the 17th century, as illustrated in (9).>
(9) a. And here the judgement is given upon a default after a default, whereas ...
(EEBOV3 / A61918, underlines are mine)
b. ... & washe the cuppe agayne & agayne, with nettles, with salte, with ashes water after
(EEBOV3/Al14612)
¢. By their succeeding one another, ...: as for example, men after men, beastes after beastes,
(EEBOV3/A09819)

water, ...

corne aﬁer corne: ...

It should be noted that the N-affer-N with plural nouns as in (9¢) is found even in the 19th century, as
shown in (10).
(10) Why were ages after ages suffered to pass away, and ... (COHA)

However, the percentage of the N-affer-N with plural nouns decreased to less than 2.0 percent of the

total in the 18th century, as shown in Table 6 and Table 7.

Table 6: The Percentage of the N-after-N with Plural Nouns in EEBOV3

1500s 1600s 1700s
Plural Form Nouns 9 6.0% 73 2.9% 0 0%
Total 150 100% 2492 100% 44 100%
Table 7: The Percentage of the N-after-N with Plural Nouns in COHA
1820-1829 1830-1839 1840-1849
Plural Form Nouns 5 1.6% 5 1.1% 1 0.02%
Total 313 100% 460 100% 540 100%

Assuming the criterion developed by Walkden (2013) that a certain pattern is ungrammatical if its
percentage is less than 2.0 percent, it will be concluded that the N-after-N could no longer take plural
nouns after the 18th century. Hence, the lexical properties of the N-after-N in Present-day English
reviewed in section 1 are judged to have been established in the 18th century.

In summary, the above corpus-based investigation has shown that the N-affer-N emerged in the 16th
century and was established in the 18th century. In addition, it has also been clarified that its frequency
increased especially in the 17th century and the 19th century. As is obvious, these observations differ
from those of Matsuyama (2005). The following section proposes a theoretical account for the historical

development of the N-affer-N revealed by my investigation.

4. Analysis
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This section provides an analysis of the development of the N-afier-N summarized in (11).

(11) a.
b. The frequency increased in the 17th century.
c. The N-after-N was established in the 18th century.
d. The frequency increased in the 19th century.

Both the adverbial use and the nominal use emerged in the 16th century.

4.1. The Rise of the N-after-N in the 16th Century

Firstly, this section focuses on the cause of the rise of the N-affer-N. Adapting the analysis of
Matsuyama (2005), this paper proposes that semantic abstraction of the preposition affer caused the rise
of the N-after-N.? As a result of semantic abstraction, the idiomatic meaning SUCCESSION was acquired
in addition to the original meaning SEQUENCE. It is important to note that the original meaning of the
expression did not disappear immediately (cf. Hopper and Traugott (1993)). Therefore, this paper
proposes that the N-after-N from the 16th century to the 17th century expressed both SUCCESSION and
SEQUENCE. This is summarized in (12).

(12) - The 15th Century The N-after-N: SEQUENCE

| Semantic Abstraction of after
The 16-17th Century The N-after-N: SEQUENCE and SUCCESSION
4.2. The Increase in the Frequency of the N-after-N in the 17th Century

Then, this section considers what caused the increase in the frequency of the N-after-N in the 17th
century. This paper argues that its cause is the increase in the adverbial use. As shown in Table 8, the

adverbial use became more frequent than the nominal use in the 1600s (i.e. the 17th century).

Table 8: Percentages of Each Use in EEBOV3

1500s 1600s 1700s
Adverbial Use 38 25.3% 1416 56.8% 24 54.5%
Nominal Use 102 68.0% 928 37.2% 18 40.9%
Ambiguous 10 6.7% 148 5.9% 2 4.5%
Total 150 100% 2492 100% 44 100%

Interestingly, the number of temporal class nouns also increased in the period. Table 9 shows that the

percentage of temporal class nouns became more than 70 percent in the 17th century.

Table 9: The Number and Percentage of Temporal Class Nouns Used in the Adverbial Use in EEBOV3

1500s 1600s 1700s
Temporal Class Nouns 15 39.5% 1083 76.5% 20 83.3%
Other Nouns 23 60.5% 333 23.5% 4 16.7%
Total 38 100% 1416 100% 24 100%

124



On the basis of the data summarized in Table 8 and Table 9, this paper concludes that the increase in the
frequency of the N-affer-N is due to the increase in the adverbial use, especially with temporal class

nouns.

4.3. The Establishment of the N-after-N in the 18th Century

Finally, this section deals with the establishment of the N-affer-N in the 18th century. In addition,
this paper suggests that it correlates with the increase in the frequency in the 19th century. Specifically,
it is proposed that the completion of semantic abstraction and idiomatization made the N-after-N an
idiomatic expression in the 18th century. As a result of the establishment of the N-affer-N, the original
meaning SEQUENCE disappeared and the expression became frequent in the 19th century. The proposal

is summarized in (13).

(13) - The 15th Century The N-after-N: SEQUENCE
| Semantic Abstraction of after
The 16-17th Century The N-after-N: SEQUENCE and SUCCESSION
| Completion of Semantic Abstraction + Idiomatization
The 18th Century - The N-after-N: SUCCESSION

According to Akiyama (2004, 2014), idiomatization typically involves the omission of determiners
and the fixing of lexical items. This accounts for the historical change of the N-after-N shown in Section
3, that is, nouns occurring in the expression became restricted to countable nouns in a bare singular form
in the 18th century. Given this, it would be conjectured that idiomatization also had an effect on the

internal structure of the N-affer-N, a topic discussed in the remainder of this section.

4.3.1. The Internal Structure of the N-after-N in the 18th Century and Later
This paper adapts Matsuyama’s (2004) analysis of the internal structure of the N-after-N in Present-
day English. He observes that the N-after-N in Present-day English is semantically close to a bare plural

but is syntactically singular, as shown in (14) and (15).

(14) a. ROSALIND had been disappointed in man after man as individuals, but she had great

faith in man as a sex.(F. S. Fitzgerald, This Side of Paradise, 18: Matsuyama (2004: 64))

b. But I tried window after window on the terrace without result. The heavy green sun-

shutters were down over each, and when I broke the hinges of one there was a long bar

within to hod it firm. (J. Buchan, Mr. Standfast, 235: Matsuyama (2004: 64))

(15) a. His head was whirring and picture after picture was forming and blurring and melting
before his eyes ...

b. Study after study reveals the dangers of lightly trafficked streets near home for young

children. (Matsuyama (2004: 62), underlines are mine)

In order to give a principled account for this mismatch, Matsuyama proposes an analysis based on the
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tripartite parallel architecture developed by Jackendoff (1997) et seq. In the tripartite parallel
architecture, phonological, syntactic and conceptual components are independent of each other, as

illustrated in Figure 1.

Figure 1: The Tripartite Parallel Architecture (cf. Jackendoft (1997))

Phonological formation rules Syntactic formation rules Conceptual formation rules
l l l
Phonological Structure (PS) Syntactic Structure (SS) Conceptual Structure (CS)

S S

™\ PS-SS correspondence rules \SS-CS correspondence rules

The distinction between Conceptual Structure and Syntactic Structure may lead to mismatch between
semantics and syntax. Based on this, Matsuyama proposes the semantic and syntactic structures of the
N-after-N as in (16).

(16) a. Semantic Structure: [x > PL([x "7 ] AND [x *]y)]c X =[EVENT] or [THING]
b. Syntactic Structure: [xpec Na [pp P-after NPp]]] (adapted from Matsuyama (2004: 73-74))

In (16a), the property as a bare plural is realized by the function PL(URAL), which maps the singular
arguments with [+b(oundedness), -i(nternal structure)] into the plural argument with [-b, +i]. In addition,
this structure can account for the fact that plural nouns and uncountable nouns cannot be used in the N-
after-N in Present-day English. Also, the syntactic structure in (16b) represents the singularity in syntax.
However, this syntactic structure is not enough to capture the adverbial use because NP cannot typically
be used as an adverb. Hence, this paper proposes a different syntactic structure shown in (17) under the
frameworks of Chomsky (2013, 2015) and Mizuguchi (2019).

(17) [+NP [pp P-after NP]] — o =NP/PP

In (17), nouns have a phrase structure (namely, NP), and hence the N-after-N has an XP-YP (NP-PP)
structure.* Mizuguchi proposes that labels of XP-YP structures can be determined either as XP or YP
without recourse to any movement or feature sharing (as proposed by Chomsky (2013, 2015)). Then, it
is possible to assume that o can be determined as NP or PP. If a is determined as NP, the N-affer-N is
interpreted and used as a noun phrase while the expression is determined as an adverbial phrase when o
is labelled as PP. In summary, the N-affer-N in Present-day English has the semantic and syntactic

structures shown in (18).
(18) a. Semantic Structure: [x > PL([x " 1o AND [x ™ ]y)]c X =[EVENT] or [THING]
(adapted from Matsuyama (2004: 74))

b. Syntactic Structure: [o NP, [pp P-after NPy]]c — o =NP/PP

4.3.2. The Internal Structure of the N-after-N from the 16th Century to the 17th Century
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This final subsection discusses the internal structure of the N-affer-N from the 16th century to the

17th century. This paper proposes that the semantic and syntactic structures are as in (19).

(19) a. Semantic Structure
SEQUENCE: [x[x Ja[place AFTER v [x  Jb]]c
SUCCESSION: [x[x JaAND[x Jo]c X=[EVENT] or [THING], Y = Spatial, Temp
b. Syntactic Structure: [, DP, [pp P-after DPy]]c — o =DP/PP

In (19a), the two semantic structures corresponding to the original and idiomatic meanings are assumed
because the N-affer-N from the 16th century to the 17th century expressed both SEQUENCE and
SUCCESSION. Moreover, X is not restricted by [+b] or [+i] and hence nouns can be uncountable or plural
in the period. They can also take determiners because the syntactic structure in (19b) involves DP. The
transition of the internal structure from (19) to (18) captures the historical change of the N-affer-N (i.e.

the restriction to singular countable nouns and the loss of determiners).

5. Concluding Remarks

This paper has dealt with the historical development of the N-after-N. First, a corpus-based
investigation was made in order to verify the validity of the observation of Matsuyama (2005). As a
result, it was clarified that the N-affer-N emerged in the 16th century and its frequency increased
especially in the 17th century and the 19th century. In addition, it was concluded that the properties of
the N-affer-N observed in Present-day English were acquired in the 18th century, leading to the
establishment of the N-after-N.

Then, a theoretical account for these historical changes was provided. Specifically, the preposition
after underwent semantic abstraction, as a result of which the N-after-N emerged with the idiomatic
meaning SUCCESSION in the 16th century. Subsequently, the adverbial use became frequent along with
the increase of the occurrence of the temporal class nouns in the 17th century. As a consequence, the
overall frequency of the N-affer-N increased in the period. Eventually, the N-after-N underwent
idiomatization in addition to the completion of semantic abstraction, and therefore the N-affer-N was
established in the 18th century. Due to its establishment, the frequency increased in the 19th century.

The historical development proposed in this paper is summarized in Figure 2.

Figure 2: The Historical Development of the N-after-N

Internal Structure Others

16th — 17th i Syntactic / Semantic Structure .+ The Rise of the N-after-N
Century [« DP [ P DP]] — o=DP/PP o

| SEQUENCE : [x [x ] [ptace AFTERY [x ]]]

! SUCCESSION : [x [x JAND [x ]]

\ X = [EVENT] or [THING]

i 'Y = Spatial, Temp

127



................................................................................................

18th Century - Syntactic / Semantic Structure * No Uncountable / Plural Nouns
: [« NP [pp PNP]] — o=NP/PP . | No Determine '
| [x > PL([x"*"JAND[x">])] . | * The Establishment of the
+ X =[EVENT] or [THING] i N-after-N

* This is the revised version of the paper presented at the 42nd Conference of the English Linguistic
Society of Japan. I am greatly indebted to Tomoyuki Tanaka for the progress of this study. I am also
grateful to the audience at the conference and all the members of Department of English Linguistics,
Nagoya University for their valuable comments and suggestions. All remaining errors and inadequacies
are my own.
NOTES

!'In this paper, the N-after-N is italicized.
2 Matsuyama (2005) also points out that examples with determiners or plural nouns were found in the
17th century, as shown in (i) and (ii), respectively.

(1) Antichirst then shall be brought to ruin gradually; that is, by degrees: 4 part after a part; here a

fenced city, and there a high tower, even until she is made to lie even with the ground.
(Bunyan (1692): Matsuyama (2005: 181))
(i) ... God doth not only once or twice, but until these transgressors become old; his patience is
thus extended, years after years, that we might learn of him to do well.
(Bunyan (1684): Matsuyama (2005: 188))

3 Matsuyama (2005) proposes that the semantic bleaching of affer is a possible factor of the increase in
the frequency of the N-after-N in the 19th century (in his observation).
* The NP status of nouns in the N-after-N is supported by the fact that they can be modified by adjectives,
as exemplified in (i). Based on the proposal in Bernstein (2001), this paper assumes that adjectives
modifying nouns are located in Spec, NP.

(i) day after lousy day (Jackendoff (2008: 9), underline is mine)
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REACT off Z2HE 5 FMBFHESLDOF R & LM
(The Meanings and Versatility of V + off Phrasal Verbs)

e %% (Tsutomu Iwamiya)
fE T AMNERE K FIER #) (Kobe City University of Foreign Studies)

F—U— N WSOUE, AEE], S, "X, A AV AF—<

IZC®HIT

LA off 2 PF O FENEARESCIL, BRUREOEW NG 084 bkt 252 2R, 4
EESOURICIE U T, TR (k) o, TEfI . TBRE] L oTclkx 2BIRICIRE N D, £
ITHETUE, round off a victory X° reel off wins L\ o> 7= T(F¥E72) BRIl # BT 2881725
BHLHEHEND LI TWD, Kgld, a3 — "2 & W EFEIFEIC L0 . FEES
DOEFA O A TIIE A T E 72 ANEALE off Z£F O AJENFARE ST O EE & ILHTEOHH AT
DNWTEET L, B, AR TRTT —XI1L20244£2 H 29 HinH 3 A 28 AHDHIZ, NOW
Corpus D HFEE (US, GB, AU, NZ, CA, IE) 2»b it &= 7 —ZI2&Eo<,

2. Off &~ THE L BT DKL 7B

Lindner (1982) (2L % & AEEICZF]IENAE U D DI, ADOERSCHRA & o 7B fEIR
(LANDMARK) (ZF4) « 5 (TRAJECTOR) 23 AV iAte, & 5\ N\EE OFRFFEIRD b Z D 2
72D WITNOGEETHIE UARZBILFNHWSEND 2D TH D, 72 & 21X RED solution
DEE L TFOEMROFICH LD (la), HDHWIE, T TRk STV D wrinkle BRI S
HRIRLIRDERTYH (1b), FEMOBG DR IAITAIZ L > TEL HKE (PATH) W\ T
b AEAE our DT 72, [HE) BEO TBRE] OMRBAEL 2,

(1) a. I figured out a solution to the problem.
b. He ironed out the wrinkle in his shirt. (Lindner 1982: 308-311)

Q)MQVMM@%%~VX%—7T%U[%%J%i@rﬁﬁj@%ﬁﬂf®i5K$D
%A 789, TRAJECTOR (L. (la) (23T 5 solution, (1b) \ZI\F D wrinkle \Z&HT= 0 | JKED
FHT#&REIDH, D TRAJECTOR 753"%‘?\ [VANTAGE POINT] 75 @*&%ﬂ‘ ZHU% LANDMARK O H1~
EAND T EGD RS LANDMARK 206 B2 72 < 72 B F4N ThrE] LREND,
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2

V + out (REMOVAL)
A
[ )

V + out (OBTAINMENT)

2O

1212, REALHE off & 5 AIENEIE SCTIE, EEFOBFNRIITHICL > TRSN DR O
FEBRICINEEDSPE S . 7o & 2T V+off B ThRE (3a)). THEEHL (—BE) (3b)l. [(H
1872) BRIOER: (3c)) 7R ERMAREWZRT R, RS, Bad <o, T LT (Hifah
&) BERED, LWoleATAN, EDOX DT NV a— L ORESLHH DR, & 50
ISR OIERTFA~L DRBD DD, REAE off ITX > TEROSNDRENIL-ET D & LAgvy,

(3) a. ...he needed a rest to {sleep off/ *sleep} the alcohol... (IE 2014/ NOW Corpus)
b. Trump {shrugged off/ *shrug} the idea that supporters tried to discredit her and push her out,
saying: “I really don't know her... (US 2019/ NOW Corpus)
c. Messi {rounded off/ *round} the victory when he pounced on a deflected pass before lifting
the ball over Ospina. (NZ 2016/ NOW Corpus)

ARG T, EWRIZRDR030 23580 S SO Eh RS & T 5 Z &Ik v (Bac) D
K973 off A O RIBYEAINE SURR A O R L ILAPED I SOV TR 5, !

3. Off % 5 MBS D ER & LA

Off Z ¥ 5 FEhGRE SO, BRGEO WX T 2 IEE e FEA R TEE 2 UIE UIXEEE
IV, ZoEE (k) 762 L 2EWT 5, &2, BRLET L a—AREHEL
TeA NV EORBEZRT 5 [BrE] 3a), JAHOSECIEHEZ I G722 T (—
BE) | (3b). cigarettes X° alcohol L\ N> T-B R A I 1T 5 [Hifl) (4), 72 EOERIE, (A58
DEMHRMPLIREL TS EEZBND,

(4) ...he has sworn off cigarettes since his ordeal,... (NZ 2018/ NOW Corpus)

3.1.V + out MIENFERE & ORI LB IRER

Iron (7 A v %ZpF5) (1b) X0 strip, wipe 72 L, V + out MJENFAME L O FEHA, LITL
IEERR 7R BRE (FRCTER) 1TRAZ R TEEZ D OIZX L (55 2024: 150) . off 1 5 4
5L sleep, shrug, swear 72 £, WTIVH FEMITEIEN LB A 5 2 T WENEA K3 #E 2 H
WHNLTWD, ENEFNOMEEM T, ZEOSHEEMOMEITELE T, BREZHHEL
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RIMBHELTWDHEEZ LI, 2L 21X, (5a) D strip out [T DT Va—no [pE] 7N
MR 7 [BrE) 2R3 —F. Ba) D sleep off IC LD ThrE] 1, Kl ZzBWTT7Lra—u
DT DDEREOEWD | FFEHEN R FERIZE D TBRE) KT, 7. (5b) ® wipe out the
idea 7, B2 IIMEIZ LD idea D TBRZE ] 23T OIZX L, (3b) @ shrug off Z 7=
KETIE, FEzRL, BYICHLLH Z & T ZZ TS,

(5) a. Non-alcoholic beer is made by brewing a beer as normal and then heating it to strip out the

alcohol. (NZ 2020/ NOW Corpus)
b. ...President Vladimir Putin of trying to “wipe out the idea of even being a Ukrainian.”
(US 2022/ NOW Corpus)

—J5C. (3c) D round off (the) victory.(6) D reel off wins D & 5 72K EBLIL. clean up, dry out, close
down 72 £ MOAREAF &£ [3224T (COMPLETION) | Z ¢ Aj@hEd L W & (Collins Cobuild
Phrasal Verbs Dictionary 2020: 507-525), [F##72 ] 1742474 EWT 5,

(6) Frances Tiafoe appreciates the support from his famous friends now that he has reached tennis’s
highest ranks and reels off wins with ease. (US 2023/ NOW Corpus)

7o & 21X, (3c) D round off (the) victory 1Z HENZ & 2 WK 232 (M) MHlnwek o) 2
EEBEWRT AN, ZOEWRIE (Ta) OFESCFED [ledge X° corner) % (HIV &5 Z & T)
BONHEET D] EVoTHBAINBIRELIZEDEEZ LD (22T edge 137 > bR
— VD), —J5 T, reel off 1%, A LT [(skein X° yarn) ZH5E T &0 9 BBk
Tholon, 20 HAFEIZIT, MELRETT7 VL) — RS E [(EDERELD
2 FRzZHEHT] LWIOERTHOHWLND L1225 (Tb),

(7) a. If you prefer to have them square, round off the edges, or they will be badly bruised upon
handling. (1877/ COHA)

b. A hand moved across in front of it would give a purring sound, and a glimpse out of a window in
daylight would sound like a cinematograph reeling off a film. (1909/ COHA)

XPER S BM A THERZRBDIZT 5] ZEEERTD (Be) ° (6) DX D72 V+off AIENEIFE
BlIX. scratch out, carve out, gut out 732 £ . 55 %D THEFIOEERS ] BT D V + out AJE)
PR EITEWRN R D, ZD7=0, (8) DILHRT reel off % scratch out \ZiE = #i 2 7-FBLIX
KB I,

(8) ...he has reached tennis's highest ranks and {reels off/ ?? scratches out} wins with ease.

([6] D—HEBHRLE)
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3.2. Off & 5 MBEFHESCOEIRITIR & A REM

HIGEOEIIx L, EEENREEE 5 2 2 W EMER G 2 EEEIC D, Bix 2Bk 2 Uk
HEEED V+ off MIENGIRESLOFEM & UL, Goldberg (1995, 2006) DA% S SCIE DA HE
WV, (9a-b) DEIICRTZENTED (ENTNORITHWVHEETHLDOND BHEEEZ
O A% [10] (2589),

(9) [NP; V off NPy/ NP; V NP, off]

> a. [Xj evades Y2 smoothly by indirect actions represented by V-ing]
[DOWNPLAYING] [NPy: AGENT/ NPj: PATIENT (criticism, allegation, threat... etc.)]
[REFRAINMENT (REMOVAL)] [NP1: AGENT/NP;: PATIENT (ideas, indulgences, stress... etc.)]

< b. [X secures Y2 smoothly by finishing actions represented by V-ing]
[SECURING] [NPi: AGENT/ NP»: PATIENT (wins, victories, titles... etc.)]

(10) [DOWNPLAYING] (=9a)

X= criticism X=idea
brush off X 656 (3)/ *3 187 (4)
shrug off X 448 (7) 124/ *2
laugh off X 87 251 (10)/ *1
wave off X 33 49 (1)
[REFRAINMENT (REMOVAL)] (=9a)

X= alcohol/ booze X= stress
swear off X 121 —
sleep off X 26 (6) 2(1)
wean off X 4 —
detox off X 2 —
shrug off X 1 14
laugh off X — 6
walk off X 1 5
brush off X — 4
dance off X — 2
ride off X — 1

[SECURING] (=9b)

X= win/ victory
reel off X 475
round off X 187
polish off X 49
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(10) 1B W THAFEINCRE S B AURENS EEH O @ & A2 LFIc L » THRENR TV 5
FELDO B (7 & 213X shrug the idea off 72 £) T&H 0 . * DMIIN ZILTAEIZ off, out, from, aside
72 EDOAREATA Z O TITE T T D HBIETH D (NOW Corpus Ml H L, <[V] [X]>, <[V]
* [ X, < [V]off [X]>, <[V]off * [X] > [V=FEZEE O EFl/ X=HFE D4 ] O 4180 ORRFE
T AR LR Z DR TSR E BB EN2W V+off ORBIZINET D Z LIk > TER),
(9a, b) OFRBUZL, @A T LA LBFOLEICL Y R BE®RAIRESELLHKY v 70
DO TH DY (BEIF « B 2019: 133), (10) 28T X 9 ICILAMERE L, D o%EENTH
%o 723, Capelle (2006: 20) (2 X5 &, FEEOBEG & AL(LE TR SN DHIEE ) HHEES
T WHEY - F5 (BWEE) 128, BRREOAINCAZILFANE NIV, 2O X )
e Z X, 2 (9a-b) D X 5 72 mEhEIREAA O HRVFEHNE U 2R TIX, Bhid & R LG &/ G
DETZER D BREEOHER AR E 72, 2DI1x L A& DRI TLEMANC A LF D E DI
5Ll D (10),

4. SRR ERZ b 2 >OHBIFE T DORE

AFClE, B —RADT =X EZHWT, (9a-b) OAJEHGAHESCOEERN ED K 5123
EL, BRICE ST ERFT 5, L0 BEMISIE, 4.1 TIREBCE & Vo 72 ik iz &
% TEGEE ] 28T V+off REL, 72 6ONT THIREW 2R THBEG X A 7D V+off RELO K
RS, ZNEI (9a) DEWREEDOERICH S LIZZ L &2RT, —5T, 42Tk, (5%
IR BT D V4 out RELDBIEAE L E L Cowin = victory 72 E % BIFEDIEE 325 (9b)
DG DI & BT 72 2 & 2 3AHT 5,

4.1. TELEE] DFEBROFEE

(9a) 12T BN DRBUL, dismiss 7% LT laugh off UAMILELRIHT L <. 1800 441X
5 1900 HA1% 2T T threat, alcohol, stress, drug 72 ERk 4 IpFWyn 6 D28 % TGk 3
LERERT D, HELTEA FTRER BB 2 BUEBIR L 2D BHEL TV D,

7272, (9a) OHEFAIRBNSHWONDLHENCE, BEENRGTEEZHZTE LTI, 1T8%
LORBERND Z L EWR LI V+off REIDFE L, BIRFGECEB W THEAMN LT
HZEITIFEENVETHD, 7oL 2L, (11a) @ frighten off, scare off, warn off 1%, BRI 72
NEATHET D fight off R° beat off &\ N> To/mENEA & H7p V) | BWHCERE & o 7o DERY 22 40 R
FEEZHW, M2 EITLHZ 2B %RT 5, £z, AWK, e S TR Rk
RE) ISR LTI D1 ZEE&2ET (11b) D stave off ° ward off, fend off &\ > T-FHLH ., ik
INC & DRz R L, (9a) DT'1 M F A TRFBLE B dT LR TE D, ?

(11) a. To frighten off the beast, people also set off firecrackers and bang loud gongs,...
(CA 2016/ NOW Corpus)
b. She brought some fruit on the journey to stave off hunger. (LDOCE)

WTAUZ LT, scare off X fend off & o 7o AJEENL, 17 AL -XIITT CTICHWSL L TE
0. Z 9 L7BEFOMEEARELD shrug <° wave &\ o7, MM ORES 5 2 70 #ifEzE
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FT HENEZ EEICHES Z 22X 5T, (9a) DT ERPERSNTZEEZLND, F
7o, WEMEALREEIE, Z<DOAXICL > THIRREB L ITMES LRV b D LR Z
CIRIC LD HENH S REEREGHE L TGRERSND L 9o b, shrug off DX D
IRAEERBEDIS A EN D XX DK Lol Thbb, O TEFERPEETRH W
TWeB KB T, BIRTIEHEV BB TIE R R, LEITHFOLRTHRARNW
EIRCEDBBEZ ENEREBE 2> TWVD, ZOD, BRI GLTIC%THT I L
ZEIRT D shrug off <° laugh off 1%, Z L IENAET 2B ICB W TR A EG DHED
FaRL TWHRETHD ENWR D, BIRAIT, (3a) D sleep off alcohol 73 E DRBUZAE L
% alcohol =<0 stress 72 & D THIRIEIR] OEMWIL. (12) D wear off, fizzle off, wane off & > 7=
HEhE 2 A 7 ORI S A DD,

(12) Once the alcohol wears off, your brain goes into overdrive, seeking more of the substance.
(US 2021/ NOW Corpus)

ZOXO R ARGEEE & SRRWABNE X A T OAEEIERE S (9a) OAJENEOZROEIZD
RIPOPTHELGE LTS, SED, JEESER, THkE) 2R T AEERIUIZ NI L
THEELTWDHERTIIZRLS R Y NU— 271281 228672 off 211 © RJBEhER D F Wk 2 fik
AT HZETHEUMIMERTHD Z LRSS,

4.2. [ME2BERORIE] OFEKROFE

— 5, Mg R ORS ) 2753 (9b) OEWRIX. reel, round, polish 7¢ K& pEIEED T
BTy L Thanb1TRa52RIMENGZ FEHME L, 1980 FLUEA HILDH X 0 H LVWRBL
Thb, Lo DRBUL grind out, scratch out 72 £, 1957)1 Z21E 5 BRI OERE, L9 XFEREY
TR ERZE S DV + out AIENFIZREL & OBIFITED S | win R0 victory 72 E O HRJFEZH & L TR
L. IR0 Z2EKT2REE LTHWOND LI IZhoTtB 2 b5,

(13) IZ COHA, The TV Corpus, The Movies Corpus % F V7234 T, 1980 4FLARE win <2 victory
ZHMEEZE D X D127 | BIE NOW Corpus D FEFEE DT — % T 30 FlLL LD AHIN A E O
bisd, BRlo HESE) < MEET) 2EWT 52RELZP1%ET 5,

(13)

OBTAINMENT (V + 0UT) OBTAINMENT COMPLETION
grind out X 1915 (18)/ *17 | sneak X 320 ice X 651
squeak out X 441 (8)/ *33 | bag X 309 cement X 459
squeeze out X 209 (27)/ *21 | nab X 217 bank X 241
gut out X 196 (10) nick X 171 | finish off X 235 (3)
dig out X 168 (4) snare X 88 cap X 221
carve out X 103 (3)/ *3 manufacture X 70 solidify X 181
scratch out X 96 (1)/ *5 pocket X 35 finish X 175
round out X 57 nail X 60
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cinch X 58
forge X 49

(X= win/ victory)

ZORIZED L, FEEZRITEYZ BOWD] 2 LE2EKT 5 (14a) D sneak X° nick,
FEL MEICAND | Z & ZEWT D pocket X° bag, (KifZHE D, HOHWIFTHEA DD &
WO TZEIEDRDL DA X 7 7 —RBLT) WFEx [HEFEIMA LTS L2737 (14b) D ice,
cement, bank, cap, solidify 7 £, #k* 72— fENF T win <° victory Z HRIFED I & 95 EEILHE
DAELC TSN, V+ out AIENGARIIL, —MRENE 2 EEHCAE O RBLL LT HERL - TE
FERTHD, ZOX I REREBET DL, IZIZFEFFYIC sPoRT NEWS O I CHW SN D
X 2172572 round off R° reel off L\ o 7= THIE72 R A BT 2 AEGEERTII, 1957
o THAIT 2 Z &L 23T grind out <° scratch out 72 E DFEMREM O K OIWTHELTZEE X
bihvd,

(14) a. And the Highlanders dully-obliged when they sneaked the victory at the death.
(AU 2017/ NOW Corpus)
b. Rookie Mike Miller iced the victory with two more free throws with 15 seconds to play.

(LDOCE)

Capelle (2006:24) X, XD ER D 2 DO STHIERICETMEDN O b b6, £ bl
0GR FAL AT —~ % U CRE T 2 B2 FF DS 3L (ALLOSTRUCTIONS) Th %
EHERIT A, Off ZfE o AENEERBLE | ISR M, ARSTIRE Wo 7o Tl out Z 1S A)HE)
PR L BROVBEME A FF ORI SCE B 2 b, MUKy NU— 27 ORI TR 72 RELE T
B Lodu, (15) 12, BIBHESTE LT win X2 victory 73 off Z 9 AIEGIDO HAFEEL L TH D
b XD A=A LERT,

(15) :
[V out NP] /" [VoffNP]
& [do some action & |do some action

with (great) effort] smoothy]

V out NP V off NP
with TOUGH VICTORY sense with SMOOTH VICTORY sense

3.1. Tiam L 72 & O T strip out the alcohol & sleep off the alcohol ,wipe out the idea & shrug off the
idea 72 £ V + out TJEGH & V + off AIENEAIL [97 71 (with great effort)] & T (smoothly) |
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EVI IR ER THWOILLT W, 20 197771 & THlE &) 2 DOREEI D
FRA 72 B REIR 1T, 572 EAL AT —< L L TR SN TR Y | ZOF A %18 U <. grind
out X scratch out 7 £V + out FJENFNS win X2 victory & HHJFEIZ & > TIA< ﬂ%b‘ SYARAE =N
V + off MENE T b RO BRFE L & DB 2 RENDEFERINT <R D,

728, (15) OWCHE ORI THY | i AF—< %18 L T off 21 5 HEhEd 7 6
out Z¥H MBFARBNIRET HZ b d D, 72L& 21X, (16) D round out the victory (/158 <
B 681 %) (23T 2 EEEOBE round 1, AR FIEELZERT DO THY | dig =° grind
E WV T B EE D NRUEEI Z R T H DO TR, L L, ZORIOBEHREHKIZE T,
KT D EIEHESL (V + off MJENGEIRESD) T round 3A< FHAWVBILTWD Z ED3, V + out 7))
FMESCIZBNWTCH, ZOBEFENEEL L L CHEA INIEEMTE o tB X b5,

(16) The team's anchor, Wollongong's McKeon, then swam a powerful final leg to round out the
victory and claim gold from the US and Canada. (AU 2022/ NOW Corpus)

5. &3

AR TIX, NEAE off & 5 BN, M EhEIREL & Bk Z o LoD, AR EW
EREIETCEmEEZ, 32— A7 —=Z TS EFHFFEIC L > THLMNZ LT, V + out
MENFANRTT NS [BRE] OBWEZF OO L, V + off MEhGEIL, FFEENZ [BRE)
R THEAH ., TR (—BE) 1. ©FE v TELEE) OFWERT, E7o. scare off R° fend off D X 5
RPIEC K B TEGEE ) OBEWAFOAEEN e h2 A4 T E L THEIEEL, 20RO
FEERAL LT 2 L OVRIB X 3T, — 5 CLround off<° reel off © X 9 728G corner=° edge.
yarn X2 film 7% E BARN 7 HEEN S . BIEHSCTH D V + out AIENRINESC & OFAMEIZ LV
win X° victory &\ o TG e FR AT AMNGIE D L 187D,

ZINBD off LD MEGIRBDZIEERERE A A —V A X —~ OPSHA D H TFLIR T 5
ZhiE, RFVREETHD EE X 5D, Lindner (1982) 1% out, in, down, up &> T2 ARZEAL
FALE D AEFROBEWZ A A — YV A% —< |2 Ko TRl L7223 off Z ¥ 2 AIEhEIC DV T,
—RRRRE Rl nicd, e LA THIBZRI1TAZAT) &9 HHAY (ASPECTUAL) 724 SCHY
BEWEZFFORBOEAIRE LT D DY Th 5,

7o & 21X, shrug off X° laugh off DYtr. NS OIFHES G EZ T TA A —TBd D
—J5C. walk off R° sleep off & o ToAJEIGINL, HEINTZ B OB RLITHET 24 A—T%
Fro, S BIT, round off X° polish off ® X 5 72 A]EGTiX, HORIOFEYZEE BiF T RSP
TN A A=V REARIILD DY, reel off 1XEIHET DHEER B IR &2 L FMHFEY HE DA A
—UBNEEISND,

DEY ., of S MBFENCACD [, TEif. [BRE). THERBAOER] Suvo
TeBARIRERIT, out ZAED MBNED L 570 THZRIpSTobDORHRDEDITRD), D
WX TARZ TNV DONRHRZ 2L 72D EWole v P ERREGEZ R, THER1T4
FIT] W) FHRY (ASPECTUAL) 7R A ¥ —< |2 X > TENENOERBFERDONTIND L5 2
LbNHDTH D,

1SR4 SN il e 5 DA SR SURE it M Q (’Diwﬁf‘t&%@%@ﬁ) DAk SALZRYN) . FEFY
IRER LR ek éhé%@%%u 72 & 21X, Jackendoff (2002) 1%, (17) @ coffeed out
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(a—b—ZMABETTHIAID LTWD) LW 7=KBUE, worn out, burned out &\ > 7-41)
BFOWMESFOERPELE LTIRIET 22 ETHELZLDTHY . > 2D out 5 (174
DYV IRLICED) T LTWVD] EWOMIRERERT Z L EEML TS (ZOfX
I coffee X° beer Z\ N> TGz G L Ch, EEEITEIF OWESFEO X 5 ITHEEE L&
B LTRRONLT D), ¢

(17) ’'m (all) coffeed out. (Jackendoff 2002: 85)

AfaTlE, #SCUEOT e —F & AW T, EEHOEE OB WERE, ATk, £ L
HPERGERD BN DEE X T RBLDAPEN A B L, V + off AIENFRE SO EIE & JFLANE DA
ARl L=, 5%, XU EROFESCAF—~, FFIZ CAUSED MOTION (72 & RiEF O
off - THEU AL L ORIRMIER LICOVTH & LARLMENRO LN 5,

WT AU K. REAEE off > TH U A ajEhEas SCid, LHMED E < il 2 DRk SR
D5 TR AT RE B R A FF ORI ZE L < AA T L0 5 8T (Goldberg 1995, 2006) . Al
DL THHENZDTEA D,

*ORFRIT A AREE TR 42 BIRSIZB T 5 DB RIEMICNE - BEEZ M T2 DOTH S,
RERYGTAHIWR A A M IEE o Tl HE LR, HOR BRI I3E EHH L BTz,
E
UHEERNC EEE & 2 28EIC K-> T, ZOEWRBREDIT 6T, ZOEGEIOHATITA TR

wE%;ﬂ%%bhé@iﬁ%ﬂ%ﬁ@%@m ST 5 (Jackendoff 2002: 84), AFfm Tl
FEHOBEGAIOALTITWE & 52 LN TERVENGELZ M) MEF RO R KL Vj@hﬂﬁ‘
ADOEKR] LR,

2 Capelle (2006) DOAJENEADFENAIZ SOV T O—ALIFRSFFTE L OO, B OFll
E LTI T, KB EALNDLIFHHLL N (DFED, ZO—BILDOREIE 720 5 DHF
BIDMATZ A C 2 26T DWW TR L CU 20y, Capelle (2006) OFLR O AR iia & D X 5 124 9
ZOWTEAIRRIC TR E D b D & Lz,

322 Ch L“Cb‘é’j@]ﬂ@EE*B DF VY scare, warn, frighten &\ N> TBIE XV H AR
e BRREICE D 2 &N TE 570, MEFEIRAEOBGELZ &5 (9a) ORBLEITERD,
F7o. ward Oﬁ‘%’ stave off &\ T AJENGAN XL IGE CIXEEHMOEF N MR TIXIE & A L
b, BRI n-aEhEl s LTHYWHND (72 & 21X, LDOCE (21X ward, stave, fend 1%
BAMO#EE]E LTOHAR R, Wb off 2 5 AjdEhE & L THbihd).,

Y ZORBHEILE WO IRA T FHNRRBAOIREZ T E RO —DIT\mE R, 2z
IX. round off < reel 0]j’75§ victory X° win % HWIEEIZ & 2 A4 3852 S B 72— 5 C. dig out [truth]
R0 sift out [truth] (25X T oruth 7 BAJEE & 3 2 FHIEIZIR < FHO B 0TI 7220 (freel/round)
off [truth]\ZEAVEIL L FIDIR) . ZD K 5 BN E U7 RIS, round off X0 reel off 75 &
b EAPEIEE R TAEG & L CTHEA I TEY (7). win X° victory % B HIGE & T 5 BEIRA
(ERETCRT T b BT bND,

5 Jackendoff (2002) 1 coffeed out D X 5 72 RKBLAFEFAL L, ZRNERNSAEL IpoloA T 4
ALEL L AR L TS (MBERILOFERAIZE L CidailE [2020] 22M), — T,
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Lindner (1982) 1Z., fHAOZRER E W OHOMEE AWT, (SR TH-TH) EOREFIZ Y
ZEREWRBRTIZNTND EWINIGEER L D, 2D, 7ok 21X, close up D X 5 72 h)H)E
. o E W ORI RER TR L ERNRER AR L LTIRESND L ERkT 5, =

@ & 9 72 Lindner DR E Jackendoff X° Cobuild Phrasal Verbs Dictionary (2020) & Vo 7284 D

REEOFIIR & F L B D, MBI O R E R ER A BT % LT, Lindner (1982) dA A —

VAF = ORBFAIMIE DO THI ThH H— 75T, sEgedl., B, EEE OB O E k.

EREIE & W o Te BRI OFRIS B & 5 2 2 8kx RER O R2 STH RV, fdl

Dk SIZIXEEM 2 5% %, Lindner (1982) OFE1H % & D K 5 T STHED ALY AT

WL DTS HOBFZERBE & LT2u,

5 Out % 1> T beer 31 E 77T 2 B2 LT IR (e.g., The casks continued later that night

at the Murderer's Row caskival event at the Kettle Valley Station pub, at which point I was getting

beered out...[CA 2015/ NOW Corpus])s,
BE R
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The Syntax and Semantics of the Degree Intensifier So and its Dependent Degree Clause:

Implications for Syntactic Hierarchy”

Masatoshi Honda
University of Miyazaki

Keywords: extraposition, late marge, quantifier raising, so, syntactic hierarchy
1. Introduction
In the literature on linguistics, it has been traditionally observed (e.g., Hornby (1975)) that the so
that adverbial clause (cf. (1a)) is semantically similar to a dependent degree clause introduced by so (cf.

(1b)) in that they are separated by a comma intonation break and carry a result interpretation.

(1) a. John’s dog barked loudly yesterday, so that he woke up the neighbors.

b. John’s dog barked so loudly yesterday, that he woke up the neighbors.

Scholars have investigated the syntax and semantics of so and its dependent degree clause from the
perspectives of LF movement and extraposition (e.g., Guéron and May (1984), Baltin (2006),
Rochemont and Culicover (2013)). Guéron and May (1984) first observed that so exhibited different

scope readings, each of which is informally represented in (2a, b).

(2) Mary believes that Harry; is so crazy that he; acted irrationally. (Guéron and May (1984:17))
a. Mary believes that so [Harry is crazy] [that he acted irrationally]
b. so [Mary believes that Harry is crazy] [that he acted irrationally]

Culicover and Rochemont (2013:197) paraphrase the readings in (2a, b) as follows: “(a) Mary has the
belief that Harry is so crazy that he acted irrationally, or (b) the extent to which Mary believes that Harry
is crazy is such that he acted irrationally.” If the notion of the de dicto/de re distinction is borrowed, then
the former will correspond to a de dicto interpretation in which so is interpreted within the scope of the
attitude verb believe, whereas the latter will correspond to a de re interpretation in which so is interpreted
outside the scope of believe.! The fact that so can take a clausal scope at LF is supported by the following
contrast ((Rochemont and Culicover (2013:196), with slight modifications)):

(3) a. * She; met few people at the party, who Mary; upset. [Relative Clause Extraposition]
b. She; met so few people at the party, that Mary; was upset. [Result Clause Extraposition]
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The abovementioned contrast demonstrates that the pronominal matrix subject she is not coreferential
with the subject in the extraposed relative clause, which causes a Condition C violation effect, whereas
the subject in the extraposed result clause does not. This fact also implies that the dependent degree
clause, as well as the degree intensifier, takes a sentential scope.

The majority of previous studies (e.g., Guéron and May (1984), Baltin (2006), Rochemont and
Culicover (2013)) have seemingly reached a consensus that so and its (result) degree clause take a
sentential scope. However, less research has been conducted to consider whether they always take a
sentential scope or if they take a scope within the predicate (vP) domain. To fill this gap in the literature,
the current study aims to explore the possibility that so and its degree clause co-occur within the
sentential and predicate domains. Building on the analysis proposed by Bhatt and Pancheva (2004) on
degree heads and degree clauses, it proposes that the degree intensifier behaves as a degree quantifier
head, undergoes quantifier raising (QR) to vP or IP, and introduces a degree clause as its complement;
then, it provides supportive evidence for the proposed analysis in terms of the syntactic dependency of
a degree clause on the matrix clause.

The remainder of this paper is organized as follows. After observing the major properties of so and
its dependent degree clause, Section 2 reviews previous analyses and points out empirical and theoretical
issues. Section 3 proposes an alternative analysis to solve the issues presented in Section 2 and provides
additional supportive evidence from the perspective of the syntactic dependency of a degree clause on
a matrix clause. Section 4 argues that the proposed analysis can be applied to another type of degree

clause introduced by enough. Section 5 concludes the paper.

2. Previous Studies
2.1. Basic Properties of So and its Degree Clause

This subsection first observes the three basic properties of so and its degree clause. As discussed in
Section 1, since Guéron and May (1984), it has been observed that the degree intensifier so behaves
similarly to a quantifier and takes a sentential scope; furthermore, the degree clause, as well as so, takes
a sentential scope. These two observations led Rochemont and Culicover (2013) to pose the two
following arguments: first, so undergoes LF movement and adjoins the sentential clause (IP); second,
the degree clause adjoins the sentential clause to which the LF-moved so adjoins. To strengthen their
arguments, Rochemont and Culicover (2013:197) provide the following example, which illustrates that

so is forced to take a wide scope (i.e., a de re interpretation) due to the Condition C violation effect.

@) She; believes that Harry; is so crazy that Mary; left him;.
(5) a. * She;believes [that so [Harry; is crazy] [that Mary; left him,]]. Condition C violation
b. °% so [She; believes that Harry; is crazy] [that Mary; left him]. No Condition C violation

In support of their assumption, that is, so undergoes LF movement, Rochemont and Culicover (2013:
197-198) further observed that the LF movement of so exhibits island effects such as subject (cf. (6b)),
complex NP (cf. (7b)), and adjunct (cf. (8b)) islands.
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(6)

[[That so many people ate cheesecake] that we had to order more] surprised us.
. * [That so many people ate cheesecake] surprised us that we had to order more.

(7

She; claimed that so many people left that Mary; must have been lying.

@®)

a
b
a
b. * She; made the claim that so many people left that Mary; must have been lying.
a She; tried to do so many pushups that Mary; hurt herself.

b

. * She; bent to do so many pushups that Mary; hurt herself.

In summary, so undergoes LF movement and adjoins to IP; furthermore, the degree clause adjoins to the
IP position adjoined by the LF-moved so. These assumptions enable the explanation of the co-
occurrence of so and its degree clause in the sentential domain. The third property to be reviewed below
is concerned with the finiteness of a degree clause that co-occurs with degree modifiers such as so, foo
and enough. White (1997:3) puts forward the following two observations: first, degree clauses cannot
stand on their own without any degree modifier (cf. (9a, b)); second, enough can introduce a finite/non-
finite degree clause (cf. (10a, b)), whereas the degree clause introduced by foo is restricted to non-finite
(cf. (11b)) and that introduced by so is to finite (cf. (12a)).

(9) a. * Mary was sad that she cried. *  Mary was sad to cry.
(10) a. Mary was sad enough that she cried. Mary was sad enough to cry.

(11) a. * Mary was too sad that she cried. Mary was too sad to cry.

c v g o

(12) a. Mary was so sad that she cried. *  Mary was so sad to cry.
The fact that a consistent pattern exists between degree modifiers and the finiteness of their degree
clauses is ascribed to one of the s-selectional restrictions imposed on the head—complement structural
relation (e.g., Guéron and May (1984), White (1997), Meier (2001, 2003), Bhatt and Pancheva (2004);
see also Bresnan (1973)).

Having examined the three basic properties of so and its dependent degree clause, the next subsection

discusses several empirical and theoretical issues to be addressed in this paper.

2.2. Previous Analyses and their Potential Problems

This subsection reviews two previous analyses that were proposed in the literature on the treatment
of so and its dependent degree clause for brevity. The first is a classical one that assumes that so is
generated at the degree head and introduces a degree clause as its complement in the base structure.
From this classical view, so and the degree clause form a head—complement relationship, and the degree
clause complement undergoes extraposition. Based on the classical approach, Meier (2001) proposes
the derivation in (13) (simplified for ease of explanation), according to which the degree head so selects
a degree clause as its complement in the base structure (cf. (13a)); then, the extraposition applies to the

degree clause (cf. (13b)). The LF representation of so and its degree clause is demonstrated in (13c).

(13) a. [cp Martha is [ap [pegp SO] [cp that she can reach for the top shelf]] tall]]
b. [cp Martha is [ap [ap [[pegp SO ti] ti] tall] t;] ... [cp that she can reach for the top shelf];]
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C. [[Degp SO [cp that she can reach the top shelf]]; [cp Martha is [ap t; tall]]] (LF)

Several empirical and theoretical problems have been raised against the classical approach (see Bhatt
and Pancheva (2004) for a detailed discussion on the relevant issues). First, because the assumption is
that the degree clause is generated as a complement to the degree head in the base structure, the subject
in the degree clause can be predicted to exhibit a Condition C violation effect, which is contrary to the
fact in (3b). Second, so and its dependent degree clause are separated from each other after the degree
clause complement undergoes extraposition at syntax (cf. (13b)), whereas they occupy a CP-adjoined
position as a single constituent at LF. To fill the structural gap between the representation in (13b) and
the LF representation in (13c), one needs to assume a complex reconstruction mechanism that first
reconstructs the extraposed degree clause to its base position then adjoins the entire degree phrase to CP.
Although the current study adopts the classical approach, the two problems identified need to be solved.

The second analysis is based on clausal adjunction (e.g., Castroviejo-Mir6 (2011)). Based on the
clausal adjunction approach, the matrix and degree clauses are generated as independent clauses, and
the degree clause is syntactically treated as an adjunct of the main clause. On the one hand, the clausal
adjunction approach correctly predicts the lack of Condition C effects, such as that in (3b); on the other
hand, it does not provide a consistent account of the fact that so and its dependent degree clause fall
under the scope of negation in the matrix clause when the degree clause is modalized, as pointed out by
Castroviejo-Mir6 (2011:93):

(14) a. ? My dog didn’t bark so loud that he woke up the neighbors.
b. My children don’t grow so fast that I have to buy them new clothes every now and then.

Because the matrix clause and the degree clause are generated as independent clauses, the clausal
adjunction approach predicts that so and the degree clause does not fall under the scope of negation in
the matrix clause, which is contrary to the fact in (14b).2

Reviewing the two previous approaches to so and its dependent degree clause, this subsection
discussed the several empirical and theoretical problems they face. Adopting and modifying the classical
approach based on Bhatt and Pancheva (2004), the next section proposes an alternative analysis and

provides supportive evidence for the proposed analysis.

3. Proposal
3.1. A Late Merge Analysis of So and its Degree Clause

Focusing on the syntactic place of degree clauses, such as than-/as-phrases in the overall structure
of comparatives, Bhatt and Pancheva (2004) propose that a degree head (i.e., -er/as) and its degree
clause complement form a constituent after the QR of the degree head and the counter-cyclic merger of
the degree clause. Although they did not discuss the result clauses and degree heads (i.e., so and t00),
they cited the possibility of extending their general proposal to them (see Bhat and Pancheva (2004:fn.
1)). On the basis of the syntactic mechanism of Bhat and Pancheva, this subsection proposes a detailed

analysis of so and its dependent degree clause (see also Honda (2024)).
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Four theoretical assumptions are necessary for the late merge analysis of so and its dependent degree
clause. First, so, as well as -er, can be generated as the head of a Degree Phrase (DegP), which is a
specifier of a gradable predicate (cf. (15)). Second, as a quantificational expression, the DegP headed
by -er or so undergoes QR and leaves behind a copy (cf. (16)). Then, the QR-ed DegP right-adjoins in
a scope position, a node of type <t> (denoted as XP below) in formal semantics terms. Third, the degree

clause is late merged as an argument to the QR-ed -er or so (cf. (17)).

(15) a. [ap [pegp -e1] [a tall]] b. [ap [Deep 5O] [ tall]]
(16) a. [xp [xp ... [apP [pegp -€r]i [a tall]]] [pegp -er]: ].
|
b. [xp [xp ... [ap [Degp -80]i [a tall]]] [Degp -SO]; ].

(17)  [xp[xp ... [ap [Degp—€1/s0]; [a tall]]] [pegp [Deg’ -€T/s6 [cp dependent clause]]];...]

Copy Pronunciation Late Merge

Fourth, the degree head -er/so is interpreted within its scope position, and its copy is interpreted as a
degree variable but is pronounced in its base position to meet a morphological Condition: that is, -er is
an affix that needs to be spelled out together with its adjective host, while so is assumed to be a prefix
that needs to be pronounced together with its adjective host. Under the present analysis, a sentence, such
as that in (18a), can be derived as in (18b):*

(18) a. Mary was so beautiful (that) she won Miss America.
b /LP\
DegP
|
Deg’

CP

(that) she won Miss America

Following Heim and Kratzer (1997:ch. 8), the study assumes that nodes of type <t> involve IP and vP.
Based on the present approach, the study accounts for the three basic properties observed in

subsection 2.1 as follows. First, the fact that so and its dependent degree clause take a sentential scope

is accounted for, because the DegP introduces a degree clause as its complement after it undergoes QR

and right-adjoins to IP. Second, the s-selectional requirement imposed on so and its dependent degree
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clause is directly accounted for, because the Deg head introduces a degree clause as its complement in
its scope position. Furthermore, if the proposed analysis is correct, then one can predict that the QR of
so may target vP, right-adjoin to it, and introduce a degree clause in the predicate domain. If this
prediction is borne out, it will be the case that so can introduce a degree clause as its complement not
only in the sentential (IP) domain but also in the predicate (vP) domain. Another related prediction is
that the degree clause behaves differently according to its syntactic position: if so introduces a degree
clause in the vP domain, then the degree clause becomes a part of the matrix clause; if so introduces a
degree clause in the IP domain, then the degree clause is separated from the matrix clause. The next

subsection tests these predictions in order.

3.2. Supportive Evidence
The possibility that so and its dependent degree clause may co-occur in the sentential (IP) or

predicate (vP) domain is implicated by (14a, b), which is reiterated below for convenience:

(19)a. ? My dog didn’t bark so loud that he woke up the neighbors.

b. My children don’t grow so fast that I have to buy them new clothes every now and then.

The fact that the degree clause easily falls under the scope of negation in the matrix clause when it is
modalized can be naturally accounted for if we assume that the modalized and nonmodalized degree
clauses in (19a) and (19b) are introduced in the vP and IP domains, respectively. In connection with this,
it is worthwhile mentioning the semantic difference between the modalized and nonmodalized degree
clauses in terms of the connotation of the result. My informant noted that the nonmodalized degree
clause with the past tense carries a result interpretation as its logical connotation, but the modalized one

does not, as demonstrated below:

(20) a. My dog barked so loud, that he woke up the neighbors (* but he didn’t wake them up).
(Castroviejo-Miré (2011:80))
b. The interviewer spoke English so loudly that I could understand everything (but I didn’t
understand everything).

Thus, this study assumes that the modalized degree clause carries a high degree interpretation in which
the high degree denoted by so is contextually specified in the modalized degree clause; for example, a
sentence, such as “Mary is so hungry that she could eat a horse,” does not carry a result interpretation
but a high degree or hyperbolic interpretation.” Informally, the interpretive difference between the degree
clauses introduced in the sentential (IP) domain (i.e., the result degree clause) and predicate (vP) domain
(i.e., the high degree clause) is expressed by the following (it should be noted that the distinction in

question is similar to the one between result and purposive so that adverbial clauses (cf. Nakau (1994))):

(21) a. My dog barked so loud, that he woke up the neighbors (# but he didn’t wake them up).

= “The interviewer spoke English very loudly, and as a result, I understood everything.”
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b. The interviewer spoke English so loudly that I could understand everything (but I didn’t
understand everything).

= “The interviewer spoke English very loudly to the extent that I could understand everything.”

Another clue for distinguishing result degree clauses from high degree clauses is the break in
phonological intonation. My informant observed that when the matrix clause is separated from the
degree clause by a comma intonation break, then the degree clause tends to obtain a result interpretation
(cf. (21a)). On the basis of these two types of degree clauses, let us consider whether or not they behave
differently in terms of quantifier binding and Condition C. If the proposed analysis is correct, then the
study predicts that when the matrix subject is a bare negative quantifier, it can bind the pronominal
subject in the high degree clause introduced in the vP domain, whereas it cannot bind the one in the
result degree clause introduced in the IP domain. According to my informant, this prediction is borne

out, as demonstrated by the following contrast:

(22) a. * No student; was so busy, that he; didn’t read a book last month. [Result]
b. No student; was so busy that he; couldn’t read a book last month. [High Degree]

Another related prediction is that the subject of the result degree clause does not exhibit a Condition C
violation effect, while that of the high degree clause does. My informant also confirmed that this

prediction is correct, as depicted in the following contrast:

(23) a. She; was so beautiful, that Mary; won Miss America (*, but she didn’t). [Result]
b. * She; was so beautiful that Mary; could win Miss America (, but she didn’t). [High Degree]

Finally, let us consider the syntactic difference between the result and high degree clauses from the
perspective of syntactic dependency on the matrix clause. Within the cartographic framework
(Haegeman (2013), Endo (2019), Endo and Haegeman (2019)), it has been proposed that adverbial
clauses are divided into two types, namely, peripheral and central. The former describes the background
of the matrix clause and is independent of the matrix clause. By contrast, the latter modifies the event
described by the matrix clause; the event described by the central adverbial clause is unified into the
matrix clause. The occurrence of high adverbs and tag questions indicate the difference between

peripheral and central adverbial clauses, as Endo (2009:99, 100, with modifications) shows below:

(24) a. The ferry will be fairly cheap, while the plane {may/will probably} be too expensive.
b. * John works best while his children {are probably/might be} asleep.

(25) a. Bill took a degree at Oxford, while his daughter is studying at UCL, {isn’t she / * didn’t he}?
b. Bill took a degree at Oxford while his children were still very young, {* weren’t they / didn’t he}?

Among high adverbs (e.g., [frankly Moodspeech act [fortunately Moodeyaaive [allegedly Moodevidential
[probably Modepisiemic [ --. (Cinque (1998:106))), the evaluative adverb is used to test the prediction that
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result degree clauses, in contrast to high degree clauses, behave similar to peripheral clauses. My
informant reported that the prediction is correct in terms of the occurrence of high adverbs and tag

questions, as shown below:

(26) a. Mary was so studious, that, fortunately, she passed JLPT N1. [Result]
b. * Mary was so studious that, fortunately, she could pass the JLPT N1. [High Degree]
(27) a. Mary was so studious, that she passed the JLPT N1, { wasn’t she / didn’t she}? [Result]
b. Mary was so studious that she could pass the JLPT N1, { wasn’t she / * couldn’t she?} [HD]

One remaining issue is why the tag question in (27a) can target the matrix and result clauses, which is
contrary to the corresponding case of peripheral adverbial clause in (25a).

In summary, this subsection provided supportive evidence for the claim that degree clauses are
divided into two types, namely, result and high degree. The former is introduced in the sentential
domain and behaves as independent from the matrix clause, while the latter is introduced in the

predicate domain and is unified into the matrix clause as a part of it.

4. Further Application to Enough and its Dependent Degree Clause

This subsection briefly discusses the possibility that the proposed analysis of so and its degree clause
can be extended to the enough (so) that configuration (see Meier (2001, 2003) and Okada (2003)).
Previous studies have observed that the function of the degree clause introduced by enough is to specify
the minimal standard requirement that needs to be satisfied. In addition to this standard interpretation,
my informant reported that, in the enough that configuration, the degree clause may carry a result (cf.
(28a)) or standard (cf. (28b)) interpretation; furthermore, the informant found that the degree clause

introduced by enough behaves similarly to the one introduced by so.

(28) a. * John was smart enough, that he passed the entrance examination for the university, but he

didn’t take (nor pass) it. [Result]
b. John was smart enough that he could pass the entrance examination for the university, but he
didn’t take (nor pass) it. [Standard]

(29) a. * No student; was smart enough, that he; passed the entrance examination for the university.
b. No student; was smart enough that he; could pass the entrance examination for the university.
(30) a. Mary was studious enough that, fortunately, she passed the JLPT NI1. [Result]
b. * Mary was studious enough, that, fortunately, she could pass the JLPT NI1. [Standard]

(31) a. Mary was studious enough, that she passed the JLPT N1, {wasn’t she / didn’t she}?[Result]
b. Mary was studious enough that she could pass the JLPT N1, {wasn’t she / * couldn’t she}?
[Standard]

The facts provided in this subsection imply that the degree clauses introduced by so and enough can

be uniformly addressed in such a manner that they can be syntactically realized in the sentential (IP) or
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predicate (vP) domain. These properties also point to the possibility that the distinction between

peripheral and central adverbial clauses exists even in degree clauses introduced by degree modifiers.

5. Conclusion

This study has argued that the so-called degree clauses are divided into two types, namely, result and
high degree. More precisely, this paper has proposed that as a quantificational element, the degree
intensifier so undergoes QR, and it adjoins to vP or IP, both of which are a semantic type <t>. If so
undergoes QR, adjoins to vP, and introduces a degree clause as its complement, then the degree clause
typically carries a high degree interpretation; if the QR-ed so adjoins to IP and introduces a degree clause
as its complement, then it carries a result interpretation. The proposed analysis is supported by (i) the c-
command relationship between the matrix and result/high degree clauses and (ii) the syntactic
dependency of the result/high degree clause on the matrix clause. The major findings of this study
support the view that the interpretation of a clausal element is determined according to syntactic

hierarchy.

* 1 would like to thank Nobuhiro Kaga, Koichiro Nakamura, Takeo Kurafuji, Toshiko Oda, Hiroki
Maezawa, and Kazuma Fujimaki for the valuable comments at the 42nd Annual Conference of the
English Linguistic Society of Japan. In preparation for the oral presentation, I greatly benefited from the
comments and suggestions of Nobuko Hasegawa, Kazuki Kuwabara, Yukiko Ueda, Hiroaki Konno,
Ryohei Naya, and Takashi Ishida. Special thanks go to Breanna Conner for kindly acting as an informant.
This work was supported by the Japan Society for the Promotion of Science (Grant-in-Aid for Young
Scientists, Grant No. 24K16095). All remaining errors are my own.

NOTES
' T appreciate Nobuhiro Kaga for pointing out to me that the scope difference illustrated in (2a, b) can
be understood in terms of the de dicto/de re distinction. This study assumes that certain aspects of the
de dictolde re distinction, although not all, can be explained as a consequence of quantifier raising (QR).
2 In connection with the occurrence of negation in the matrix clause, Takeo Kurafuji asked whether or
not the negated matrix clause can be followed by a negated degree clause while maintaining a causal
interpretation between them. Degree modifiers are known to show scope island effects (O’Connor
(2015)); thus, it is predicted that so and its degree clause are, in principle, interpreted under the scope of
negation in the matrix clause. However, further investigation is required to confirm whether or not the
prediction is borne out.
3 Independent research is required to justify this assumption, because late merge was originally proposed
to be applied to adjuncts but not to arguments (cf. Lebeaux (1988)).
* I appreciate Takeo Kurafuji for the suggestion that the optional occurrence of that in the degree clause
can be assimilated to a head-head incorporation process (cf. Pesetsky (1994)).
> The assumption stated here is neutral with respect to the issue of whether or not the possibility that a
nonmodalized degree clause is introduced in the sentential domain is excluded. I would like to leave this

subject open for future research due to the scope limitation.
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(What is the Nature and Function of Rendaku?: Its Findings and Mysteries in Current Phonological Theory)

HIH fi— (Shin-ichi Tanaka)
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EEOBYIZ, B0 T CBELB Y, F I - W - AR EORIL,
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BELINALVAY, CRTREOE) L, ©Th THrE2ELT. KELED

Y. “The sound change of nigori necessarily occurs when a noun precedes and modifies

another, but it does not in umi-kawa ‘sea and river,” yama-kawa ‘mountain and river,” ware-hito

‘self and others,” and so on since the two words are merely coordinated. However, when you

omit the genitive marker -no of yama-no kawa ‘the mountain’s river,” you should voice the ka of
kawa ‘river’ just as ura-no hito ‘bay’s man’ and yama-no hito ‘mountain’s man’ change to
ura-bito ‘fisherman’ and yama-bito ‘mountaineer,’ respectively. Note you can also omit the -no

of yama-no kaze ‘mountain’s wind,” but this time it becomes yama-kaze: you should not bother

to voice the ka of kaze ‘wind’ because it is followed by the nigori of ze.” (FLiR)

Z LT, 20 i - 7e sl 24645 LT, 5K (2004) 130K D X 912~ Tn5, H<L | TRREDE
HEIZOWTELRDHH b0 L LTI RU AR (1604-1608), BREN (1765). AEEER (1767-1798)
2E < LRI IEEIL S -1 X DT H OB BT A8 7ol T Th b, ) OFFHI,
PR = 19800 ZRET L 21 TBHAUEDND | 72 EOHERFL TRAT) OX ) 7efissia &5
LD BDH, YEEOHFFHE (1966, 1978) -+ 72 EORZET, RESEERTIEIG: L L COFREDEE
EEFHHIG L LCoEE L (EFEOFBLEL) 2T TEXLIRETHDH I ERFRERSNTD
B, ZHAULEEAFICOI B 2 EE R CTh D, | OV, EREFACH, HEE L - BEEEC
WY - SR OFE (TWPE) [E2) MEd) 728) O X5 7ERBIE%E . HIE/EE & 5
TN TE =D ThHo7e, 29 LI, ARk EEmIZIsV T Otsu (1980), Vance (1986), Ito and
Mester (1986)72 & 38 FHORESEORFFE R L, EALAREOBERTAE - DERSEERIIZE - HeatFRATnT
LD RPEDRIER & 7o o T2,

22. HEOREWMHE : 3 oD raeE

EVEOAE IO TIL, 3 DO0HTATREMED B %, £9756 112, Otsu (1980), Ito and Mester (1986),
FER (1999)D X 91z TEFEEUR) 7280 ) T8ERH 5, ERERARORE « S e CEEEE
BN Ch L DITHE EARBARTH Y . ZDEMEOT-HTZE Sivbd,

(2) A EMEHT (X=V orN)
a. C — [+voice] / X##_
b. X# #C

.,
-’

[+voicel

cf. *[+voicel##[-voice] [+voice]

LU G, J5EOME (flapping) D X D ICHFEIGTE L35 60N 5D THY | 75
FHIZ A ST 0 BB o720 32 5 25 TE 2Ly,

p={{
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210, ZZTEERTLHION [BIFRESR) ([2X20Thb, Ga)d & K1z, —fRICiFEsE
D HEFHERAIEER & U CRIPREAZFFoY, T ERRRCEATEE I LIS - AROREREL
oL W) FETH D, HITIIGh)D L ST, A (19550l & 0 MFFIIENEIIN D, Zh
1% Kuroda (2002)I2 8% THEEISEEIE CH_CHAMME D Th D ERTETE Bl s73, BIRMORRX
B (1955) DN L 0 L T% ) L) EREITR D, B LM HREE T E HIbROFETERE
AR & HRBER DOEREAEIMIC S H V155 R 200OFPNELT) 76 ThH D,

(3) EIZRERIN AT
a. kae ‘change’ (stem) + {ru, u} ‘infinitive’ (suffix)
— kae-ru ‘to change”  ----- after a vowel
kaer ‘return’ (stem) + {ru, u} ‘infinitive’ (suffix)
— kaer-u ‘to return’ = ----- after a consonant
b. yama ‘mountain’ (modifier) + {zakura, sakura} ‘cherry tree’ (head)
— yama-zakura ‘mountain cherry tree’  ----- after a modifier
¢ + {zakura, sakura} ‘cherry tree’ (head)

— sakura ‘cherry treee”. =~ ----- after nothing, standing alone
cf. *#[+voicel...# (Native) (H¥K 1955)

Z DEJCRBAFF ODITEEANFREDHTH Y . FRELSINCFREDOFPM IS BIERRO D L T%
Z LT, RERED - FEEERIBIINATIIITCE S, 7272l RUR CHEEAREPICETRE (tokage/*dokage) |3
W RIFREDAEFFOZ L2720 | *#{+voice]... # (Native) & [FIEEIZ, T A ~ > DyEHI *#{+voice]...
[+voice]...# (Native) 2SS L~ L THIENTVN D Z L1275, ZOsUE, OT TiEERE LYV TS
L AREHIFIDSAEE 20D T, e L2 P9 2 BAERIE (Duplication Problem; McCarthy 2002) 4 #E4 2,
FAUTTEE L~ THFIAMEAE L 72V Y &V Richness of the Base DJFHINZ K 27026 Th 5,

%3 OWTRTREMEIL, Tto and Mester (2003 et seq )IZ 2 W iERL & 72~ 725 2 T, #m & 1 3A P kA BE
9% [y GBYVEIPRESR) NGELFEA ORI ETRIAHLDIELETHH TH D,

(4) BRI
Prwd + [+voice] + PrWd (Native)

ZAUTHGED statesman, salesman D-s D55 EWNELD  (mailman, fisherman (213305720, Z O
FEEFFODITRREDH T Y | FRELSMCHREDFPNIFFI /e 95 2 & C, FHEY - FRsEryfst
EHACE S, £720T EofED K< *#[+voice]..# (Native)>*#[+voice]..[+voice]..# (Native) 2, i1
DR & & BITEE L~V TRRITIZT T, S5ITE RO L D 7eiERED [saisiot B & il
TSR BILD, IREEPETEIE Cslot DA (LEREE~DRHE) (Mt 7205 TH 5,

(5) BEAEFERRICEBIT 2 HETRE (C-slot) : I (2015), T —# (%% (2008)
a. FERBOBEHEFENLEOEAICEEL (EFFL)

pom + pi —  pom-p-pi [ HEMI
til + c¢imsipg — t+l-¢-¢imsin [ BFER
namu + kad¢i —  namu-k-kaéi [ KD |

b, FEHOFBHEF TN REOHEGICH T HL

pi + mul —  pi-m-mul [FFK ]

honéa + mal —  honéa-m-mal IV 5
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ZDXHIZ, 2000 FA LI KIRIEFREF RN S, e LTARIZE- TV A,

3. HEDIRT Y —

LALLM D, 29 LICEDHL LR 6 b ARFRRARED VD72 &b 3DIIFEL TV D, F
T 1L MM 2 BEaRRTE] CTh o, EHUDHINCWZUE, Tto and Mester (2003)723M5114+
AR ZRE L C(6ab)D L D12, HEHFEFOH I X 507k L HBEIZ L 27k L WD 2 DOFMEA EE
LTCWHRTHD,

(6) Tto & Mester (2003) D 51| 7| JLEE
a. HilRIPEE
FaithForeign, Faithsino-Japanese, FaithMimetics >> Realize-M >> Faith
b. K TOHEREELID
sirihuki-[+voice]-kami — sirihukigami miso-@-siru — misosiru
c. HET HEERE - JOKEE - HERERE © f&x ML Faith (ZL 720003 V)
boueki-[+voice]-kaisya — boueki-gaisya ama-[+voicel-kappa — amagappa
simi-[+voice]-simi — simizimi hono-[+voice]-hono — honobono
d. Y L ARVEGE - SNKER - BERERE ¢ BEALO % Faith © 7 ~L
kokusai- ¢ -syakai toiretto- ¢ -peepaa pota- ¢ -pota
TAUCKY, BT DEGRE - ARG - BEHEEEIIAER L [FERIC, (62)Di FLO Faith (ZF-SIF Hi1H—
J7T, (60)D X DN THEIERER 2 FF D 2 L0 D, Fio, 1HE L7RVERE « SOKGEE - HEEREI 2(6a) D
Realize-M X O {70 Faith (T 5305 —C, (6d)D & 9 N\ HEEPREZFF- /202 L1272 b, L
LD, 2O X 5 72 i3IBS~ 2 Bk ¢ THEERE) 2Wull U, BEREEr & OT
OMMEORINERICHD Z EE2RLTWD, A I AORTIOFANHEfALT 56 CTh 5, iUl
KU, BRSNS L OT RHKIBSEOAEL B R L2V, WHhITBERTYL.OEZ T THY |
ZOXOBRRENET D Z &1Tevy,
552 OARFFARTEIT MBS & O ASERDE T 5 EIMRIRE] Thb, ZHUudiET A~ o
ERIBRE L TR0 | SRR ISR L ~L COEBFRER Z(ET A DT, EERIIEE S E
NOGEIIXZ OER R L~V THIRT 5 Z L1272 D,

(7) 74 ~rDFEROERA (FEEHR)
*[underlying-V ... underlying-V] : sakura-{+seieel-hubuki K%

DFEY | AN TIIEEE O OAFPEVICE Y | [F U EEE L~ BIAHET HEEIESR V
ZHIFRT S Loy, LUens b, ZOEXIUILLT O & 9 ez T, (8b)(9a)D & 512,
DOBANENZ L0 69 L S EIEIEA DD V 3388 L~V TIHAE L T D DI TIIZRWINS TH 5,

(®) ML F ) R : T4 ~ o DOIER o FE R
a. saka-dome [¥1F& ] koi-bumi 7537
yaki-zakana [} osi-bana [f L1E]
b. saka-tope /*saka-done [# & F] maru-hane /*maru-bange [FLiZiS ]
oo-tokane /*oo-dokane K & 700F ) ai-kani /*ai-gani &)
BTl (g > n/V_.V) LofET (Ito and Mester 1997)
) [REAZT) RIE : T4~ 0RO H i
a. aka-tombo /*aka-dombo [7F & AT

sirooto-kangae /*sirooto-gangae [FEAE % |
b. &EHAFL (C — [+voice] /N_) & DOBRFHET
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(10) T AED | RIE » T4 ~ > OB O HAAR4E

a. yoko-suberi M#iEY | gakkou-sabori [ SIE Y )
kodukai-sebiri [/MEWETY |

b. *hun-sibaru / hun-zibaru [FEAFE S | *hun-siboru/ hun-ziboru A # % |
*hun-kibaru / hun-gibaru [FASES |

c. humi-sibaru 78 5 | humi-siboru A% |
humi-kibaru A %08 5 | (Vance 1987, Rice 1993, Ito and Mester 2001)

d. 5% A5k (C — [+voice]l /N_) & DBET

F72, (10X TS OEFAEAFESHEEZERICL D2 O TRNI E 2R L0528, (10b)D L H 2
TG LIV TT A~ o OIFERIDME) I TEE ) EH LT LE 9, MEEZMSET 2 RO L 512725,

(11) 74 ~ > OIER|OERILORE
a. *[underlying-V ... redundant-V] --- (8b)
saka-f+veieel-tone [ L 1T )
— FED[lD redundant-V THLEINE 5257322 b,

b. *[underlying-V ... derived-V] --- (9a)
aka-I+eieel-tombo
— FJHD NC @ derived-V TH#IN X2 2574 < 725,
c. [derived-V ... underlying-V] --- (10b)

hun-[ ¢ ]-zibaru TESAAES |
— FKJ& T3 derived/redundant-V & underlying-V @ X B3 2037200,

RIEOHITEL, (8b),(92) TII(7N)DEAIKIZK LT, FEEHBIZ redundant/derived-V 23%H > CTH T4 <> D
WERIZ 88 U CEVEIZRESRE V DHIBR SIS RICH D, —F7. (10b)LEEERER TRVDTT A <D
ERIEED Loy (FEERISHEE DS 2 D3 FALD) DIXENDTEDR, OT TINT7) D3RR L-L il &
725 MDC, underlying-V GEEZHESR) 7> derived-V (S5 A 7 L) 2N3Fm EXBITE 720 (7) &(11c)
ZERITE72Y) Rl D, 3 OOREICHEET 2 01E, OT AHIEOMEZRICEE A2
& T AR 5 30ETH L7280, FEED DIAET D &R N(underlying-V) & 228 CHEL L7
&z~ (derived/redundant-V) DX B D2 LW D BERR3 B D &) FHIETH 5,
t L ZORFEE RIS B0 b, Bk o minETH 5 (HF 2015), HDHWNE Fied L d

2. BIEREIT AR D Z L THIRA T B,

(12) HEIEREZHTIC K B ik
a. e ) pHE
saka-{tome, dome} [# 1L | saka-{toge, (*doge)} [ifi & 1]
— BEXT A~ OIEANCE D BEFRE Y OBREII2 < 8EE X0 B ICH
A (saka-tone),
b. [HR&ANF] B
aka-{tombo, (*dombo)} & AT
— BERATFLICERRLS, AROFKICE D b &L EFFHRE D ORI
AN
c. [BsAMD) [
hun-{sibaru, (*zibarw)} [ESAMES ]
— WFICEDL LT, AROFRICEID & &b EAFHRE Y OBRBEIX RV, 7272
L. &F#A5Zobic#EM (hun-zibaru),

iz, GODX I 7eplh, FEREORENHE L B EOIRIPREARF O LRET 5 Z LT, AR
ARETH S (HIMTIIHFOAIND), HDHWNE. AAGEOEGTEIA U D E OMOBEEH Torddis
B (RFEARSEHEAZRLY) b, BPRERE LTHITE %,
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(13) HAFEDZ Do BFERESHT
a. HEEOBEER

{ame, amaj-gasa %] {siro, sira}-kaba [ [9#E]

{ki, koj-dati A7) {siroj-usagi [H 9 & &
b. EAFED[s]-HEA

haru-{ame, same} [#Hf] ma-{ao, sao} [E >

naga-tame} [ ] usu-tao} [ |

VLD E DIz, FEERERIIR N, NEI BN O\ i & 1%, HEREEaHT L 0 B
FIOMNTOTTHFN B Y22 V2D, TDZ EIIEETE A LN AMBIS(13) L FRECH D,

Beth DASRIETE L [TEOEOPEET 2 FEORE] Thod, ZIUuDEBIRE b D654
DRI b DO THhD, T2k 2L, T4~ OFEAID X 5 7855 « R OFIFI ZBhE L
T, WO LD 7FEADBIEZS I TND,

(14) 74~ > OIERILIANOFATE -+ [F T HGE R8O Hl )
a. BEESERBEOHL : *Lal.Lab GEH) (&H— 1976)

sirayuki-hime W] sunahama [#)ik] kutu-himo [##t )
b. BIEEEHEE OFIF - *C1V2.C1Ve GEM) ik 1989)
tobi-hi [FEUVK kidzu-tzukeru {5211 % |

LU, BBV koi-bumi 1753C) ., soroi-bumi I\ NESF- |, beta-bome 2G|, 15T tabi-bito

RN kiziziru THER ). muda-damesi THEBIGRL | 70 &P 620, 1372 LT 29 L7aHibfcEE
TEMENB DDA Dy, T2 2U0E, RREFEGIOREOHID (14b)lI W TIE, EEATEE V-, (15)
D& D 72 2 ODFIR HIFGEENTEN 8 %,

(15) EEMMRFEE L7z 2 DOHF5E

a. BEEHEEZ NV o.OFE%ER (Kawahara and Sano 2014)
ika-kaniro [V /225 > ika-taniro [W72i2 A GEEBEHERD )
iga-taniro [\W2372124) > iga-kaniro [WA32MZ A GEVERLIEZHSE)
— [R G EiEGE RO N FITFRD B D,

b. 2= 2% HWcktitiid (Irwin 2014)
A FERNC I T 5 RS EERt a8 O 2h AR R 225U 22y - “[TThe analyses
in §3 and §4 have demonstrated conclusively that any putative influence
exerted by duplicate moras in the direction of restricting rendaku must be
rejected. This conclusion has been drawn from statistical analyses of empirical
data.”

(152)D > [ 3ZEIASEEE A B RN D E 2R LT, DR & o — AP Tl
DFGREFIE D ToHD, DFED ., LEEIFEENE (psychological reality) & s HNFETEM: (statistic reality)
DFIET %

ZAUTHOWT, DEESERRIC IS D EEEIREE L & EROT | T3l G Tz, #
REANZRIHEMET 2, ETo, OB DFEBFREDSIFAED LW H 72T T, FRETH HRIEH 720,
FREORBFRME AT T IMGEREEE IV b Thd D O KGERERE IFREDERAE T2 H D
bHDHENITETTHD), — T (1HDHRITH OB > Ob —EDO—BEEZR D,
&\ D OTZRESIS & ORFEME G FFO &0 5 BT, TERERISEENE (morphological reality)lLd 5, %
LT, BEhdabie M# < 2 LI K D BIPREEIMT S AIRE T D, (14) 055 IREE 3 2 TP REHR S
(morpheme structure constraint)lZ L ¥ . AFERIZAEZ R0 WD 72T Th 2,
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i, 2L HOEER L o SATIEC L MRS R R S T OV T, b LETEN RO
L5 R E A o7 DI, BHOREI R LTI, 1o LA 5 A RER Y bR S,

(16) SEOLJEMHERE © HH (2025)
SRED L e

PR SEBR A RRAE
R T HIRREE

FORNRY - LERROEEAR - RRCICRIE, AT, DB, SRR EDRHE S o7y
FESQH) - HERY SR« LRSI LAY - SRR b v . EEICHERE GME(L) Shizioy

DFED, R OEDDIFERE GERTH) 2 DERSEERORGE A CIRBIICE DT 5 2 LI TE T
b, T LB EPEHUITR VRN END 28 Th D, Bl EOREERGI T, LERIH RN
(psychological reality)<CHi HIUSEFENE (statistic reality) = ¥ &, SRaPNAIZRTERERIFEEM: (morphological
reality) = Z A 3RO H X T ok Ebis,

4. fEim

2000 FEARLARE, SEVEIIRES IS Ch D s S, T OREMMEEIIRREL Pl b LTEAE
FERIZBIN D A F{HETEECH D LW ) OBERTH -T2, LU D, FIFNBISR AT 5 g
SOfhEIER & OFEAEADRBIHMRIEOBLE S I1E, T LA RIRIBEIC L 20O 1324 Th 5
ETDHIRIE . AR CIIR L CE T, fRIERED sasiot HIPRERI NI CRIBETH D, F7-, HEIE
H O DA TR 2856, DSBS K DS AN, FEREWEEEZ 24
HETARETHLEBTIREL,

* R ZoomsE, 2024 4E 11 H24 B (R) IZAEBERFHRILF v o ATTHlES -, AADE
FETE A2 FIRESTO TREBIEER) OWFITEDN NS, SICTHERR AV M3 o7k
W DI I RO, REEATL IS 72BN L%Lfoeé/u I, ISR L TEHORZR LIV,
HHA A, NEREIHIC AN TOEF( LT R CEHICH

B3R
HEF5E (1955) AR, =A%
Irwin, Mark (2014) “Rendaku across duplicate moras,” NINJAL Research Papers 7,93-109.
Ito, Junko, and Armin Mester (1986) “The phonology of voicing in Japanese: Theoretical consequences for
morphological accessibility,” Linguistic Inquiry 17(1),49-73.
Ito, Junko, and Armin Mester (2001) “Alternations and distributional patterns in Japanese phonology,” Journal of
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the Phonetic Society of Japan 5(2), 54-60. [Revised and extended from “Lexical classes in Japanese: A reply to
Rice,” Phonology at Santa Cruz (PASC) 6, 39-46.]

Ito, Junko, and Armin Mester (2003) Japanese Morphophonemics. Cambridge, MA: MIR Press.

RN 1765-1769) [REES]. [ENASCERET V%V T —44 7 hitps://www.digitalarchives.go.jp/
file/1237120.html]

Kawahara, Shigeto, and Shin-ichiro Sano (2014) “Identity avoidance and rendaku,” Proceedings of the Anual
Meeting on Phonology 201 3. [ Available at https://journals. linguisticsociety.org/proceedings/index.php/
amphonology/article/view/23]

SH—EZ (1976) NHEE O], Sophia Linguistica: Working Papers in Linguistics 2, 1-22.  FERFRFPE
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Kuroda, Shigeyuki (2002) “Contrasts in Japanese; A contribution to feature geometry,” Ms., University of
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<Special Lecture Reports>

FEWNT A —FBE-NELOBRND

(Head Parameter Reconsidered—From the Perspective of Externalization)

4% #1= (Yoshihito Dobashi)
HRUR: (Chukyo University)

F—U— I BEENT A=K, SME(L, BUAL, SRR, A7 EES

1. XIT®HIZ
AERCUETIR, SEMOGEIROEZRZFHT L7201, X N—HGRDOH & FEH/ T A —
ANRERLEN TV, AIXPNT, FEE X A (la)D X 9 IZHBHAIZK D H, (1b)D X 95 IR
2D ML, FEE &S ONAFE N IRE S D,

(1)a. [xr X YP]
b. [xr YPX]

R=U AL 7uSTATEH, EETEEFESTHY X A—RBIBEHA S TED
T, FEIEIZAAE(L (Externalization) DIBFETIREIND EEBZXONDH T2, EEFH/NT A —
ZEaBMT 52 LITTERY, 207D, SEMOFEIEOZRZHFNBEINICFR T 25 2
ENRREEIN TS (Chomsky (1995), cf. Kayne (1994)) . Aii Tl MEIL OB SN THE
BT A= PR TV R EFHET D, 72, X A—HimTIEE LRI TR W EES
DR FENCHDNT b IRET 5,

ITAEDOREFERATFE Tl FHREZIRR L OH —EHRPRFFIREICESG L TVWD EEZX BT
WD M (Chomsky (2005)) . AGw CTIFAMEALOWRIC L HE =FRBBEEG L TWbHEE 2D, !
BARMNZIE, fe/MEA (Minimal Search) TERAI S LA EHR, T bLEHEEICB I 5 EH
SRR IIEOM%E B L TWD EEZ D, TNERIAIL, MEAREDEARBNTHD 7 = A
AFEN Z L CHhD & %ﬁiﬁ@igﬁﬁﬁiﬁd\%ﬁﬁfﬁﬁﬂéhéo ez, X 274 XE
B LT AQOMEBICIE. X EY W) oD TFEMAEMEIND,

(2) {X, {WP, {Y, ZP} }}
T T BEHANT A =2 RT D BRI R ORENRA | SMEAL O TR RrRE e
*EE@T%Z)[%%T%@%E%TTEKE‘?‘& . BEESRE LSS EEE T D KO ISR EH S 1

% ECOITRT EER KB DO ENG O v, EEERFE LSBT 2 LR 72 W TRIEA L A3 i
a5 &GaRTHEEMEHOMENELND Z ERbnrd,
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B)a. [x» X [vyr WP [y Y ZP]]]
b. [xr [vwWP[yZPY]]X]

INEOIIRTHREMEEIC S E DS R_NET L Gh)iF@A AT L, Ga)lI@) &z S
RN WnS Z kil b,

(4) TZRES SRR B E B
FEFITAREEN T—2 T O EEHIC T HEMICHRET 5,

72, 23HITHRD L OIZ, Ba)D EEMELHDOFEIET LA AT THENH LD THERE SN
72U,
TNz, OIS RTIER ATBER — G2 ET S (cf. Kayne (1994)), 2

(5) BIPALICRR S D HEEE S (ER TEE)
MEEIZB N T a S B L @VMLEIZH 256, X BITEITT DL oM LS D,

ZOFEMIE, EEE OB ST THRIE SN WEEIE, #2123, b)IZB W TR ER SR
DEMNCEIND Z LR ERI A5, 72720, Bb)D X 91T, FEEH R L OB RO i
LHEIE. IRWNGFOEER (Y) DEWHFOEEE (X) [T T2Z 28T 0o Al
W, GNTEKARETH D, T7hbb, &I T2DITIEG)DEK DTS ND,
INHDEREDOL L, (6)DRT A= NERLEND,

(6) PLRFEFH/NT A —# (Extended Head Parameter)
(X, { WP, { Y, ZP}} 1T T,
a. XY IZHEITT DR O8I nD, (LT
b. XY IZHRITT DL oM lbanD, (FEHEZRTT)

ZONT A=, ZOOFEEH RO, TROBIECRDOFEHL AT A—2 L H RN
(EREhi) HEECERLINTWDHD T, IERFEEHL AT A —F LIS, £/, KiaT
I%(6a) % EHHEAT, (6b)% EEIEIT LS LICT 5,

VIR, 21 EiClE, 3B L AAGEZHIC, EORIITRBLERNT A—FOENREEND
DR T, 22 8T, N YEEEBNZEGEE _AEEHO O 2 A 5, 2.3 #iTid, v
T A B E BN TR EM O R B i AR A 5, 3 Hi CRERE R IR D,

2. FEIE & BEEEE
2.1. EFE L HAFE

PEROFEFHNT A —& Tl #EEITEELHE, AARFEIFESREE SN TE, 2
DNEIN, JERFEHLANTA—FZDEETEDI AN DONER D, £3. KB
FEER - OBEENEFE SN VWSETH D,
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(7) a. [ce Can [rp John [vp_open the door]]]?
b. Iknow [cp that [tp John could [vpr open the door]]].
c. The new law certainly may possibly have indeed been badly formulated.
(Quirk et at. (1986: 495))

T L, BARGEIEEER R LOMEENEE IO SETH D,

(8) a. [rp Taro-ga [vpringo-o  tabe] -ta]
Taro-NOM apple-ACC eat  -PAST
‘Taro ate an apple.’
b. [cp[rp Taro-ga [nege [vp ringo-o  tabe] -na] -katta] -no]
Taro-NOM apple-ACC eat -NEG -PAST -Q

‘Didn’t Taro eat an apple?’

INBOFERREICEH EOE PRI Z T S 2O D EAE S S (S) B T LK
REFENRT A —F FEIIATOMEIY | HARGEIXE) &0 727 72 DI EEEE TS)DEK
&) BT OME I D 2N, FEETIZGWTTEWEMNC AR T 5, ZORSHE, #iE T
TEHS- LA, B ARGE CIIHEE - H- R B ORBIEN S b D, 2oL 91T, MEkoE
FE NG A—H OPEGHENTE | FRESOEREFMBIRDD ZENTE D,

22. FA4A VR
WIZ R A REOENFAS AR (V2) OOt 2Rk b, V2 TIEEHIOEREFE (EF D
TIZHDHER) NC~BEIT L EET S (Vikner (1995)),

(9)a. [cp Erhat[rp t, das Buch gekauft #,.]]
he has the book bought
‘He has bought the book.’
b. dass die Theorie wohl tatsdchlich schlecht formuliert (*) worden (*) sein (*) mag
that the theory possibly indeed  badly  formulated been be may
‘The new theory certainly may possibly have indeed been badly formulated.” (Haider (2003))

Qa)lL, EFEO T HNEFMO CIZBEEI L, EHio C LEFOMICHHENEF SN L&
AT Ob)FHROIALE T, [(9)] X OMEICRFHEAE 2N TSRV LA2RL T
Do ZOHNEX, £9. C ~BEIL TV RV GEfriE o) BhEilfHo MICBEENE S b 2
EERLTWVWD, WIZ, MDIALHID C (dass) D— 2> TFOEEIT (mag) LBEHET HHE
DRWVWEBRLTWD, ZNHDOFEFENDL, RAVEETIE, C & T OBMRIIHEREIESRMS)
Zhile LEEIATOMMN G2 b b —F, ZOMOEE (T,v, V7 L) IXBEEEIE®9)
Z 72T T2 OIZ(S)DER & 72 ) FEERATOMEN G- 6D Z &3 mind, iz, fREHE
FIXOIT LV LEMNZEI N D, ZD XK DIT, FEEERICELT O FEE [ O 88 & iR B
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BEMR & RS ST b & DX ERTEE /N T A —F OENIE S, (RO EEE/ T A
— X OEhE (CP IXFEERSCEE, TP ° VP IXEEERE) M2 HZ LN T 5,

23. VT 458
NN YREEEDIV T 4 FEDOIEARGEIAIL SVO T 5 (Ndayiragije (1999))

(10) Abana ba-a-ra-nyoye amata
children 3P-PST-F-drink:PERF milk
‘Children drank milk.’ (Ndayiragije (1999: 408))

ZOFMETIE, EiE~—A— (ba-). Filill~—H— (-4), £ LT, XPICHERERN2H
NERYZR IR DY S A SUZII A (antifocus) ~— B — (-ra) 28, (10T NEICEEEERE S L
CTHEhFA (nydye) OBNZAERT 5, Cinque (1999: 70)DIRZITHEV, /N b v G B OEZEAFEDIE
IXEIUCHIE T DMEE T ONEIC —ET 5 LARE L, VT A BOMEEEZLLTO L H I
I %,

(11) [AgrsP Sub] Agrs [TP T [FocP Foc [VP \Y Ob] ]]]]
ba- a- ra- nyoye

ZoaREEICH E o< L FEES (Agrs, T, Foc, V) 13 RESERAOBEREME B (4) 207~ L.
Ho, MEEESEMG) bz L, FEWEIT @Eko X N—HERICBIT 5 FEHLHE) OfF
BEDHZ LD,

COSHECTERERNPICHICEND &, KER~—T—MHEAx, BRERNSCRICE M
%, BREREZ KT TRT,

(12) Amata y-a-nydye abana
milk 3S-PST-drink:PERF  children
‘Children (not parents) drank milk.’ (Ndayiragije (1999: 400))

Z ZClE, abdna ‘children’ N ERE L THFIR SV DH, T OBZIZ-OV T, Ndayiragije (1999)1%
A (FocP) OIFEMELAMICE S ZENEYTHDH Z & AR L TW\W5, Kayne
(1994128 xR T HBAE TN & 72> TWAREIRICEET 55 2 Db & Tl faEE T4 AN
BINDEEZDLNLTVWD, LT T, KROBED S & T T 4 BB SO ERRN
FHNZEPND Z EDRHRICHAIND Z & 2R T,

(AD)OmEEE S &2, (12) B2 TH L, (12)DEEMEEIL(13) LD, B, HEimDH
H k. BREEIZEZEIZ AN,

(13) [AgrsP Agrs [TP T [FocP Foc [Vp Sub] Vv ]]]]
- a- o- abdana nyoye
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Z ZC, FFE abdna ‘children’ | XENFA AN LR E KA SNV TWD, ZOEENESD
fRIR %15 5 7212 1% FocP DI EEICBENT 2 MERNH D EE XD, Z OFREH N LN T
fbEid & REHIBEIREE d- & BhE nydye DIEREE RO BT 2= 2 L RN TE 720,
L2 L., FocP OFEEMEAMNCE S LML T D &, HEEEESRMIS)DIEK & 1372 5 03
e PR EBE B R () 27T 2 N TE D, AARGETIE@) & 72T 72 OIC EZHRH TO(5)
DIEFINFF ST, VT A FETIE@ Zil 72T 72 DI T & = OO R TG)DEK
DIFENDEBEZDZENTED, ZOBXHMVIELWET B & AHEEH 2RI
DI EMTE D,

3. BbDhIZ

AT, FEFERFEO—DTh D/ MEE TSNS EFR, OF V) HFEEICBIT
HEFEMICEHTHZEICLY, FEHARTA—XONRER L, SHEROEIEDERZH
45 Lalhle, FEHEOBEBERABEEOEFEOAMLE | MIBLICRE S D HERE
WEESAFOMBEANER NS, EEE & MERONET T T < f/EH O LRI M3 & 5 akE
PWER L, ZOX2%777a—FiL, IMERICLE ZERPEDL> TWDH Z L Z2RET 5
b LIV,

* ARAFZEIL JSPS BHifF & 23K20094, 20K00677 DBk %3211 7-H D TH %,

=
D EBEDE 21T h & O FEAIALD A F1 = X L2 IZOUNTIE Dobashi (2020: 45 4 #) %2 S,
22O XD REMIE. BBEROBIALIZ W T TR WIERD EEEE /ST A — X TH
HThDHEHICBbhd, ZOFREOHEANCEHL, HELa A M EIoFRKFD
K —RIZHLEF L BT 5,
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<Symposium Reports>

Understanding and Extending the Miracle Creed Framework *

T. Daniel Seely
Eastern Michigan University
Hisatsugu Kitahara
Keio University
Asako Uchibori
The University of Tokyo

Keywords : Merge, Minimal Search, Minimal Yield, Strong Minimalist Thesis

This symposium explored a number of extensions of the Miracle Creed MC framework of Chomsky
2023 & the Keio-EMU lectures, specifically: (i) Internal Merge transitions a theta-marked element E
from the propositional to the clausal domain where E is subject to clausal domain properties and (ii) a
strong form of Minimal Yield MY derives desirable aspects of the phase-impenetrability condition PIC
and the Duality of Semantics.

To fully appreciate these innovations, we first reviewed key aspects of the Miracle Creed system
including the guiding principle that Merge and all relations derived from Merge “are thought-related,
with semantic properties interpreted at CI1.” There are a number of categories of thought: propositional,
basic theta-structure; and clausal, force- and information-related (interrogative, topic, focus, among
others). For the MC, this duality of semantics is derived from the two modes of application of Merge,
namely External Merge EM for the propositional domain and Internal Merge IM for the clausal domain.
We traced just how this works in the MC and its consequences, in particular its reanalysis of successive
cyclic movement “in terms of access to the closest phase in the derivation.”

Having provided the necessary background, our primary goal was to pursue the consequences, both
conceptual and empirical, of a number of extensions of the MC. We first considered the idea that IM
exits an element E from the propositional domain and enters it into the propositional domain where E
is, naturally enough, subject to properties of the propositional domain. Assuming that only theta-marked
elements are subject to IM, it follows that there is exactly one instance of IM for any given element.
Thus an object raises to the ‘object shifted’ position and the subject raises to spec of Infl, and no farther.
This, in turn, requires a reconsideration of the MC’s reanalysis of successive cyclic movement in terms
of phase-based access under minimal search.

We explored a strong form of MY whereby an application of Merge must decrease (if possible) and
can never increase the number of accessible terms in the WorkSpace. We showed that this version of

MY has a number of important advantages, including that it derives the PIC and, in fact, derives the
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Duality of Semantics, such duality following as a desideratum, while maintain the empirical advantages
traced above.

Finally, we explored the conceptual and empirical consequences of several extensions of the MC
framework to empirical domains, which include: contraction, complementizers and their externalization
requirements, parasitic gaps and across-the-board, reconstruction with successive cyclic A- and A'-
movement effects, and remnant movement and its interaction with NP-movement, Wh-movement, and
scrambling.

Overall, we advanced understanding of the MC system and considered its prospects for future work,

consistent with the Strong Minimalist Thesis.

* We would like to thank the conference organizers and the participants of this symposium for their very

helpful comments and suggestions. All remaining errors are, of course, our own.

REFERENCES
Chomsky, Noam (2023) “The Miracle Creed and SMT.” Ms., University of Arizona. [Published in
Matteo Greco and Davide Mocci eds., A Cartesian dream: A geometrical account of syntax — In
honor of Andrea Moro, 2024]

164



<Symposium Reports>

ERFBERRORLR : Lo THRLIBLLMNLARY, EfFaIa=r—var~0LHEN
7 7a—F
(Cutting edge of experimental pragmatics: A multi-dimentional approach to linguistic

communication)

IRFAE B (Shingo Tokimoto) H FIK“# (Mejiro University)
BT (Taiga Naoe) BEFIAR 756 2R [E I SE0T (Showa University Medical Institute of
Developmental Disabilities Research)
AR5 (Yusuke Sugaya) HEUKRZE (Chukyo University)
K H 5] (Hidetsugu Komeda) 77 1157 K% (Aoyama Gakuin University)
T A AT v b EHE N (Masato Takiura ) /it K (The Open University of Japan)

F—U— R R, KRB, fRE, GEE, M, RRERTEAKERE, AT A L (Web)FER

L RAETABEL L COBERAROHER (HY  FAEDS)

ARFEFRTIIHEE (implicature) FEED A 7 = X L STEFAICE T 5, EBREIEIT.
3 NDOFEENGRY | MR L B HRGE T, SeEOERIC S > T, ()HEEHMRIZEE
SN D A ERAIHERR D 72 D O SUIRA BRI D IEI RN, Q)FEE DB ENBEDEE £ 721
EEDRBRONTIUCET D 52D 2 WK & #fE LTz, SEhORR 27812 5 EERZINE DK
W2 oppr LT R, HEE BN EUE 3 D B RS EEEAL(ERP)IC DWW T, MEDRERIZE
0 2 2FED B SRR ED N RO B ivTc, HERBEOHEGERIZ OV T, MENERBLO
EHHZRET D 2 L RAIT (Grice, 1975), SCARDSIEWIRZR AT, SUIRZ A 5 HEdwm D
2Ty IREAR—2OBEIND D, BUEOELR O NIMEORBRICET 255 c @ LT
FRIETRENIRE O DR D> 2D T, MR BOMEHE & U TR Mamiotin 2 B9 5 2 LI
LV, £z, AER ERP 280 LIRS OV T, Ml OB AERMEEIC LD A 2T
AT Ry VU —7 LR AR v N U — 7 & OREHIFE A AEH (effective connectivity) &
SIHT UG R, IBERERZ & BT D 25 O SURFEIIREIFIZ B W TR O % < Ol i
FSE5IAl~® information flow OHIMAFRD BTz, AFEHR TIX. Z D information flow % H{&HY
FLIEA~DT 72 208N &R L(Ward etal., 2014), 558 OBERERIZE 4 2 HEE OFARICE
WTIE, DoOHEROME L& L THEFORBRHRE/ERINATWD EFRT 5,

BEXR (FERS)
Grice, H. Paul. (1975). "Logic and conversation," Syntax and Semantics, vol. 3: Speech Acts, ed. by
Peter Cole and Jerry L. Morgan, 41-58, Academic Press.
Ward, M. Andrew et al. (2014). "The parahippocampal gyrus links the default-mode cortical network
with the medial temporal lobe memory system," Human Brain Mapping, 35, 1061-1073.
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2. BEARANRY b T MEE L ERREE ORI U7 RBIFIER OBV & 3e@R (Y

ELYLRA)

MR EIED —FCTH D HA ALY b7 AJE (autism spectrum disorder, ASD) #1%., Si& *
HREE OPHE LML, SRR 2N —B LU CEMREE (typical developed, TD) #
LB 5 L STV D (American Psychiatric Association 2013; World Health Organization 2022)
25, BRI 2RI S R OBV EOREE DR T 5 SUBIEENRAF 95, AL T, A
KiEZREEE 35 ASD & OFEHGRIVEEO—2 & L THHR S 1L T 2 #& BRI H o IR
P (Kato et al. 2022; & 1997) 122\ TRk L < M L 72 SEBRGE AR Eic >\ Ty Lz,
(T COISIATHIFE 20 L. ASD & OF&BhRA RS2 B 5 ATt & . il A ASD & & TD H D
B RRVE F D38 M SUNRIZ R 3 2 FRIVRPE (2 B 5 mTREME 2 FiR G L 72,

PAZ, KBNS MR I O B 40 5 SOk A Fia i L 72 5B R 2E 2 48 L (Kiyamaetal. 2018,
Maynard 1993; ##/2 1990), [#2) X OMIPEI LB ISR T 55 LF L& Fo.0
HIRRE DA BIFRICIR D Z & @il Lz, £ b 2o U7 EE e kil &2 Tk B e 22
PE M SR 72 SEBRAFIT (Naoe etal. 2024) # 4R L, ASDHILTD H LV & ) OpEHSEEN
<. TD #FD 2] ZMBEICHFET HRT TX) 22 <HET L2 L 2MmE L, &%
(2. ASD & OFEBI A IZ DWW T ORIEMIIE & T A O EEMFEOBhA 2 8L L. ASD
B OFEMFRHFHEN £ O F L FFEM OFF 2 SOk LT\ D LIRS e, Ao R B)E &
BRET 2 B, EBEENRTED HE 722 D38 R OBV 2 LTz,

BEXH (EL%)

American Psychiatric Association (2013) Diagnostic and statistical manual of mental disorders (5th ed),
American Psychiatric Publishing, Inc., Arlington, VA, US

Kato, Sumi, Kazuaki Hanawa, Vo Phuong Linh, Manabu Saito, Ryuichi limura, Kentaro Inui and
Kazuhiko Nakamura (2022) “Toward mapping pragmatic impairment of autism spectrum
disorder individuals through the development of a corpus of spoken Japanese,” PLoS One 17,
€0264204.

Kiyama, Sachiko, Rinus G. Verdonschot, Kexin Xiong and Katsuo Tamaoka (2018) “Individual
mentalizing ability boosts flexibility toward a linguistic marker of social distance: An ERP
investigation,” Journal of Neurolinguistics 47, 1-15

Maynard, Senko Kumiya (1993) Discourse modality : subjectivity, emotion and voice in the Japanese
language, John Benjamins Publishing Company, Amsterdam

Naoe, Taiga, Tsukasa Okimura, Toshiki Iwabuchi, Sachiko Kiyama and Michiru Makuuchi (2024)
“Pragmatic atypicality of individuals with autism spectrum disorder: Preliminary results of a
production study of sentence-final particles in Japanese,” Issues in Japanese Psycholinguistics
from Comparative Perspectives. Volume 2 Interaction Between Linguistic and Nonlinguistic
Factors, ed. by Masatoshi Koizumi, 183-200, De Gruyter Mouton, Berlin

MERL (1997) THPERIZIR T 2 W@IEGREIE [ o Hoxm: FFvH5E) | [FEE
pEEMFTE] 19 %%, 48-59

World Health Organization (2022) ICD-11 : International Classification of Diseases Eleventh Revision,
World Health Organization, Geneva

FREEMHE (1990) MME®OIDEY Bl « SEEOKERN O] KIEREEE, H
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3. BGTERRHC R 2 IR FBRRO RS IC BT 2 @S ER R (B BAK5R)
FRFOER S U < EBUSHRRAIE T 102 - ZRI R 52 S, G LR (P& F)
LR ONLERIRIC L > THRRFAMSBRS D, AL, £ OREME 2 502 T 5
S (A L SERRIN (1, B, T S O () IS LT, BRRICEL, DT (i
HEKINTIZ B0 5) SRS D R aih @I A 52 5 LE L, £h b ORBORE 2 H#
T HRIRK () 2 RSB ELR L, HorRahRiR S 7z,

() FELT (S) BEHER 77—/ (FS) EOkkx 7z d H2xt88 (T) (Zxt L CHIET 21
(i) S NE&EFE (H) OFEEFR L, S-THZF T2 < H-T MOt Z 8 5,

(iil) HBERIZR (C) 3% v BEEEHIEr S XHIC 72 5

(iv) Ja </JEDPRN\D L D RREOEEME (St) 7 D A aEIEroOBER L D,

(V) BT OFEE 72 O/ A I —v (BS) N FES ICEELZ 525,

~h
NS
o

F7o. H OIFEIC X D FERGIEIR A~ O E L DR 2R LR T 2 0 2 HE T 5729
ﬁﬁ@%&E@ﬁ@?ﬂﬁ&#%i@@%ﬂm#éuﬁﬁ&f%émuﬁkﬁmih%)%
I/ L7 (Davis 1980),

FRFER L LTUATFO L S RN E o, &I, () IZB LT, mEDOXFRN Kb
TWAHERE (= ML) T, TR@EY FERFERIUCEIT 5 T ONMEBRITEN/ NS Do T,
(i) [CBAL T, HAR/PE T, HNO T £ TOHBALZE L CHmm@R L, A/EERE LY 20
PEE S8 o 7o, A/ARITEE AL PIEPEREE WO BV ARERICENT L Bbid, KT
& H ONLEBMROZENFEITH Z | ﬁﬁu%®hfﬂT(SM T2 EHA) )
BRICEYD  HIZEEZZ T BN, £/, HOGFEICL AL IRIIZK T SR
BSEOHROMIZIZEDFTEIC mf%ﬁ%&m%%%i&ﬂoto

Wiz, (i) 2B LT, St & LTEHDO =T 0 v a U EEE LA, 2K, St DRz
5D TIZx L TEMREFENCT S, StOBAICHD T L CEMEHENCT I Ro7, &
MHZRBWT, St MR RFRIICAERICEEZ 5 27, (iv) \CBALT, THAC LY SHCH
AU, ERREHENRLT S, WIZCA T LY L SHECHIUE, EwEHREHENLCT < ez, /7
HAZEBWT, C M RFIRIICABICEE L 5 2 1=, Jo/ftCiak ik, B /a8 CHIXPRIN % &
REEZTWEN, BIEIZZTO®@Y Lo, BEIIEEL TR L TR -7,

BT, (v) ICB LT, BRI O P TS IcL—W—RA v ¥ —ZEH - (—BS) %
BAL S WIS, ZHUCS Ko TRIRMITEREENCT < 72 o 7o, MBS T, 2 BS ARG
BPUCHBEICEEL 5 272, HEERIWIIWERN 720 TidZe < DB BB ThH v | 48
ELTWZHE) ThoTo,

BEXW (BEA5)
Davis, Mark H. (1980) “A Multidimensional Approach to Individual Differences in Empathy,” JSA4S
Catalog of Selected Documents in Psychology 10, 85.

167



4. BERBOBMRICE T 2 LBREOKEH (HY : KMA)

HPAA~NT b7 MEE TSRS E ORI OBMNICNEE 2 2. Thn S0
fECHRRIZ b EN D, oL 2T I EZHITT D5 Lid, SRz B L BIEEICE
EEsrZtanEe L, HARGREETRVAMANY T MENIC & o> TIXREIZ
V5D - Dk, 2013),

Web AT & > THAE STz 300 4 D@EEZED, ABFRICSIM LT, SHxtgR L2 >7=0
(T, 2294 OERAET, MR 1ELESS A, W 2HEETT 4, MR3FEE 674 ThoTz, —
AND NP LWk Bl L, 2 3CH T, R & B L7z 12 M OWEE 2 28 1358
iR L7z, 2 CHEZROER R T, XOFEHR ARtz HWr Uiz, S on, &rBELE 5
FORERANEBZLE L, RUTTH 2 ENREW, L), BANERGER FETIT, R
THELENRL IR D, 728, FEBEGENIH B NS LTS & X270V Ty, LiIEsL
ZDONDHIZIe o> TEZDHLIITLTND, 728, BB OHFITRZ Y £ 5 ¥k EIC
DNWT, ZEIZSIT D Z LN, R E)PBRER S D B ARGEROT AN ROSTEFRER (B AGE
IRI, HiEfth,2017)& . BB (—EICOL R LRI > TS EREGRIZR D, 72 E), =
FURSEME( L WVIRDS S 2 b DIIRIF & 72, 72 8), RERFERBI(ORE R EF 134 & TRV, 2 )b
DARR SV 2D B ATERCE Al BURE REE(HSCS-A, IS - SF-8F,2019) (Z[H12 L7z, FARE
ST OfER, HRMECHEB L, EAREE, BRI EWIELE, THIT 5] OIEERNE
<L BUBMECGERIRRZME, REERD A EWIZ L, TH 5 5] DIEFERBENI Lol
JLEME(IRT total) & HUEAME(HSCS-A 55 HLZE M, HSCS-A total) 23 BV ME & FTREMHIWI (T 1T 5 |
ETEB9), [BITFD]. TH6 5 YOEZEENEWNI LD oTe, HLREFIE, ATREMf]
Wr & FHBA U 22 dyo 7o, RTREMEHINT D PRAR 2 32 % 2 13250 REBLOD IEE 3 2 LM F6 K OVEUZANE 23
EDX T LT DD EMND DD, WD 2AToTe, TORR, MR
KEOBE LB L TWD, BUEMESES T L T2 ZLdvrai, kD Zens, &
ZRAHEOERIZH D FMEE. BREICB T DBUEMETH Y . B PFEM RIS T 2 /5~
HEENE WSS IR REOBMENMEND L WD BITHFRORBRLEES LTI LB 6N
Do RZFREOMMPIITHEEDN TR ICH Y . £ O LITHUEME & v 9 BEIEYED & 2 v REMED
b5, —IROILFEME, “IRAZRBUERMEIZ Ko T, ORI U 7o 252 O BRED /BRI 72 D,

BEXM CKkEZ)

Baron-Cohen, Simon, Wheelwright, Sally, et al. (2001) "The Autism-Spectrum Quotient (AQ): Evidence
from Asperger Syndrome/High-Functioning Autism, Males and Females, Scientists and
Mathematicians," Journal of Autism and Developmental Disorders, 31, 5-17.

Davis, Joshua, et al. (2017) "Social and attention-to-detail subclusters of autistic traits differentially predict
looking at eyes and face identity recognition ability," British Journal of Psychology, 108, 191-219.

HaE#RZ - /NUNTFD - BARSEE - BRI « AKX - Davis, Mark H. « BFAFEEET (2017) THAR
RO NSOSHEFREE OAERL) TLERARTZE] 88 &, 1 %5, 61-71.

IR - - PR EEL (2019) T HAGEAR T A BURIERE  (HSCS-A) OfERk) /3= 7Y
T 4 WF7E] 28 &, 2 %5, 108-118.

/NI - BT JERR - AT - R EDGR - IS - #6507 —F - SRR - IRRIAT - AR T (2003)

[ B ASEERR The 20-item Toronto Alexithymia (TAS—20)DfS#EM:, K72 4Dt [hE
=57] 43(12), 839-846.
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BREMENRTA—F  ZLEDEREITIEZDLOEENTZOHN?

(Language Change and Parameters: Where did linguistic diversity come from?)

#RHE #=¢ (Hiroyuki Nawata) =4R K (Shimane University)
/I J5#8 (Yoshiki Ogawa) HALK? (Tohoku University)
R3¢ JEME (Michio Hosaka) H K" (Nihon University)
Il AJ (Hisao Tokizaki) ALMEK?: (Sapporo University)

F—U— R NR"TA=F, 7T AZ =R, WHBH), Bh@EEdd, me

1. XU (©E - 7% REGERE)

HHRICITER 2 REFEPFET DLWV 2L AR THNIZT EDOFFELEEGETEH L0
EmMEIL, SRR T REEMON G L F R D, WNERLURTOAER LTI, A
DIFHE L Z T 23T A =2 ZHWT, 202 SOBFREHB LKW DR E HIT
T&7z, LoLeds, fvhEROFRRE LT, IV HIRAREESGENBIES L, /3T A
*&@ﬁf%iKQ%QM’@ofwé

Frio, Stz R e T 5078 Tk, SBERRONRT A —2RENEIb Gl & 2T
FK & L TREI N, ZDO%EX fﬁi{iwﬂjﬁ/\(’? A—=ZICKVFHHINTE 7, LLi
MB, EH, FiEESRED parsing & BT 5 RKEL(Lightfoot 2020), EE L L7z /XT A —Z [
J& & Economy %D 3 HR 2 H-D < {7 (Roberts 2019, 2021), Determinacy %D 5 3 HL[K |2 )
& S 2 Fi(van Gelderen 2022)72 EMER S, HEPFHOBMEZ L TV D,

KRV LTIE, £, H LFEATOMBA KA, HFEH TORMEMPA T A —F DOfF
TEZE L, REEDZEEIRMGEEALD 7 7 A X —h B2l Uiz, WRIT, 3 25EAI /NI
1T, AAFED wh BE) D@L Z Focus 235O/ T A —2fE L [7) OSHEIT)R T R
AT o1z, 3 3RO TIL, N7 A —F T DBPE DHEER TH S Lim U
HERE O BhEhFE SIS O IR 2L AT LT, 2B 4 GERT ORAR G I, JEEEORRIEZ kIC
REadHT, FEMANTA—ZEEL, SMEIZBIT 2B 0 & 0 5O FE llﬁ’ﬁﬂi%fijf
3 &R L7z,

INT A =B DHFBEZONTOFEmIL, ST 2B LD 20Ty | —RoP)E
LTWDHEIICRZDN, SHEOAREEZ A5 L THIT CTEAZ LD TERWRETHY |
ZDERBRBZF PO FSRbEZ2HDEE S, KmMioEma I E 2, B 2T
THITNEZEES DO TH D,

2. DN UG IZBITANRTGA—FZDEN : 7T RAZ—HRLB—-SFENEREZDSSHT
(1 %E . BEHHSR)
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AFERTIL, NTA—FERLERAMNGRE SE X5 & 2EFEORmNEZRONFE TG
EXFFLOD, ENTHRBEBARNPMEEHMATEL AR EZL Z 2Tk L, B
NI, MR Q024) TIRR SN () DS & THZMEREK T A —& | ([ZHD &, JGER T8l

BEIND S FEIERMCENZESHT LTZ (Rizzi (1997), Chomsky (2008)),

(1) a. [ForceP Force [TopP SU.b_] Topl [FinP SubJ Fin [TP T [VP A% ]]]]] (E‘ ?&75) %?‘, ;H;I%EFI % T)

# T T
b. [Forcer Force [Finp Subj. Fin [tp Subj. T [vp v ...]]]] (B IGED D AT EEE £ )
¢ T
C. [Forcer Force [Finp Fin [tp Subj. T [ v ...]]]] (FIEAUT AR DR LARE)
0,7

(1a) T, Force (B AR S IV MR AR AT RE 2R B0 E (). MR R AT BEZ2 AFRFEME(R), £ LT
REHI B ME(D) A TR TR 2B BERIE ISR STV D, TD%., (1b) Tid# & na R fEIRAR
AJREZR —EFEME(9)D Fin ICEA SN D L 912720, ®ZIZ(1e) TIiTo &t & LICTICHA S
HEDIThoTz,

ZHICE Y, BEELETELETRONDE)DHELND Y FAZ—NREHZDHZ ENT
5 LUz, B IGEE T, B AEEIEAVEA L 0IEE) L C>H)ZE HFEMN BRI
ﬁ%b(m@&@%ﬁﬁﬁﬁﬁfﬁﬁiﬂﬁ%memﬁﬁ@ﬁﬁiﬁmﬁbkoik@%
ITARIERE TIL, V-to-T BEIIHE L= D2 ) L C(iv) that JEHR RS HEL U, (v) Bk 5E
HESUER LTz,

FD— MAERBIZ L > TRRDHNT A —ZEBEESND [H—FiE/ T A —F R
MWETLDZ LB D, AEETIE, —HlE L TERNREFEOGIMMEEMCEZTY B, 4
O TIE, FEE &z;@%é%%ﬁﬁo%ﬁﬁﬁm@%ﬁ%%é@ Bha@hga & it T &
&w BB T ETEA LTS eI TE 5, ZoME X, B EEE) O

FEICNT TOAb)D/RT A—ZREICEVIRESIND, ZOH VT A — 23 L2 BH
& LT, GPTHEIERE SRR DAL - HBL - HIRZ R T & ) EA ORERIME 2 £F -
TWeZ & ZLTUb)DNT A —FEZERGT DD DO—IRSFEER ORI, 372005 3CHH
ICHE SN GPTRNEEIFE LD &0 2 AT T,

3. wh BB R A —Z DEEIL L Q /NEDIEL (B8 2 FEK : /NI

AFFETIE, £, Tkawa (1998), Watanabe (2002), Yanagida (2005)7 =39 % B HAGETO
wh F]OBEEE FRBEMGRA E L WZ & &, HARGERENR 2 — /S X (CH)IZ X % wh E&RISCD
MEREICESNTRL, £O LT, ZOBEINWVD, 8, EOXIITHELEZOMNC
OWNWT, 27 uRT A —HiEEER (Kayne 2000, et seq.) & S L O#iEERR (Roberts and Roussou
2003) IZESLHHAE L2 T,

BRI, MT%E%LK
(1) Q/INEE T2 13X, SUEkIC . Z Al EE S Ak~ Focusn 7> & BhERI Y FE 55 {k 1 Focusy % #%
C[+wh]Force ~& L S 7}’L7L:o
(2) [7>) 73 Focusxy T - 72 RHRIZIE, FocusyP fEEH~D FocusnP D/ B8, F 7213, Focusy
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~® Focusy D FEHFE) (Hagstrom 1998) (& KHEE wh B D%E . TALEID FocusyP

% LA D FocusyP FEEH BT 5 /2 5 8)(Cable 2010)) 73& > 7223, BTG « KIERFRIC,

WFNOBEIN b ERIZHA LT,

(3) Cheng (1991) @ Clause Typing Condition / Collins and Kayne (2023)? No Crowding Condition

Zemi7z 9 BT Ty OSCERTE THIO B AGE X, 3T Focusy 73 % DFFEHIZ wh A1) (F

TIXERER) ZFRLEZOT Iwh A+ OEGFBEINFRBEINTHY . 5D, FocusyP O

FEERE BN S RIRETE » 72D C wh RO 2 TR ENLRFTAITE > 7205, 1> 3 Force[+wh]iZ (1L

%ix. ) BEDPFESREZTTZT O T, wh A)OLEGBENIK DI, fRio-> T, whaj& [

DR R R BLR N E L7z,

(4) FERTRRICE & 72 IEERE—I2 X0 Thy) @ Focusy ~OSELBHEA T,

(5) L IFRIZIZ, Focusy @ 73] M [E—HiN D[-wh]Focusy |2 2 B — & 41, Zids EALEiD

[+wh]Focusy (I FEHBE T 52 L L TX7-, 2T wh 2 XT7 A—XDfEIL, FA VFED

o) wh BEIC, HARRE « SRS OSNEORFEICA OGNS wh a8 —%24E L5 wh /YT

A—ZDELFICTH %,

(6) ForceP Tid7¢ < FocusyP DIFEF~D wh BT, ~ o NTiEO~Y L—3B°N T U —iF

b, FRPERECLBIEINL,

(7) B LEGR & 2 7 uNT A —Fiskm OMHAEMIZ, wh BE) [HV ] S5E25 wh BH)
e L) SE~OEREH D03, TOMIRNETHIT 5,

4. NI A—FERBE . SEROLEBILORA»D (5 3REK : RIGERE)

ARE T, T, ITFEOSFELLHFZE (Lightfoot 2017, 2020; Roberts 2019, 2021; van Gelderen
2022)ZBITF B /8T A= IHRT HEBICBE L THIBLL, Wb SiEELZ S E0 B
OARFTHDZ LA Lic, £0 LT REOBEEESEIEOFEIRZE A E R L LT
F BRI D S HEIE R B L OB 2B L, SO UL ORI LS 2 Y 725t R o f2
E Dyt

W GEOBIFEEMEE O EREIEIX, ()RR TEIETH T,

(1)Early OE

Modal-BE/HAVE-PP/PrP(55.4%), Modal-PP/PrP-BE/HAVE(21.6%), PP/PrP-BE/HAVE-Modal (20.6%)
(2) Late OE

Modal-BE/HAVE-PP/PrP(86.8%), Modal-PP/PrP-BE/HAVE(5.4%), PP/PrP-BE/HAVE-Modal (6.9%)

F7-. PHEEELIFE, Modal-BE/HAVE-PP/PrP DFENEAN 9 FILL L% (5 BURIEEEDFEIRE LT
WL d 5, 29 LIeREEICESEHRT 2 &, HRFEMIH 2 OBERER I EBLIZ FE =
LTCWERRBENRZ X DILD D, N T A—FRZ UKD DE BN TS BT T
TR AT O ZEDREE LW E bt b, BEARAYIZIX, Lightfoot @ Parsing (2555 < FHIR°
van Gelderen @ determinacy (235 < #H] TiX ModalP <> PassiveP 2 OFEREHIRE Z AifE & L7
ALANMEL L 72 1) | EESUE~DOBEHNKEX <725, F7-. Roberts @ roll-up A M IZFHED <Gl
B ClE, R OB R B E DS BURRGE CHM R GBI EIC 2 LT 5 Z L 3R & 72 0 |
AL ZE S MO B IED & 5
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Z 2T, AEETIE, UL END 2 5 L7 EsiE @R 2 ko T L7
HDOThHDH LT 5, A7 (emergence) & ITHMERFLF OIS T, NEMMNBEFNEEND
W] EBEZOND, EREHIROAISIL, EWELORER TH D Merge DHBLIZ LD AF
7= Language of Thought & Z/ME(LDEEIZAE £ 415 Language of Communication & OFHIZ L 0 A
C7TRMRIEDN GSL B BN AT T CTh 5 LT 5, diGEIC T 2 87 /e pe e s &
DHBITE SIS LIAPEBSL L LTl T, ﬁi&iaﬁ@h EDEFETHY ., i
LA Z G DRI B b Y 2 G T D & EiR LTz,

5. AMELIC XL D2 EF/OSRE L Bb (BB 4 BR : RalFGAR)

ARFR I, FHEFEM O S 1 2 HaEM S I EEN ©. S0 SR IIEE 2 IME(L &
NEHBICEL S L w) I =<V X FDFEZ (Berwick and Chomsky (2011)) (HiE >,
Longobardi (2001) 7 & OEMFEZ X 5 iciEd ¢, MY ER O EHEAIC X - T, FBIEZ
ORI T B SR BRI ZL L 2w, 2w ) TRGIENEEEE ] (Strong Inertia
Theory) Z2EL 7=,

WECIE, A~ VIFIRMEICE 7 T v REBERTRA L. Ako 7 L~ vEEmREL (BE) |
UV/X%%@(%%)ﬁmbofﬁﬁk&otoL#Ll&ﬁﬁ@%%E@%UﬁL&&@
FERERIC X o> CTr v~ VEBRAIEMNE L 72, M ommEi, HEEE ki oRyI» KRB IC
Hot-H, PHREURIIADOREDOA L RoT-, TOEEMICE T ZMANEOELD, FE
NED AL KEFE R 2R Zie T Lz 2 WO IR E R L 72,

HYEE T IR OMEANRY & REICH 272720, BREBABHERICELND & WS HEE 5
ZNZN OV & VO OFENEE L THAFL T iz, HERGELIRE X, A) OSSR KEDO R L 2 D |
VO FEEMEZRIC 72 o 72,

RllEAE & BhEE o T, B IEIEE X D b EFEICE NS, HEEE TS0 v~ VI
Y X LATHE > CHEIGE — B O REIEA /L & L7z 23, i cimon~ v AN Y X LIE S E)
] — HIF DFEINEMESA & e o 72, 152 5 137 v~ viEmB ofElEIc X v, BlFE —BEFEo
FEINEZS N L 72 (KEIRE (2022)),

JEMFRIR T, JBIRICTREAD S 2720, 59980 Y X L DOHFFEEET of BN CTES L o
7225, WIHLERIEEED S 5mE5 ) X L 08MEHEL T s B D GBI L 72,

HE R T REE» O BNIR D 7223, —EDHIGIC7R 2 D IIYIHLERIGEL L TH 5,
I, T~ vEEEBAMENE L. MEB R R OB L IR I 5 A& Y 1 D 0 SR % T
TEL L hollzbeELLND,

KEEEHERS T, BB v~ v A Y XL b7~ VIR ) X LB L7z 2 & TiE
fTLCwozdEZLNS,

TDEZICHDTIE, A DHENRANT A =2 TIRbONLTELHREZ, & (FRo) F
BOEMRFFEIC X 2MELDE VS LTt — L CitHT 2 2 & B TE 3 e 2im L7z,

BE R
Berwick, Robert C. and Noam Chomsky (2011) “The Biolinguistic Program: The Current State of its
Development,” The Biolinguistic Enterprise, New Perspectives on the Evolution and Nature of the
Human Language Faculty, ed. by Anna Maria di Sciullo and Cedric Boeckx, 19—41, Oxford

172



University Press, Oxford.

Cable, Seth (2010) The Grammar of Q: Q-Particles, Wh-Movement, and Pied-Piping, Oxford
University Press, New York.

Cheng, Lisa (1991) On the Typology of WH-Questions, Doctoral dissertation, MIT.

Chomsky, Noam (2008) “On Phases,” Foundational Issues in Linguistic Theory: Essays in Honor of
Jean-Roger Vergnaud, ed. by Robert Freidin, Carlos P. Otero and Maria Luisa Zubizarreta, 133—
166, MIT Press, Cambridge, MA.

Collins, Chris, and Richard S. Kayne (2023) “Towards a Theory of Morphology,” Studies in Chinese
Linguistics 44(1), 1-32.

Gelderen, Elly van (2022) Third Factors in Language Variation and Change, Cambridge University
Press, Cambridge.

Hagstrom, Paul Alan (1998) Decomposing Questions, Doctoral dissertation, MIT.

Ikawa, Hajime (1998) “On Kakarimusubi in Old Japanese: A Possibility under A Perspective of
Generative Grammar,” Journal of Japanese Linguistics 16, 1998.

Kayne, Richard S. (2000) Parameters and Universals, Oxford University Press, New York.

Lightfoot, David. W. (2017) “Discovering new variable properties without parameters,” Linguistic
Analysis 41(3-4), 409-444.

Lightfoot, David. W. (2020) Born to Parse, MIT Press, Cambridge, MA.

Longobardi, Giuseppe (2001) “Formal Syntax, Diachronic Minimalism, and Etymology: The History of
French, Chez.” Linguistic Inquiry 32, 275-302.

AT (2024) [FEOFIMEEOZL ) , MEH= - PIRZE - BPRz [ERSUE & SEA
1] ,39-145, Ba#ifh, AU

Rizzi, Luigi (1997) “The Fine Structure of the Left Periphery,” Elements of Grammar: Handbook of
Generative Syntax, ed. by Liliane Haegeman, 281-337, Kluwer, Dordrecht.

Roberts, Ian (2019) Parameter Hierarchies & Universal Grammar, Oxford University Press, Oxford.

Roberts, Ian (2021) Diachronic Syntax 2nd Edition, Oxford University Press, Oxford.

Roberts, Ian and Anna Roussou (2003) Syntactic Change, Cambridge University Press, Cambridge.

IR R (2022) T3EGRICISU D Bha & BIFIOFENRDOZAL] , /NI - LB ER), [=2—
INANBDND SRR - AR ESEEMR 3], 287-301. R, AR

Watanabe, Akira (2002) “Loss of Overt Wh-Movement in Old Japanese,” Syntactic Effects of
Morphological Change, ed. by David W. Lightfoot, 179-195, Oxford University Press, Oxford.

Yanagida, Yuko (2005) The Syntax of FOCUS and WH-Questions in Japanese: A Cross-Linguistic
Perspective, Hituzi yobo, Tokyo.

173



<Workshop Reports>

DD DEFBHE CHFFSNIRENEEZ ORI L ZOHBFE -
ERNTITo 72T v — F OB RN BB HIRE

1EIRF 40 (Miki Hanazaki) EBUK Y (Hosei University)
1EIRF— K (Kazuo Hanazaki) HH K (Toho University)
#)II/E (Atsushi Yoshikawa) BEHZ~FE K (Kanto Gakuin University)
% % R4, (Naohiro Tatara) #3EMK"¥ (J.F. Oberlin University)
J\RKGZZ 5 (Hirotoshi Yagihashi) #y#KK 5% (Kyorin University)
IR 52 (Takafumi Fujiwara) #AAK S (Matsumoto University)
G (Satoru Kikuchi) {1 K% (Shinshu University)

F—U— R RKFEHE. mHENEEH, T r—b

1. IIC®IZ

FRERREE T OMIEX, BAROHBERICBIT HMBEOMEDO—2>TH Y, mEFREEE
EEGH (OMNEREM) 12D 2014 FELURFHAA TN TV D, L LR, BUTOmBEGEDS
Bk, EEPLE LERBEAY - OEFNER SN, wmENEZ Do EE ERICEN
TV EEEVER, T2 TARY—7 v a v 7T, Bl A L AS—THERTNDIT->TND
EWNICEBT DR EE T & HE I OFBBRIC DWW T oM FE R 2, 2024 4 3 HIZEA (=
L—y7) TIToR@ERDOT A b OFERERE L, EERHH 208 L CaBtig BB 23+
DI 2T HRENDCONVTOREZIT o712,

RKU—7ay I3 EERTIT o7z, H1LEHTIE, ACANA=PERNATIToTELT
r— R ORHHFREREZRR L, BAROWEBHE B T S 2mEINEE HoMEIZIZ E
DED IR BUETHDNDORSE HAToTc, HB2ETIL, ZOMROEMAKFIE LT, A
PN=N ERE LT RPN OFGEFLEAT A &M H LR 2R Lz, HBI3ET
X, B 1IHORS., B2 ToOERNMKROHREZ 5 17T, BE LY - HE LY - 4G5
BOENO/NNRVT 4 AT v a 2T, @B EE N2 LT 2oIliZRIcE T 5 &
MIZOWNCiEim &2 1T > 72,

2. FEAE FFEHEHRENEEHOMEBMEICOWNTOT X FOBERESHT  (FIINE -1
3Lkt - TEIRF—K)

AARNIZE > TR D EFEIRR TH 2 WEZ 72 SEHIIT 2 & v 9 BERfi D b ARWFFE 1300 4
FELTWD, WFEZBILG L7 2012 4E K 0 S ULRNT, SEATAFIRIC BV T b AMNERE DO E S5
HEB N OFFEIZERDE & D & WO WFIENAFEEL TH Y  (e.g. Bley-Vroman 1989, Carlson and
Meltzoff 2008) . Z L% Z5|Z L7203 5 Facione X° Bloom DOHFFE DMk A% JEIZ, ARAFIE DR
PRAEE O A b, B, HERR. KBLOD 4 DITERE L2 (Facione 1990) (Bloom (ed)
1956), AL OWFFEIZIN T, JUEiNEE - B EEZS VN EREEHICEEL 52 D &
WO MR EH YU (e.g. Huang etal. 2023) ., £ D Z &5 & F A DNHEEE LT WFE DO FSH A3 24
ThbHEEZ D, WS DAL N—05F, 2012 05 IFETHZEZMAD, J5E ) L inBn g
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JOFEREAMZR D HREZED L S 2L O0E, FEHBEEESCLTHENS oL, #E
LT&7, £72. FRICHESWTT 2 MHEAER L. *ﬂxﬁﬂ‘./ﬁ)\ﬁﬁ_&cfﬁmfﬁ i
AT &3z, 2013 EEN L REOH « @A, ERER - SCRORPAEE XS, HEOFEE
RSGENZWET DHRFENT A N & mﬁ%%%ﬁvxh%ﬁw\%mgwﬁ%%\iﬁm
HET DL L b, BEEZEN» EMICHAEL, T—X{bLT&, £OH T, Bloom’s
Taxonomy THEME SN 2mBAV BB REE D A THE (OHT « 3l - e - KB 055, o7 -
FEAR ) - FRELST, RRICEHE S - B EFFEDORICHBIERSH D Z LN otz, 2. [F
LT A RE, 2024 -3 HIZw L— T TITV, AARGERRGEL REE & LW O 5e5E 5
FIZBWTYH, R ELOIT, Bl - KRB IGE) EHBEAMEZ T Z 2B LT, £0
FERING | B ) & RH) 2 ML 5 Argument ORI ZH 2 D L5 RISGERE N, JEGET) &
BRI EB N ZRRFICMIXTHE & LUIAD TRV E WS a2 RmTIcE o7,

3. B2E WEORBAEZE LB LEET 2HEFELEOME  English Template Writing D
EEH  (ZxBREL - \AKBEE)
ARIEF T, ﬂ%m%ﬁ®TH4EB®9E,%Eﬁ&mwﬁ%# Wb b [RB17)
WZHEREZY T, WEEIA T 4V THEOBLEND THARENE T TRA D FSLNH WD
ﬂ?é#oj%‘bt —HRENIZ, BT ALY TSR R R LA ES N TE D HE
FEREETHoT L LThH, FEESTHEBOELEIERTIHERD L, FEED LENEL
LIRWLEIZR D Z ENDH D, ZhuE, SiBICio TR EHAEINDLO MFEN D
ﬁ%%Jk&U@FS&éhé EVHREEND S SNRVER] ~OBRA RT3 TH D
—WARHDEEZOLND, D, 2024 41 AIZ ERELTZHRET A 7 1 v 7 FH#HF
%&E@K%@%ﬁ?~&%@ﬁ’\E%@ﬁ%%ﬁm_iﬁﬁéF%V7V~FJ(nm%
LOLDAF— B 2015) ZHAWEEEEZE L T, ERRO@F bbb HEE TR D 4F
FNDMEER AT = ~OBREKDLT 7 —FRNENTHDH 2 HE L,

4. B3P WEEBIBVWTHEHEZNDBEDEDIZENSLTELZNNLDHEEF
% (HNE - 5 - EREA - BRIRMES)
YEERE) LB EE IS IEOFEAMERH D LW ) T L EFH 1 EF 2 TR R TE 7,
DT EIF, FEENTEDL ALY /ﬁ/b@%ﬁtt% MRS I RENE NS b
Hffrons, bLEITHDLRDIE, —EIIZIGERI D E W ICROFEAED T RELR D
?Ei@%%ﬁ%%%ﬁﬁ%mkwﬁ:&ﬁ%ﬁéhé@\H$®k%$%ﬁ%;%méﬂ
TR B DI T A TIE, SCREBRTORCER LT — 403G oh T\, X
X, A DOEPED DEMEREHREEZT D AND Z L7l RDRNEOEHED )72 B%
KBTI D, T2, FLMO 2] LRI ONNBRIGRE, FHNA U HHIHA
WCHIR DN B A7 Tl 2R K9 LT 2RV BV RN, b2, BERT
N Ei% HEEIC D72 BAESCHRESC, o EE FE LT, MEEERmrbEE, 20
FEERIC Do TEWTINL %%waéﬁ%-k%h%%éo_@;9&%%%%ﬁr
%\ﬁaﬂﬁ_tILTT EANRDRDFELEZEZOND, ZOLIRIEEHRD L,
Argument DM Z %2 5 Z L 25, mEIAIEE IORBIZ OB N> TWH I EE2WHRT D EF
ZX9,
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FRERAEE S LIXED L I RRESI T, ENEMITTTEDOOHMITED L Db DN S5k
BRI 58, Z ORI L Q3 AR50 (e.g. Langacker 1988,2000) % i
RELTEXDIENHRTHHAS D, EHEEETLVTIL, VR MEAL—LOESEK] &L
TE AR S 4L, MERBEE - EEEDNEVERNLRRIUT, Zhoz—KIL THDL
NBAF—~LLblicky NU—2 &AL, BEOSHEAMEMBET 51 GE 2013:55) & &
NTWDEN, ZOEZFEZmRBENEENH L CERT2ZENAHTHD, 2F0, SiE
ke LOEREE®ROXE (VAR ZHoTNHIEEZDY A MO (b—)b) %
HoTNDZENMEIZRDDIT THDLA, mEEB L TH, MEAEEZED N F —
Y (UAR) ZHoTWHZ L EZDNNE = Difim~DETIETDT Ob—) ZH-> TV
LHIENMEERDEFR D, SHIT, Sl EMBEBNEZSNICEOHERN S LV 2
ik, HAEBET ARSI L ZADI A NENL—VOEAEKREBEST LN, Thbb,
T AV —LRENIBEWVFEFITE, SEEEN EMBINEBRENN E bICE R EEXD
NHZ L d, LEDBRIZLY | FEHBICBW Ty L— |k (Bl 2% —=) #£<
TR T 520, FEHECLDMBOEZDO AR — U O AT 2 L2272 035 AlREMED
bHEZZDHI LITRD,

B IR
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Cambridge U.P., Cambridge.
Bloom, Benjamin. S. (ed) (1956) Taxonomy of Educational Objectives, Longman, London.
Carlson, Stephanie, M. and Andrew N. Meltzoft (2008) “Bilingual Experience and Executive Function
in Young Children,” Developmental Science 11(2), 282-298.
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Langacker, Ronald (1988) “A Usage-Based Model, ““ Topics in Cognitive Linguistics. ed. by B. Rudzka-

Ostyn, 127-161, John Benjamins, Amsterdam.

Langacker, Ronald (2000) “A Dynamic Usage-Based Model,” Usage Based Models of Language, eds.
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B3 (2015) TAFRZ LiZEEH575n] <A LBHIR, #nt

=R () (2013) [ SRS REF — U — MR OF7ErtHAR, SO
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.
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Notes on Adjectival Predicate Ellipsis and Its Theoretical Implication for

Argument Ellipsis

Gen Kasai

Osaka University

Keywords: ellipsis, LF copy, PF deletion, (adjectival) predicate ellipsis, argument ellipsis, movement

1. Introduction
A variety of ellipsis phenomena have been reported in many languages, as shown in (1) and (2). (1)
shows that a vP undergoes deletion (vP ellipsis). (2) demonstrates that a TP is phonologically deleted

after Wh movement (sluicing).

(1) John will [ visit Sally], and Fred will [vp A].
(Baltin 2012, p. 386)

(2) He is writing something, but you can’t imagine [cp what [c [tp A]]].
(Ross 1969)

In addition to VP ellipsis and sluicing, English permits APs in a complement position of a copula
verb, ‘be’, to be elided, as in (3) (adjectival predicate ellipsis, APE, Baltin (1995), McCawley
(1998), a.0.). It is illustrated in (3) that the APs in (3a) and (3b) (‘friendly’ and ‘kind’ respectively)

can undergo ellipsis under the identity with the APs in the following sentences.

(3) a. Mary should [prea p be [ap1 friendly]], and John should [prea p be [ap2 A]], too.
b. Mary is [ap1 kind], but John is not [ap2 A].

There are two issues about APE: how to derive and what licenses APE? Mainly two ways have been
proposed to derive ellipsis. One of them is PF deletion (Sag 1976, Merchant 2001, a.o.). The other is
LF copy (Williams 1977, Sakamoto 2017, a.o.). PF deletion phonologically elides syntactic objects
in PF. On the other hand, LF copy creates a phonological gap by copying an antecedent onto the
ellipsis site in LF. Moreover, ellipsis owns its licensor head (Merchant 2001, Aelbrecht 2010, a.o0.).
For example, vP ellipsis is licensed by a T head (see Aelbrecht 2010). This paper aims to provide an
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answer to the two questions and shows that APE is licensed by a finite T head and is derived by LF
copy.

This paper is organized as follows. Section 2 shows that APE is available as long as T is finite and
extraction from APE does not occur. Section 3 deals with the unavailability of extraction from APE by
proposing LF copy approach to APE. Section 4 claims that extraction facts of APE should not be coped
with by PF deletion approach represented by derivational ellipsis approach (Aelbrecht 2010). Section 5
extends the LF copy approach to APE to Japanese ‘soo’ predicate anaphora (SPA). Section 6 insists that
LF copy approach to APE support a generalization of ellipsis that <e,t> type elements undergo only LF
copy (Boskovi¢ 2018) and promotion analysis for relative clauses without overt relative operators (Aoun
and Li 2003).

2. Observations
It is shown that APE is allowed only with finite T and APE prohibits extraction from itself in

this section.

2.1. Licensing Condition for APE

Subsection 2.1 demonstrates that APE only occurs with a finite T head. As seen in (3), a finite T
head licenses APE. However, non-finite T heads in control and raising sentences hinders APE, as (4)
shows. (4a) is a control sentence. (4b) is a raising sentence. These sentences involve ellipsis of APs.

The unacceptability of (4) indicates that only a finite T head can license APE.

(4) a. *John wants to be more intelligent, but Mary doesn’t want to be [ap A].

b. *John seems to be very smart, but Mary doesn’t seem to be [ap A].

This hypothesis predicts that small clauses and verbal noun constructions without a T head do not
license APE. This is borne out, as shown in (5). (5) illustrates that APE cannot occur in the small
clause (SC) in (5a) and in the verbal noun in (5b). These data confirm the view that APE is licensed

by a finite T head.

(5) a. *John considers Mary smart, and Bill considers [sc Mary [ap A]], too.
b. *John being healthy and Mary not being [ap A], according to the result of medical checkup,

was surprising to everyone.

2.2 Extraction from APE

This subsection presents data on unavailability of extraction from APE, which is provided with an
explanation by LF copy approach to APE. Logically speaking, Ellipsis can permit extraction from
itself. Ellipsis has its internal syntactic structure, from which something can be extracted. vP ellipsis,

for instance, allows extraction from the ellipsis site, as in (6) (extracted elements are colored orange,
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henceforth). The NP, ‘which book’, is moved out of the elided vP in (6).

(6) I know which book; Mary read t;, and which book Bill didn’t [\» A].
(Fiengo and May 1994)

However, APE does not make it possible that something can be extracted from an APE site, as
demonstrated in (7), (8), and (9). (7), (8), and (9) disallow extraction of ‘who’ and ‘whom’ from the
APE sites. These data concerning on extraction possibilities of APE need explanations, considering

that ellipsis including vP ellipsis allows extraction from ellipsis sites.

(7) * I know who John should be more friendly with, but I don’t know who Mary should be [ap A].

(8) *John is not friendly to the person who(m) he should be [ap A].

(9) *I knew who Mary was kind to but I didn’t know who John was [ap A].

3. A Proposal: LF Copy Approach to APE
Having observed the unavailability of extraction from APE sites, this section proposes LF copy

approach to APE to explain why APE bans extraction from itself.

3.1. Two Potential Derivations for Ellipsis: PF Deletion and LF Copy

Before turning to my proposal, this subsection lays down some theoretical foundations of how to
derive ellipsis. There are two ways to derive ellipsis: PF Deletion and LF Copy. PF Deletion deletes
phonological exponents in PF under identity with the preceding elements. On the other hand, LF
Copy is generally considered to take advantage of elements in the preceding sentences to recover
meanings of phonologically null elements. Let me demonstrate how the two operations work. (10a)
is an example where vP undergoes ellipsis. If (10a) is derived by PF deletion, then vP has syntactic
structure in narrow syntax (NS, henceforth) and is phonologically deleted in PF as shown in (10b).
(10c) illustrates how LF copy generates (10a). In (10c), the phonologically null vP is literally null in

narrow syntax. The preceding vP, ‘like a dog’, in this case is copied onto the null element in LF.

(10) a. John likes a dog, but Hanako doesn’t [v» A].

b. PF Deletion c. LF Copy
NS: [ve like a dog] NS: [w» A]
PF: [ likea-dog] LF:[wp like a dog] PF:[w» A] LF: [y like a dog]
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The two approaches have a different prediction about whether extraction is available for certain ellipsis
phenomena or not. The prediction is that elements with phonological exponents cannot be extracted
from ellipsis sites on the ground that ellipsis is derived by LF copy. This is because no elements exist in
narrow syntax in LF copy approach. By contrast, PF deletion does not have such a restriction about

extraction possibilities.

3.2. LF Copy Approach to APE

Having introduced theoretical basics, let us move on to a proposal. The proposal is (11).

(11) AP occupying complement of a copula is LF Copied.

(11) explains why APE does not permit extraction out of itself. A concise illustration for (11) is given in
(12). There are no elements in NS, so no elements cannot be extracted from the APE site in (12) before
LF copy. This explains the data above, (7), (8), and (9).

(12) a. * I know who John should be more friendly with t, but I don’t know who Mary should be [ap A].
b. NS: [ar A]
PF: [ar A] LF :[ap more friendly with t]

However, is this only approach to APE? To put differently, are there any approaches to be compatible
with the data (7), (8), and (9) by adopting PF Deletion, not LF Copy.

4. Some Counterargument Against PF Deletion Approach (Aelbrecht 2010)

This section focuses on a potential counterargument against LF copy approach to APE: derivational
ellipsis approach (Aelbrecht 2010). Aelbrecht (2010) argues extraction possibilities are predicted by her
derivational ellipsis approach based on PF Deletion rather than LF Copy. Aelbrecht’s assumption is as
follows: when licensing head for ellipsis (T for VP ellipsis, etc) merges, extraction from a deletion site
becomes unavailable (frozen). In (13a), ‘which book’ is moved from the vPE site. The NP, ‘which book’,
is moved to Spec Voice P whose head constitutes a phase following Aelbrecht (2010) before licensing
head T merges. T merges Voice P and then vP becomes unavailable for further computation. Nevertheless,

the object, ‘which’, has already been extracted. This is why (13) is acceptable.

(13) a. I know which book; Mary read t;, and which book- Bill didn’t [yp A].
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Voice P

T
@ Merge of T /\Vmce P
Wthh book, /\

Voice’ Ellipsis

* A .
Bill
Voice vP
(@Frozen A
read t»
(DMovement prior to being frozen

(cf. Aelbrecht 2010: 176)

Some may wonder whether her mechanism can be applied to APE. This is unavailable, considering Fin
T licenses APE according to (4) and (5). Consider the derivation in (14). Since finite T is a licensing
head for APE, it is possible to extract ‘who’ to Spec Voice P before merge of T, which suggests that
Aelbrecht’s derivations ellipsis approach makes a wrong prediction about extraction possibilities of APE.

This is why LF copy approach to APE is superior to PF deletion approach.

(14) a. * I know who John should be more friendly with t, but I don’t know who, Mary should be [ap A].

b.
/\ .
@ Merge of T Cop P
WhOl A
Cop’ Ellipsis
a
A -
Mary
AP
@Frozen A
be friendly with t;
(DMovement prior to being frozen
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5. Extension of the Proposal to ‘Soo’ Predicate Anaphora in Japanese
Having confirmed LF copy approach to APE, this section attempts to extend (11) to ‘soo’ predicate
anaphora in Japanese. In Japanese, ‘soo’ is used as a predicate combined with copula (‘soo’ predicate

anaphora, SPA), as shown in (15).

(15) a. Taro-wa [ap1 kodomo-ni sinsetsu]-da. b. Hanako-mo soo da.
Taro-TOP child-DAT kind-COP Hanako-also so COP
‘Taro is kind to children.’ ‘Hanako is so (=kind to children), too.’

It is important to pursue a question: is ‘soo’ pro-form? My answer is yes. ‘Soo’ predicate anaphora
should be considered to have syntactic structure replaced by 'soo' in a later stage at least in some cases.
The evidence is availability of null operator movement from ‘soo’ in Japanese cleft. Japanese cleft is
said to involve null operator movement according to Hoji (1990). In the following sentence of (16), the

null operator, ‘OP2’ is extracted from ‘soo’. This shows that ‘soo’ has its internal syntax.

(16) [cp Opi Taro-ga [ap ti hizyouni amak]-atta no]-wa  [hakusikatei-no insei];-
Taro-NOM  very lenient-PST NML-TOP doctor course-GEN graduate student
ni da ga, [cp Op, Hanako-ga soo da-tta nol-wa gakubusei,-ni da.
DAT COP but Hanako-NOM so COP-PST NML-TOP undergraduate-DAT  COP

‘It was to doctor course graduate students that Taro was very lenient but it was to
undergraduates that Hanako was so.’

However, SPA doesn't allow overt clause internal and external scrambling from itself as demonstrated
in (17) and (18). The NP, ‘gakusei-ni (student)’, is extracted from the APE site clause internally in (17b)
and across a clause boundary in (18b).! These two sentences are unacceptable, which shows extraction

of phonologically overt elements from SPA is impossible.

(17) a. Gakusei;-ni Taro-wa  [ap t; sinsetsu]-da. b.*Gakusei-ni ~ Hanako-mo soo da.
student-DAT Taro-TOP kind-COP student-DAT Hanako-also so COP

‘To John, Taroo is kind.’ ‘To [John],, Hanako is so, too.’

(18) a. Gakusei;-ni  Taro-wa John-ga [apt; sinsetsu]-da to itta.
student-DAT Taro-TOP John-NOM  kind-COP C said

‘To [students];, Taro said John was kind t;’
b. *Gakusei-ni  Hanako-wa Mike-mo sooda to itta.

student-DAT Hanako-TOP Mike-also so COP C said

‘To [students]», Hanako said Mike was so, too’

183



Here is a question to answer: why does SPA disallow overt extraction? LF Copy Approach to AP in
complement of copula (11) solves this problem, as illustrated in (19). Only ‘soo’ exists in narrow syntax
in LF copy approach (19¢). In LF, the preceding AP is copied onto ‘soo’. Then, extraction of ‘gakusei-

ni (student)’ from SPA is unavailable because ‘soo’ is the only element to move in narrow syntax.

(19) (=(17)) a. gakusei;-ni Taroo-wa  [ap t; sinsetsu]-da.
b.* gakusei-ni  Hanako-mo [soo] da.

c. LF Copy replaces ‘soo’ in LF d. PF Deletion of AP+ “soo’ insertion

NS: [s00] NS: [ar gakuseini; sinsetsu]

PF: [so0] LF: [ap t; sinsetsu] PF: [s00] LF: [ap gakuseini; sinsetsu]

If PF deletion of AP is available (with ‘soo’ inserted in PF somehow), then the derivation (19d) permits
overt extraction of ‘gakusei-ni (student)’ from the APE site. This supports LF Copy approach to
APE/SPA. In addition, null operators can move in LF, following Sakamoto (2017) and others. This
assumption allows (16) involving null operator movement from SPA to be acceptable. This is why (11)

correctly predicts that LF Copy approach is applicable to SPA as well as APE in English.

6.Consequences
This section turns to consequences of the current analysis. LF copy approach to APE supports a
generalization that <e,t> type elements undergo LF copy rather than PF deletion. Furthermore, that-

relatives are formed by relative head movement instead of null operator movement.

6.1. An Implication for Argument Ellipsis (BoSkovi¢ 2018)

This subsection points out that LF-Copy approach to APE/SPA supports the assumption of
Boskovic (2018). It is available to make use of Boskovi¢ (2018) to provide some reasons why
Argument Ellipsis (see (20)) is LF Copied (Oku 1998, Saito 2007, Sakamoto 2017 and a.0).? (20)
shows Japanese has argument ellipsis. The object ‘zibun no kuruma (self’s car)’ is elided in the

following sentence.
(20) Hanako-wa zibun-no kuruma-wo aratta ga, Ziro-wa [pp A ] arawa-nak-atta.

Hanako-TOP self-GEN car-ACC washed but, Ziro-TOP wash-NEG-PST

‘Hanako washed her car, but Ziro didn’t wash [pp AT’
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Boskovic (2018) assumes the followings. First, NPs are type <e, t> in syntax (i). Second, Elements
of type <e, t> are copied in LF (ii). However, it is unclear whether (ii) actually holds. LF Copy
approach to APE/SPA leads support to the assumption (ii) since AP is type <e, t>. This might
contribute to further understanding the nature of argument ellipsis: why LF copy derives argument

ellipsis.

6.2. Relative Clause Formation
LF copy approach to APE upholds the idea that that-relatives are formed by relative head movement.
There are two potential derivations for relative clauses. Consider (21). (21a) moves the relative operator,

‘OPy’, to Spec CP while the relative head, ‘man’, is directly moved in (21b).

(21) a. The man OP; (that) Hanako loves t;. (WH movement: Chomsky (1977), a.0.)
b. The man; (that) Hanako loves t;. (promotion analysis: Schachter (1973), a.0.)

APE can be used to test which moves in that-relatives, a null operator or a relative head with the
assumption that null operators can move in LF as in Section 5. Take a look at (22), which is a that-
relative clause involving APE. The unacceptability of (22) shows that the relative head, ‘person’, is

extracted from the APE site rather than a null operator.

(22) *John is not friendly to [pp the [cp person (that) he should be [ap1 A]]].

This supports promotion analysis for relative clauses without overt relative operators (Aoun and Li
2003).

7. Conclusion and Future Research Perspectives

It is proposed that APE/SPA is derived by LF Copy instead of PF Deletion and some consequences
are explored after identifying a licensing head of APE, that is, finite T. APE and SPA disallow overt
extraction from the ellipsis sites and SPA permits null operator movement from itself. LF copy approach
to APE/SPA successfully explains it. It is also illustrated that LF copy approach to APE supports the
view that syntactic objects typed <e,t> undergo LF copy rather than PF deletion and a relative head is
promoted to derive that-relatives.

There are some future issues of this study. One of them is why APE takes place via LF Copy. One
direction is that complement of a copula is LF Copied. (23) demonstrates that NP and PP positioned in

complement of a copula can be deleted.

(23) a. John should [pred p be [np1 friends with Mary]], and Bill should [preq p be [np2 A]], too.
b. John should [pred p be [pp1 in Room A]], and Mary should [prea p be [pp2 A]], too.
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These two predicate ellipsis phenomena prohibit extraction from their ellipsis sites, as illustrated in

(24). The NPs, ‘which person’ and ‘which room’, cannot be extracted from the ellipsis sites in (24).

(24) a.*I know which person John should be [np friends with t for the future], but I don’t
know which person Bill should be [np A].
b. *I know which room John should be [pp in t], but I don’t know which room Bill should be [pp
Al.

(24) might suggest that deletion of sister of a copula is derived by LF Copy.

NOTES

1. There may be some cases where overt extraction from SPA is possible (Hironobu Kasai, Kenta

Mizutani, and Masashi Yamaguchi independently point out to me, p.c.). (17b) and (18b) become

acceptable if ‘gakusei-ni (student)’ is replaced with ‘kyouin-ni (teacher)’, for example. This might

suggest the unacceptability of (17b) and (18b) is ascribed to some kind of ‘anti-similar’ effects of

extracted objects in antecedent and ellipsis sentences. I leave this issue for future research.

2. His main theme is different from this point. He tries to explain why only D-less languages (Japanese,

Serbo-Croatian, etc.) have Argument Ellipsis and languages with D (English, Bulgarian, etc) doesn’t.

This is irrelevant to today’s talk, so I would like to refrain from going into details regarding this point.

Interested readers should refer to Boskovi¢ (2018).
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1. Introduction

When we investigate phenomena observed in want-infinitives with overt subjects, we find subject-
object asymmetry. As shown in (1) and (2), in nonfinite clauses, an embedded subject anaphor in (1) can
take an antecedent from the upper clause, while an embedded object anaphor in (2) cannot. However, as
shown in (3), the asymmetry of this kind does not occur in finite clauses. Regardless of whether the

embedded anaphor is a subject or object, it cannot be coreferential with the matrix element.

(1) a. They; want very much for each other; to succeed. (Saito (2017: 64, fn. 3))
b. John and Mary; want each other; to win. (Kallmeyer and Romero (2007: 9))
(2) a. *They; want very much for John to nominate each other;. (Saito (2017: 64, fn. 3))
b. *John and Mary; want Bill to visit each other;. (Lasnik (2017: 4))
(3) a. *Mary; insisted that herself; saw it. (Saito (2017: 61))
b. *John; thinks that Mary recommended himself;. (Saito (2017: 62))

Similar subject-object asymmetry is observed with Quantifier Raising (QR), in which a structurally
lower quantifier covertly moves over another quantifier, resulting in an inverse scope construal. While
embedded subject quantifiers in (4) can undergo QR, embedded object quantifiers in (5) cannot. Again,
finite clauses do not show this kind of contrast, as illustrated in (6). Neither embedded subjects nor

objects can undergo QR.

(4) a. Some juror wants for every defendant to be acquitted. (3>V, V>3)
b. Some juror wants every defendant to be acquitted. (A>v, v>3)
(adapted from den Dikken (2015: 91))
(5) a. Someone wanted for you to meet every woman.  (3>V, ¥*v>3) (Cecchetto (2004: 370))
b. Someone wants John to visit everyone. 3>V, *v>3) (Thoms (2016: 297))
(6) a. #Someone said that every man is married to Sue.  (#3>V, *v>3)
. #Someone said that Sue is married to every man.  (#3>V, *v>3) (Fox (2000: 62))

c
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An account of these facts must accommodate the contrast between finite and nonfinite clauses as
well as the subject-object asymmetry in nonfinite clauses. It has been argued that finite complements
constitute syntactic phases, which render the elements embedded in them inaccessible for further
operations. It may be possible that nonfinite C is not a phase head, but this does not seem to resolve the
issue, as shown in (2) and (5), where embedded objects must be inaccessible. Therefore, we need an
account that allows only embedded subjects, but not objects, to undergo binding or movement in
nonfinite clauses.

This paper addresses the subject-object asymmetry observed in nonfinite clauses. Section 2 presents
the theoretical background. I introduce the phase theory and the labeling theory, after which I lay out
previous approaches to anaphor binding and QR. Section 3 outlines the proposed account. I suggest that
nonfinite CP constitutes a phase, whose head is a prepositional complementizer. Section 4 presents an
analysis of anaphor binding and QR. Section 5 extends the analysis to the Subject Condition insensitivity

in nonfinite clauses. Section 6 concludes the discussion.

2. Theoretical Background
2.1. p*P Phase
Chomsky (2000) argues that CP and v*P constitute computational units called phases and that
syntactic computation proceeds phase by phase. Once a phase is completed and the complement of the
phase head is transferred to SM (sensorimotor) and CI (Conceptual-Intentional) interfaces, no further
syntactic operations can apply to the transferred structures by Phase Impenetrability Condition (PIC).
In this paper, I follow Matsubara (2000), who argues that a prepositional phrase PP constitutes a
phase as well. Matsubara points out the parallelism between DP and PP, both of which can satisfy EPP.
Matsubara proposes that, as shown in (7), PP comprises a functional head p* and its complement PP
headed by a substantive P. He further argues that P affixes onto p* in a similar way to the derivation of

v¥P, in which a lexical V affixes onto v*.

(7 [p*p p* [pp P DP]]

2.2. The Labeling Theory

When two syntactic objects are merged to create a set, a label is assigned to it. Pointing out that
Merge is a symmetric operation and labels should be provided systematically, Chomsky (2013, 2015)
proposes the Labeling Algorithm (LA) shown in (8).

®) Labeling Algorithm
(i) Ifaset {H, XP} is formed, H is the label.
(i) Ifaset {XP, YP} is formed, the LA cannot determine a label unless
a. either XP or YP undergoes movement, or

b. they share a prominent feature.
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Chomsky (2015) holds that T in languages such as English and R(oot) are too weak to serve as labels
by themselves. It is then necessary to strengthen them with a <¢, ¢> label, achieved through agreement
between T or R and an element merged in its specifier position. Under Chomsky’s proposed system, the
derivation of the v¥*P phase proceeds as follows. As illustrated in (9a, b), unvalued features are inherited
by R. Agreement takes place between R and Internal Argument (IA) merged in Spec-R. This enables R
to function as a label and the labels for o and P are determined as R and <@, ¢>, respectively. As shown

in (9c), once R attaches to v*, the phasehood is activated on R, and the complement of R is transferred.

9 a {GEA{ vue {p [Ag {a RIA}} ]}
b, {s EA {y v* {p [Afg] {a Rugi #A}}}} (a=R, B=<¢, 9>)
c.  {s EA{y <Rpyg, v*> {p [A[g) {a REA}}}}

As with the CP phase, as shown in (10a, b), C passes unvalued features to T, which in turn enters an
agreement relation with the External Argument (EA) merged in its specifier position. T is strengthened
by this agreement and labels for y and 6 are determined as T and <@, >, respectively. In (10c), the

complement of the phase head C is transferred.

(10)  a.  {cCug {s EAg) {y T {p BA {a <R, v*>...}}}}}
b, {eC {6 EAjg) {y Trugr 1 BA {a <R, v*>...}}}}} (0=B=R-v*, y=T, 6=<0, ¢>, £=C)
c.  {eC {s EAfgr {y Ty {p BA {a <R, v*>...}}}}}

2.3. Anaphor Binding
One of the phase-based approaches of anaphor binding is explored in Charnavel and Sportiche
(2016). Charnavel and Sportiche propose that (plain) anaphors' must be in the same Spell-Out (or

Transfer) domain as their antecedents, as illustrated in (11).

(11) Condition A
A plain anaphor must be bound within the Spell-Out domain containing it.
(Charnavel and Sportiche (2016: 71))

To see how Charnavel and Sportiche’s proposal works under Chomsky’s (2013, 2015) framework,
let us first consider the example shown in (12a). As in (12b, c), the anaphor himself is transferred along

with the subject John at the CP phase level. This accounts for the possibility of binding himself to John.

(12) a. John; loves himselfi.

b. {5 John {, <R, v*> {g himself {, R himself}}}}
c. {4 C{cJohn {; T {sFehn {, <R, v*> {p himself {, R himsel}}}}}}}

As shown in (3a) and (3b), duplicated here as (13a) and (14a), anaphor binding cannot apply across
finite clauses. Under Charnavel and Sportiche’s approach, the embedded subject anaphor Aerselfin (13a)
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cannot receive an interpretation because, as shown in (13b), at the embedded CP phase stage, the
complement of C is transferred. As illustrated in (13c), the anaphor cannot fall in the same Transfer
domain as the matrix subject Mary. Similarly, in (14a), the inability of himself to bind to the matrix

subject John is due to the inaccessibility of himself after the introduction of John, as shown in (14c).

(13)  a. *Maryi insisted that herself; saw it. (=(3a))
b. {pC {aherself...}}
c. {:C{sMary {,T...{3C {qherself...}}

(14)  a. *John; thinks that Mary recommended himself;. (=(3b))
b. {5 Mary {, <R, v¥*> {g himself {, R himself}}}}
c. {oJohn...{;,C {{Mary {; T {s Mary {, <R, v*> {p himself {, R himsel}}}}}}}}

2.4. Quantifier Raising

As shown in the introductory section, QR is an instance of covert movement, and it exhibits clause-
boundedness. Otsuka (2023) deduces covert movement from internal pair-Merge, arguing that it is the
property of pair-Merge that gives rise to the clause-boundedness of QR. Otsuka proposes that in English,
when an item undergoes internal pair-Merge, the lower copy is phonetically realized, and the effect of
QR arises when the higher copy is interpreted. He further suggests that internal pair-Merge must occur
within a single Transfer domain. According to Chomsky (2004), pair-Merged elements are merged in a
separate plane and return to the primary plane at the time of Transfer, through an operation called
SIMPL (ification). Otsuka argues that if the copies are transferred separately, SIMPL cannot apply
properly.

Let us consider two scenarios. In a schematized structure shown in (15), the object QP undergoes
pair-Merge to . Note that in this case, the lower copy QP and the higher copy QP- fall within the same
Transfer domain, since the complement of the phase head C is to be transferred. SIMPL successfully

applies, allowing for a proper interpretation.

(15) (sC<sQPy {,EA {3 T ... {u<R,v*>QP; ...}}}>

0

Meanwhile, in (16), QP undergoes pair-Merge to & and only the lower copy QP; falls in the Transfer
domain of C. In this case, when the higher copy QP: is transferred at the next phase level, QP; has
already been transferred. SIMPL thus fails to apply properly.

(16) < QP {sC EA{T... {u<R,v*>QP; ...}}}}>

It is impossible for an item to be set-Merged to the phase edge before undergoing pair-Merge at the
matrix phase level. Assuming that labeling is applied before SIMPL, the operation occurring at the time
of Transfer, Otsuka (2023) argues that this would lead to a labeling failure. As illustrated in (17), even
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after the application of pair-Merge, the middle copy XP» remains visible when labeling is applied.
Therefore, the XP-YP problem for ¢ is inevitable.

(17) < XP3ooo {e= XP2 5 C {EA{pT ... {a <R, v*>XPi1}}}}}>

0 o

Let us now consider how QR is derived under Otsuka’s (2023) proposal. As illustrated in (18), in
the case of clause-internal QR, the object quantifier everyone undergoes pair-Merge to the position
higher than the subject quantifier someone. Since the Transfer domain is the complement of C, SIMPL

applies successfully, resulting in the inverse scope interpretation.

(18) a. Someone loves everyone. (I>V, V>3)

b. {; C <ceveryone {; someone {; T {, semeone {p <R, v*> {, everyone ...}}}}}>}

0 |

QR cannot apply across finite clauses. As illustrated in (19), when the matrix subject someone is
introduced, the embedded object every man has already been transferred, making it impossible for it to

move to the matrix domain.

(19)  a. #Someone said that Sue is married to every man. (#3>V,*Vv>3) (=(6b))

b. <gevery man {; someone ... {C {ySue {3 T {4 <R, v*>... every man}}}}}>

0 |

3. Proposal

Based on the assumptions laid out in the previous section, I propose that nonfinite CP phase consists
of the phase head c¢* and its complement CP. I argue that nonfinite C, as a phase head, is minimally
different from finite C in that the former, externalized as for, is a “prepositional” complementizer. Note
that I assume with Matsubara (2000) that PP functions as a phase, with the structure parallel to v*P. It
should thus be possible that the derivation of the p*P phase is as illustrated in (20).

(20) {y <Ppgi, p*> {3 DPpgj {« PBP}}}

After P affixes onto p*, rendering the latter invisible, phasehood is activated on the lower copy of P. The
Transfer domain thus shifts to its complement.

Suppose here that nonfinite CP, whose head is a prepositional complementizer, has a parallel
structure as p*P and v*P. As shown in (21a), the EA is merged at Spec-C, not at Spec-T, and the phase
head c¢* is introduced. In (21b), C inherits unvalued features from c*. I assume that the EA is assigned
oblique case as a reflex of @-agreement. As illustrated in (21¢), C undergoes pair-Merge to ¢*, and the

Transfer domain shifts to the complement of the lower copy of C.
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2D a {cc®ue :EA 6 C 4 T {p BA {a <R, v¥> .31}
b {cc® {e EA {5 Crugl {4 T {p BA {o <R, v*> ...} }} 1} (6=C, &=<0, 9>)
¢ {¢<Cpep, *> {: EAp) {6 € iy T {p BA {a <R, Vv*™> .. 333} )

The crucial difference between the derivation of nonfinite complements proposed here and that of
finite ones as shown in (11) is whether the Transfer domain includes the subject. In the nonfinite ¢*P
phase in (21), the subject survives Transfer, meaning that it is expected to remain accessible at the next
phase level. Contrastively, the embedded subject in the finite CP phase in (11) is rendered inaccessible
for further syntactic operations.

Note that in the proposed account, subjects in nonfinite clauses are merged at Spec-C, while those
in finite clauses are merged at Spec-T. Following Epstein, Kitahara and Seely (2014) and Mizuguchi

(2017), I assume that, unlike finite T, nonfinite T is strong enough to serve as a label by itself.

4. Analysis
4.1. Anaphor Binding

Let us see how the proposed approach can account for subject-object asymmetry in nonfinite clauses.
As shown in (1) and (2), repeated here as (22) and (23), when the embedded nonfinite clause has an
overt subject, a subject anaphor can take an element in the matrix clause as its antecedent, while an

object anaphor cannot.

(22) a. They; want very much for each other; to succeed.

b. John and Mary; want each other; to win. (=(1))
(23) a. *They; want very much for John to nominate each other;.

b. *John and Mary; want Bill to visit each other;. (=(2))

As illustrated in (24), the subject anaphor is merged at Spec-C and the Transfer domain is the
complement of the copy of C, which undergoes pair-Merge to the phase head c*. This makes it possible
for each other to take an element in the upper clause as its antecedent. The grammaticality of the

examples in (22) is successfully accounted for.

(24) a. They; want very much for each other; to succeed. (=(22a))
b. {¢<C, c*> {; each other {s € {; T {p eachother { <R, v¥>...}}}}}}
c. {ythey...{¢<C, c*> {;each other {s € {; T {p eachother {, <R, v*> ...}}}}}}}

In the case of (23), as illustrated in (25), the object anaphor each other is transferred at the embedded

c*P phase level. It thus cannot be bound to the matrix element.
(25) a. *They; want very much for John to nominate each other;. (=(23a))

b. {(<C,c*>{{EA{{€ {: T {EBA { <R, v*> {,eachother ...} }}}}}}
c. {othey...{y<C,c*> {{EA{: € {s T {y BA {§ <R, v*> {,each other ...}}}}}}}}
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Regarding finite clauses in (3), repeated here as (26), whether the anaphor is a subject or an object, it

cannot take a referent from the matrix clause.

(26)  a. *Maryi insisted that herself; saw it.
b. * John; thinks that Mary recommended himself;. =)

The anaphors cannot be bound because, in the finite structure shown in (27), the complement of C,
including the subject or object anaphor, is necessarily transferred, preventing them from receiving an

interpretation.

(27) a. {Mary...{: C {5 herself {; T {pherself {. <R, v*>...}}}}}}
b. {yJohn...{; C {: Mary {5 T {, Mary {p <R, v*> {c himself ...} }}}}}}

4.2. Quantifier Raising
As shown in (4) and (5), duplicated here as (28) and (29), a subject quantifier can undergo QR across

clause boundaries, while it is difficult for an object quantifier to do so in when the clause has a lexical

subject.
(28) a.  Some juror wants for every defendant to be acquitted. (F>v, v>3)

b. Some juror wants every defendant to be acquitted. @A>v,v>3) (=(4))
(29) a. Someone wanted for you to meet every woman. (A>V, *v>3)

b. Someone wants John to visit everyone. (A>v, *v>3) (=(5))

I assume, following Otsuka (2023), that what makes inverse scope interpretation possible is the pair-
Merge of a quantifier to the structure higher than another quantifier. As shown in (30), the availability
of inverse scope in (28) is attributable to the movement of the universal quantifier from the embedded
subject position to the position higher than the matrix subject. Object quantifiers embedded in nonfinite
clauses cannot undergo movement across clauses, since as shown in (31), they undergo Transfer at the

embedded c*P phase level.

(30) a. Some juror wants for every defendant to be acquitted. (I>V, V>3) (=(28a))
{c <C, c*> {5 every defendant {, € {g T {. <R, v*> every defendant }}}}}
c. <, every defendant {; some juror ...{; <C, c¢*> {; every defendant {; € {g T
{« <R, v*> every defendant}}}}}}>
(31) a. Someone wanted for you to meet every woman. (I>V, *v>3) (=(29a))

{1 <C, *> {cyou {: € {5 T {; you {5 <R, v*> {, every woman ...}}}}}}}

c. < every woman {g someone ...{; <C, ¢*> {;you {: € {5 T {; yeu {p <R, v*>

f
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{eevery woman ...}}}}}} 11>

QR across finite clauses as shown in (6), repeated here as (32), is always impossible. As illustrated
in (33), both embedded subjects and objects are transferred at the embedded CP level, which leads to
the impossibility for the quantifiers to undergo pair-Merge to the higher structure.

(32) a. #Someone said that every man is married to Sue. (#3>V, *v>3)
b. #Someone said that Sue is married to every man. (#3>V, *v>3) (=(6))
(33) a. <, every man {; someone ...{; C {5 every man {, T {g <R, v¥*> {, every—man

T332
b. <gevery man {; someone ...{5 C {; Sue {3 T {« <R, v*> ...every man}}}}}>

A |

5. Extension
Under the current proposal, the Subject Condition insensitivity in nonfinite clauses can be accounted

for. As shown in (34), extraction from subject DP merged at Spec-T is prohibited.

(34) a. *Of which car; did [the driver #] cause a scandal? (Chomsky (2008: 147))
b.  [rp [pp the driver of which car]; T [+ # v* [vp cause a scandal]]]

c. [cp of which car; C [1p [pp the driver #]; T [+p £ v* [ve cause a scandal]]]]

Significantly, as shown in (35), in nonfinite clauses, extraction from subject DP is possible.

(35) a. Ofwhich car; would you have liked (for) [the driver #] (not) to cause a scandal?
(Matsubara (2008: 469))
b.  [tp [pp the driver of which car]; T [+ £ v* [vp cause a scandal]]]

c. [cp of which car; C ...[cp C [1p [pp the driver £]; T [+p ¢ v* [ve cause a scandal]]]]]

This contrast can be captured by adopting the approach proposed in this paper and following the
insightful theory of Merge put forward by Goto and Ishii (2024).

Chomsky (2021) argues that Merge obeys Resource Restriction, which limits the items accessible to
computational operations to the minimum. Departing from Chomsky’s original claim that internal Merge

obeys Minimal Search, Goto and Ishii (2024) propose the following hypothesis:
(36) Minimal Search-free Merge Hypothesis

Search X to determine the input of Merge only obeys Binarity and the Phase Impenetrability

Condition but not Minimal Search.
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Goto and Ishii argue that the hypothesis in (36) can account for the Subject Condition. Let us consider
how the example in (34a) is ruled out. When the CP phase is completed, the structure in (37b) is derived.
The subject moves from Spec-v* to Spec-T, from which the wh further moves to Spec-C. Note that, in
order to move the wh to Spec-C from within the subject DP merged at Spec-T, there are two accessible
copies of wh in Spec-T and Spec-v*. Goto and Ishii claim that this violates Binarity, and thus the Subject

Condition is derived from the Minimal Search-free Merge Hypothesis.

(37) a. *Of which car; did [the driver #] cause a scandal? (=(34a))
b. {z; whs {:C {5 {pp... why} {y T {p {op... whi} {a <R, v¥*>...}}}}}}

f

In nonfinite clauses, the problem of Binarity can be circumvented. Under the present proposal, the
c*P phase structure makes the embedded subject accessible in the next phase level. As shown in (38b),
the subject merged at Spec-C is not transferred at the embedded c*P level, where the phase head c* is
rendered invisible by pair-Merge and the Transfer domain shifts to the complement of C. As in (38c),
the wh can move to its landing site from the embedded Spec-C after the copy of the subject, left in Spec-
v*, is transferred. Note that Goto and Ishii (2024) argue that Merge obeys the PIC as well as Binarity.
Since the lowest wh; is transferred at the embedded ¢*P phase level, there is no way for two copies of

wh to remain accessible, and thus no violation of Binarity occurs.

(38) a. Of which car; would you have liked (for) [the driver #] (not) to cause a scandal? (=(35a))
b. {¢<C,c*> {; {or... wha} € {4 T {p {pp... Wwhi} {a <R, v¥*>...}}}}}}
c. fowhs {4 C..{(<C,c*>{c{pp... Wwha} GE {4 T {p {or... Whi} {a <R, v*> ... }}}}}}}}
0 |

6. Concluding Remarks

This paper has addressed the issue of the subject-object asymmetry observed with anaphor binding
and QR in nonfinite clauses. | have proposed that nonfinite CP has a structure parallel to the p*P phase
and the phase head c* has CP as its complement. | have also argued that the present analysis successfully

accounts for the Subject Condition insensitivity in nonfinite clauses.

* ] am indebted to Nobuaki Nishioka for fruitful suggestions and comments. I am also thankful to
Masako Maeda for invaluable comments. My thanks also go to Carrie Ankerstein for comments and
stylistic suggestions. All remaining errors are, of course, my own.

NOTES
! Charnavel and Sportiche (2016) distinguish “plain anaphors” from “exempt anaphors,” which do not

require locally c-commanding antecedents.
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Nominalising Suffixed Adjectives via Lexicalisation and Clipping’
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1. Introduction: No Morphological Restriction for Adjective-to-Noun Conversion?

It is widely recognised that lexical items derived through suffixation systematically resist further
verb-forming conversions regardless of their base category. For example, the derived noun curiousness
cannot serve as the input for noun-to-verb conversion in this sentence: *Jane curiousnesses every day

(Plag (2018: 114)). Similar examples are presented in (1) and (2).

(1) a. * We happinessed all night. (2) a. * We hopelessed all night.
b. * They happinessed Fenster. b. * They hopelessed Fenster.
(Lieber (1992: 164), italics added)

Since its initial documentation by Marchand (1969), this observation has been validated by numerous
scholars such as Bauer (1983), Farrell (2001), Nagano (2008), and Plag (2018). Although various
theoretical frameworks have been proposed to explain this constraint on conversion, the relisting
approach captures conversion well, as defined by Lieber (1992: 159) (cf. Nagano (2008: 85)) in (3).

(3)  Relisting approach to conversion
a. The lexicon allows for the addition of new entries.
b. Conversion occurs when an item already listed in the lexicon is re-entered as an item
of a different category.

We use the relisting approach as our theoretical foundation based on the tenet in (4).

(4) Words derived by using productive suffixes are not listed in the lexicon unless they are

lexicalised; thus, they cannot be targets for relisting.

However, apparent counterexamples to this generalisation are frequently observed. For example,

suffixed adjectives appear to undergo conversion into nouns, as shown in (5).
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5) a The dailies were delivered to the door.
b. This sweet digestive sat on her plate.
c. A famous intellectual of international standing addressed the meeting.
(Bauer (2021: 176), italics added)

The adjective daily in (5a) becomes dailies, denoting ‘daily newspaper’. Similarly, digestive in (5b)
functions as a noun, meaning ‘a digestive biscuit’ and infellectual in (5¢) is presented as a noun,
expressing ‘an intellectual person’. These cases appear to contradict the assumption stated in (4) that
suffixed words cannot undergo further derivation. This raises the question: What are the morphological
processes that change suffixed adjectives into nouns? In attempting to answer this question, this paper
argues that the relevant nouns originate from prenominal modifications (i.e., Suffixed Adjective + Noun
expressions) through two morphological successive processes: lexicalisation of the entire expression,
followed by clipping of the head noun. This analysis allows us to reconcile the examples in (5) with the
generalisation in (4) rather than treating them as counterexamples.

The remainder of this paper is structured as follows. Section 2 provides a brief review of the existing
literature. Section 3 presents an in-depth analysis of the relevant expressions supported by empirical
data. Section 4 conducts a comparative examination of suffixed adjectives and their simple counterparts.

Finally, Section 5 presents the conclusions of this study.

2. True-Adjective Type vs. True-Noun Type

In examining the nominal use of adjectives, one typically assumes a structure consisting of a
determiner followed by an adjective such as the rich or the poor, which invariably denotes human
referents. However, this assumption does not apply to the relevant suffixed adjectives.

Let us first review a structure involving simplex adjectives, termed the HUMAN construction by
Kester (1996) (cf. Yamamura (2010)), whose typical examples are the rich ‘those who are rich’ and the
very poor ‘those who are very poor’ (Bauer and Huddleston (2002: 417)). The examples denote ‘those
who have the characteristic expressed by the adjective’. Notably, this construction can also be used with
derived adjectives such as assembled, as shown in the assembled ‘those who are assembled’ (Quirk et
al. (1984: 423)).

Regarding the construction’s syntactic analysis, Borer and Roy (2010) argue that it should be treated
as an elliptical phenomenon in which the head noun is syntactically elided, as illustrated in (6). They

further contend that the determiner phrase (DP) fundamentally refers to a generic human noun.!

(6) the Adj [~ pro] (Borer and Roy (2010: 90); cf. Marchand (1969))

However, the examples we are focussing on, in fact, denote not only human referents but also objects
or abstract notions (cf. Cetnarowska (2010)). Furthermore, considering the differences in grammatical
behaviour, the examples should be divided into two types. The adjective analysed in (6) retains its true
adjectival properties, whereas the examples we examine are considered true nouns because they show

typical nominal characteristics. Therefore, we name the former the True-Adj(ective) type, in which the
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adjective can be pre-modified by determiners or adverbs and still exhibit adjectival inflectional endings.
In contrast, the latter is called the True-N(oun) type, where the apparent adjective can be pre-modified
by additional adjectives or numerals other than determiners and can take plural markings.

Regarding the True-Adj type, as in (7), for instance, the adjective poor is pre-modified by a

determiner while showing superlative inflection in (7a), and is modified by the adverb very in (7b).

(7)) a The poorest were the most honest.
b. The very poor need more help than charity alone.
(Cetnarowska (2010: 120))

As evidenced by the ungrammaticality in (8), such adjectives never exhibit nominal properties.

8) a. * Imetarich.
b. * I mettwo riches.

(Kester (1996: 60))

As for the True-N type, for instance, factive in (9a) is pre-modified by a determiner and denotes not
a human referent but a ‘factive verb (or predicate)’ in the context. In (9b), hopeful is modified by another
adjective and shows plural inflection. Finally, in (9¢), daily is modified by a numeral, and agrees with it

by taking a plural ending. This grammatical behaviour can be attributed to true nominal elements.

9 a So why, when a speaker uses a factive evidentially, does she take on a commitment to
the truth of the complement? This must be a consequence of the lexical meaning of
the verbs. (Simons (2007: 1047), italics added)

b. Some of the young hopefuls make their parents pay pretty smartly for their love.?
C. [...], two dailies based in the prefectural capital Naha, [...] (The Mainichi 2013%)

These seemingly adjectival elements arguably possess true nominal properties, as illustrated in (10).

(10) a. Kim and Pat are intellectuals.
b. Kim is a {*remarkably / remarkable} intellectual.
(Bauer and Huddleston (2002: 418))

As summarised in Table 1 (cf. Borer and Roy (2010: 90)), only the True-N type exhibits nominal
properties, unlike the True-Adj type. While Borer and Roy (2010) accurately account for the latter, the
former remains a puzzle. Although Borer and Roy (2010) do touch on what we call the True-N type, they
classify it as a ‘restricted class’ of nouns that happen to be homophonous with adjectives (e.g., an American,
two Russians, the Barbarians, a communist, three pragmatists, a Greek, the Arabs). However, we argue
that our examples do not fall under this class, because Borer and Roy’s (2010) examples are restricted only

to ‘ethnic’ and ‘human’ referents, whereas we have found a large number of relevant expressions denoting
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objects or abstract notions. The True-N type should be analysed differently from the True-Adj type.

Table 1: True-Adj Type vs. True-N Type

True-Adj type True-N type
Definite plural the poor(*s), the sick(*s) the factive, the intellectuals
Indefinite plural *three sads two dailies, some adjectivals
Indefinite article *a pretty, *a rich a friendly, an attributive
Demonstrative *these wise(es), *those lucky these nominals, those predicatives

3. Process Behind Grammatical Category Change

The True-N type presents a complex puzzle requiring in-depth investigation into the mechanisms
driving its transformation from an adjectival to a nominal element. As a related case, let us first examine
Nishiyama and Nagano’s (2020) account of the nominal use of phrasal verbs.

Nishiyama and Nagano (2020: Ch.2, §6.4) note that some phrasal verbs have formally identical
nominal counterparts denoting agents. Such nominals pose a challenge to their analysis of deverbal
nominalisation in English. Specifically, they argue that subject-referencing nominalisation with the
suffix -er takes priority over other nominalisation processes, including conversion. If these nominal
counterparts were formed through conversion, it would mean that conversion is exceptionally applied
to the relevant verbs to form agent nominals. Nishiyama and Nagano address this issue by arguing that
the apparent converted nominal forms in question originate from prenominal modifications. For instance,
a pay-offin (11a) means an agent, likely originating from a pay-off man in (11b). Other examples include
a pick-up in (12) and sit-down in (13).

(11) a. a pay-off ‘a person responsible for sharing out the proceeds of a fraud, robbery, or
other criminal operation’
b. a pay-off man
(12) a. a pick-up ‘a small van or truck with low sides’
b. We'd ride old dirt roads in a pick-up truck.
(13) a. sit-down, 1836, Sketches by Boz, 1st Ser. 1. 264,
b. Jemima thought we’d better have a regular sit-down supper, in the front parlour.
(Nishiyama and Nagano (2020: 96, 97))

Nishiyama and Nagano’s (2020) prenominal modification analysis can be extended to different
categories and units. Although they do not detail the elliptical process, we assume that the clipping of a
word is involved, a phenomenon we examine next.

Following Bauer (1983: 233), the morphological process of clipping can be defined as follows:
“Clipping refers to the process whereby a lexeme (simplex or complex) is shortened, while still
remaining the same meaning and still being a member of the same form class”. Typical examples are
provided in (14).

201



(14) a. ad (< advertisement), deli (< delicatessen), lab (< laboratory)
b.  jumbo (<jumbo jet), piano (< pianoforte)
((a): Bauer and Huddleston (2002: 1634—1635); (b): Mattiello (2013: 76))

Waldron’s (1967: 121) remarks on this phenomenon, cited in (15), seem to support our analysis, although

he calls it ‘ellipsis’.

(15) “It [= ellipsis] often happens that what was once a phrase unit with a certain idiomatic
character becomes reduced to a single word without loss of meaning. In these cases the
‘missing’ part is no longer ‘understood’ as a separate element of speech but constitutes a rule
of meaning for the word which remains; often there is a change of grammatical function as

well: adjectives assume the role of nouns which have been suppressed, [...]”

Waldron’s account can be understood as having two key aspects. First, he considers the phenomenon to
involve an ellipsis process. Note that the term “ellipsis’ here simply means the omission of a constituent
or constituents, and Waldron does not seem to provide a detailed account of the morphological derivation
process. Second, and more importantly, he emphasises that this phenomenon is often accompanied by a
change of grammatical function, where adjectives assume the role of nouns that have been suppressed.
Evidence of this process can be found in the examples of clipped words in (16), where even some simple

adjectives undergo the same derivation process.

(16) a. commony (< COMMONagj SeNse)
b. hardx (< hardag labour)
mobilen (< mobileag; (tele)phone)
d. naturaln (< naturalag life)

(Mattiello (2013: 76), with stylistic modifications)

For example, common in (16) has been lexicalised from the original prenominal expression, common
sense, after which the head noun sense is clipped, allowing common to be used as a noun.
Accordingly, the study on prenominal modification by Nishiyama and Nagano (2020) and Waldron’s

(1967) study on ellipsis, which we regard as clipping, advance our original proposal for the True-N type.

4. Analysis: Lexicalisation and Clipping
We propose that the True-N type derives from Suffixed Adjective + Noun expressions that undergo
lexicalisation and subsequent clipping of the head noun (cf. Waldron (1967), Maeda (2016, 2018)).*

This derivation process can be diagrammed in (17).

(17) [[daily]a newspaper]xe > [daily newspapersxne > [daily|n

lexicalisation clipping
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For example, daily first appears as an adjective in a prenominal modification such as daily newspaper,
and once this Adj + N expression is lexicalised as a unit, the head noun newspaper is clipped, leaving
the remnant daily to function as a noun. Let us examine the reasons for assuming this process.

If the prenominal modification is the original form and suffixed adjectives are clipped from it, then
their attested usages in the history of English should be prenominal expressions, with the True-N-type
forms emerging later. To investigate this prediction, a diachronic study of the Oxford English Dictionary
Online (OED) is conducted. The examples given in the Introduction section follow our prediction
according to the OED entries, as shown through (18) to (21).

(18) daily ‘A daily newspaper or periodical.’
A Daily paper ... (1711) — ... to read the daily, ... (1754)

(19) digestive ‘spec. Designating a type of wholemeal biscuit. Also elliptical.’
Digestive Biscuits (1876) — ... Digestives were what she fancied. (1935)

(20) intellectual * An intellectual being; a person of superior or supposedly superior intellect; spec.
(a) a highly intelligent person who pursues academic interests; (b) a person who cultivates
the mind or mental powers and pursues learning and cultural interests.’

As the intellectuall Angels could haue done. (1599) — First Race of Intellectuals.(1652)

(21)  hopeful ‘As n. (collogquial). A ‘hopeful’ boy or girl: often ironical.’

..., Shee's the hopefull Lady ... (1599) — Else young Hopeful might have ... (1720)

For example, in (18), daily is attested in 1711 as part of a daily paper meaning ‘a daily newspaper or
periodical’, while its nominal use the daily appears afterwards in 1754. Similarly, digestive in (19)
surfaces in digestive biscuits in 1876, specifically meaning ‘a type of wholemeal biscuit’, with the
nominal form following around 60 years later in 1935. In (20), intellectual was initially attested in the
intellectuall Angels, though angel does not refer to a genuine person. The nominal usage then appears
later in 1652. Finally, hopeful in (21), defined as a male or female person, appears in the hopefull Lady
in 1599, with the nominal form following in 1720. Thus far, regardless of whether the nominal use of
the suffixed adjectives denotes a human referent or not, their attested forms in the OED were consistently
prenominal modifications. When we further focus on the status of prenominal modifiers, English has
many adjectives that are used solely in attributive positions, such as relational adjectives.

An alternative analysis can be to regard the suffixes used in (5), such as -ly of daily, -ive of digestive,
or -al of intellectual, as nominalisers. However, our analysis can be directly applied to a subclass of
denominal adjectives. In English, there exists a special class of relational adjectives, often called
collateral adjectives (Koshiishi (2002, 2011)), which are suppletive adjectival forms corresponding to
nouns. Although the term ‘suppletion’ is normally used in inflectional morphology, such as the
comparative or superlative forms of good, that is, better and best, this phenomenon can also be observed

in derivational morphology, as exemplified in (22).

(22) a. canine (< dog) ‘canine teeth’

b. cardiac (< heart) ‘cardiac disease, heart stopping/attack’
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c. pluvial (< rain) ‘pluvial periods/seasons’

For example, in (22a), the English noun dog has several adjectival forms such as doggy, doggish, or
dogly, but it also has the suppletive form, canine, borrowed from Latin and denoting ‘relating to dogs’.
What is interesting here is that canine can also be used as a noun, specifically meaning a type of tooth,
namely ‘a canine tooth’ or ‘canine teeth’. Similarly, in (22b), cardiac is a suppletive adjectival form
corresponding to the noun keart, and in (22c¢), pluvial is that of the noun rain. Since these suppletive
adjectives are genuinely borrowed from Latin, which means that they were not created in English, they
are “hard to reduce to any transparent morphological processes synchronically” (Koshiishi (2002: 51)).

According to the OED, such suppletive adjectives show the same result as the suffixed ones.

(23) canine

... their canine teeth, ... (1607) — ..., termed incisors, canines, and molars. (1835)

... all the canine race. (1810) — As though ‘Hullah’had tutored each canine to sing. (1863)
cf. ‘A dog (sometimes jocular).’
(24) cardiac
..., sudden cardiac arrest always occurs. (1873) — ... and die of a cardiac when ... (1972)
(25) pluvial
They indicate a Pluvial period, ... (1868) — ... the deposits of the various Pluvials. (1929)

For example, canine in (23) was attested in a prenominal form in 1607, and its noun usage appeared
almost 200 years later in 1835. Regarding cardiac in (24), it appeared in a prenominal form in 1873, and
its nominal use emerged later in 1972. Finally, pluvial in (25) also emerged as the prenominal
modification a pluvial period in 1868, and its nominal usage appeared in 1929.

On the other hand, our analysis predicts that predicative-only adjectives, such as those prefixed by
a- (hereafter a-adjectives) like aloud, afire, afloat, alive, and asleep cannot undergo the derivation

process of lexicalisation and clipping. This prediction is evidenced by the ungrammaticality in (26).

(26) a. * Inthis zoo, you can always see at least two asleeps.

b. * Those afloats worsen the environment of the beach.

The intended reading of (26a) is ‘you can always see at least two animals sleeping’ and that of (26b) is
‘those cans and bottles floating worsen the beach’s environment’. As expected, our informants judge
such nominal uses of a-adjectives in (26) to be completely ungrammatical.’

Therefore, including suppletive adjectives, our analysis reasonably predicts that suffixed adjectives,
excluding genuine predicative adjectives like a-adjectives, can nominalise through the morphological

processes of lexicalisation and clipping.

5. Concluding Remarks

In this paper, we have analysed the case of suffixed adjectives. However, it is pertinent to consider
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the case of simplex adjectives. Simplex adjectives exist in the lexicon, and they can be converted into
nouns by themselves such as emptyn, heavyn, humanx, privatex, shortn, sweety (Bauer and Huddleston
(2002: 1642)). As shown in (27), some of these denote not only human referents but also objects or
abstract notions, raising the possibility of even simplex adjectives undergoing the proposed

morphological processes of lexicalisation and clipping.

(27) a. slown ‘a slow train; a slow-paced horse; a slow-going person; a slow tune’

b. wetn ‘moisture; liquid or moist substance’

(cf. Cetnarowska (2010: 120))

Our analysis is summarised in Table 2. While simplex adjectives can be converted into nouns in two
ways, suffixed adjectives acquire nominal function only through lexicalisation and clipping. In passing,
both simplex and complex adjectives can be inputs for HUMAN constructions such as the rich or the poor,

because they are syntactically formed with pro.

Table 2: Comparison of Simplex and Suffixed Adjectives in Three Grammatical Processes

) o Lexicalisation of Adj+N .
Conversion of Adj itself o HUMAN construction
& Clipping
Simplex Adj v v v
Suffixed Adj — v v
True-N Type True-Adj Type

Thus, our analysis does not defy the generalisation for conversion of derived words and extends the
applicability of the relisting approach. Again, it involves lexicalisation of the whole suffixed adjective
+ noun phrase, allowing it to be relisted in the lexicon as a single derived noun, followed by clipping,
where the lexicalised words are shortened.

Finally, when the relevant examples in English are contrasted with Japanese, they should be realised
with appropriate classifiers such as -gata or -rui (cf. Nagano (2016), Shimada and Nagano (2018)), as
shown in (28).

(28) a. (the) factive(s): Jojitsu-gata (FFEHY)
b.  (the) nominal(s): meishi-rui (4 F%H)
(the) intellectual(s):  chishiki-jin/-kaikyu (FIF% N/ F078 )
d.  (the) canine(s): ken-shu (KFE) / inu-ka (A4 XF}) (cf. kenshi Kif)
e. (the) pluvial(s): u-ki (FRZ=//NHH)

For instance, in (28a), the factive or factives should appear with the classifier -gata, thus jojitsu-gata,
because the simple word jojitsu cannot refer to the kind or class of factive predicates. Additionally, in
(28b), the nominal or nominals can be translated as meishi-rui, particularly as a term of linguistics.

Therefore, the Japanese counterparts appear with nominal classifiers meaning ‘a kind or class’ such as
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-gata or -rui (cf. Ishida and Naya (2022a, b)). The examination of such a contrastive English-Japanese

realisation process will be the focus of our next study.

* We would like to acknowledge Akiko Nagano, who gave us insightful comments, and thank the
audience at the ELSJ 17th International Spring Forum at Kyoto University. This study was financially
supported by the JSPS KAKENHI Grant Numbers JP19K 13218, JP23K 12202, and JP24K16091.
NOTES
' See Bauer and Huddleston (2002: 419fY) for a different approach.
The data and the definitions are cited from the Oxford English Dictionary Online unless otherwise
specified (accessed on 8 May 2024).
3 https://mainichi.jp/english/articles/20181001/p2a/00m/0na/012000¢ (accessed on 8 May 2024)
Maeda (2016, 2018) offers a comparable analysis within the framework of Construction Grammar.
Incidentally, although Kanazawa (2023) also applies ellipsis analysis for noun phrases, our analysis
essentially differs from his, as we contend that the relevant examples constitute ‘words’ and not
‘phrases’ (see Waldron’s (1967) statement in (15)).
Nagano (2015) demonstrates that a-adjectives are inherently stage-level predicates (see Nagano’s
(2015) analysis for the prefix a-). As this property appears to clash with the nature of lexicalisation,
which involves transforming elements into individual-level predicates, such stage-level adjectives
cannot directly become individual-level nominal elements. According to the OED (s.v. awake),
however, when another adjective wide is added to awake, it turns to have a nominal use and refers to
a specific kind of bird, wide-awake (wideawake tern ‘the sooty tern’) (e.g., Sea-gulls and wide-

awakes hovered in hundreds over the water). Further research is required to explore this expression.
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The Reciprocal Uses of Relational Nouns in Japanese and English:

Conceptual Symmetry and its Linguistic Manifestations’

Keigo Ujiie

National Institute for Japanese Language and Linguistics

Keywords : relational noun, reciprocal use, symmetry, cognitive linguistics

1. Introduction
While reciprocity is mainly discussed in relation to verb semantics or grammatical voice, it also
plays an important role in the nominal realm. The relational noun sister in its plural form can refer to a

group of individuals each member of which bears a “sister-of” relation to the others, as illustrated in (1).

(1)  The sisters entered the room. (Eschenbach 1993: 4)

Cases like this, often called “reciprocal plurals,” have been discussed in the formal semantics literature
(Eschenbach 1993, Barker 1999, Hackl 2002, Staroverov 2007). Similar phenomena can also be
observed in Japanese, as shown in (2), where the noun itoko ‘cousin(s)’ can receive reciprocal

interpretation, but with some notable differences.

(2) Taro to Yoko wa itoko  da.
Taro and Yoko TOP cousin COP

‘Taro and Yoko are cousins.’

The present paper examines the reciprocal uses of relational nouns in English and Japanese. Its aim is
twofold: (i) to elucidate the lexical and grammatical constraints on this interpretation of nouns in
Japanese, and (ii) to investigate the nature of reciprocity in nouns, with a focus on symmetry at the

conceptual level.

2. Reciprocal Plurals in English

Since nouns like birthday, pet and daughter, often called “relational nouns” (RNs), describe a
referent as being in a particular relation with another individual, they require a point of reference. For
example, birthday requires specification of whose birthday it is, like ‘the birthday of Peter’ (Barker

2011). Thus, the subject noun phrase in (3a) requires contextual specification of the person to whom its
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referents stand in the “daughter-of” relation. In contrast, the subject noun phrase in (3b) allows for a
reciprocal reading where all the referents are the others’ sisters, as well as a unilateral reading, where

the referents are the sisters of a particular person.

(3) a. The daughters entered the room.
b. The sisters entered the room. (Eschenbach 1993: 4)

Eschenbach (1993) argues that the plural forms of a specific subclass of RNs in English can have
special semantic values, and offers an analysis in terms of a semantic operator called ‘rec,” associated
with the plural form. This operator transforms a binary relation (e.g. sister-of (x, y)) into a unary
predicate, which applies to a set of entities such that, for every ordered pair (x, y) within that set, x bears
that relation to y. While refinements of the method of derivation have been proposed by Hackl (2002)
and Staroverov (2007), it is taken for granted that nouns like sister inherently denote a unilateral relation,
from which the reciprocal meaning is derived. This assumption will be critically examined in Section 4.

As for constraints on the meanings of nouns, Eschenbach (1993) proposes that RNs denoting “not
anti-symmetric” relations can have reciprocal interpretations. A relation is “not anti-symmetric” if it
does not exclude situations where both R(x, y) and R(y, x) hold. For example, the “daughter-of” relation
is anti-symmetric because it is impossible for A to be B’s daughter and for B to be A’s daughter at the
same time, so daughters doesn’t have reciprocal reading.

According to Staroverov (2007), however, some nouns are not anti-symmetric yet resist reciprocal
interpretation. He imagines a scenario where A is B’s uncle and vice versa, and observes that even in
such cases uncles cannot be interpreted reciprocally. (Such situations are rare but possible, for instance,
John’s nephew marries John’s aunt.) This suggests that Eschenbach’s constraint is too weak. Staroverov
therefore proposes that for relational nouns to be used reciprocally, they must denote symmetric or
nearly symmetric relations, a stronger constraint than Eschenbach’s. (The reason why the phrase
“nearly symmetric” is used here is that the “sister-of” relation is not strictly symmetrical, because the
sentence “A is B’s sister” does not entail “B is A’s sister,” since B could be male. To accommodate such
cases, Staroverov tries to give a properly weakened definition of symmetry, using the notion of

presupposition. ')

3. Observations on the Reciprocal Uses of RNs in Japanese

Relational nouns can also be used reciprocally in Japanese. Although no systematic research has
been conducted on this topic, Sadanobu (2016: 299 n.16) mentions in passing the sentence in (4) and
describes it as expressing a “reciprocal and symmetric relation.” Similar examples are available with
other RNs as in (5).

(4) Ichiro to Jiro ga raibaru da.

Ichiro and Jiro NOM rival COP

‘Ichiro and Jiro are rivals.’

209



(5) Taro to Yoko wa  {itoko/tomodachi/kurasumeito} da.
Taro and Yoko TOP {cousin/ friend /classmate} COP

‘Taro and Yoko are {cousins / friends / classmates}.’

There are two notable differences when compared to English. Firstly, they are basically restricted to
the predicate position. As shown in (7), RNs are difficult to interpret reciprocally when functioning as

arguments.

(7) ??{Itoko / Raibaru / Tomodachi} ga heya ni hai-tta.
{cousin / rival / friend} NOM room to enter-PAST
[Reciprocal reading difficult or impossible]

(intended) ‘The {cousins / rivals / friends} entered the room.’
This observation is supported by the available corpus data. As shown in Table 1, reciprocal occurrences
of raibaru are found only in the predicate position in BCCWJ, a corpus of contemporary written

Japanese.

Table 1. Grammatical positions of raibaru and its reciprocity

Position Non-reciprocal Reciprocal
Subject (-ga) or Object (-0) 111 0
Predicate 100 15

Yet, reciprocal usage in argument positions is permitted in some contexts, as in generic statements like
(8), or when the relational component of the noun phrase is highlighted, for example, by a temporal

adverb as in (9).}

() Itoko wa  soshiki de au.
cousin TOP funeral at meet [Reciprocal reading possible]
‘Cousins meet at funerals.’
) Katsute no Raibaru ga ima wa  nakayoshi da.
once in rival NOM now TOP good.friends COP
[Reciprocal reading possible]

‘They used to be rivals, but they’re now good friends.’

Though the precise conditions remain to be explored, here is a tentative generalization: the reciprocal
uses of RN in Japanese do not primarily serve the function of referring, but that of describing. In other
words, they are adjectival in nature.

Secondly, there is a seemingly unpredictable lexical restriction in Japanese. For example, while

raibaru ‘rival’ can be used reciprocally, teki ‘enemy’ cannot.
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(10)?? Taro to  Yoko wa {teki / aite / konyakusya} da.
Taro and Yoko NOM {enemy /opponent/fiancé} COP
[Reciprocal reading difficult or impossible]

(intended) ‘Taro and Yoko are {enemies / opponents / fiancés}.’

This is puzzling given the fact that their English counterparts, such as John and Sue are {enemies /

opponents [ fiancés}, are quite natural in their reciprocal reading.

4. Reciprocity and the Base-Profile Structure

Where does the reciprocity of nouns come from? Previous studies have generally assumed that it is
derived from the basic unilateral relation denoted by the noun through a certain semantic operation.
However, a different view becomes possible when the conceptual structures of the nouns are taken into
account. In the framework of Cognitive Grammar, a linguistic expression is said to evoke an array of
conceptual content as its base and to designate (or profile) a specific part of it. Hypotenuse, for example,
refers to a line segment, but it does so only by evoking the concept of a right triangle as its base
(Langacker 1990: 6). For relational nouns, the base-profile structure is particularly important, as
illustrated by the case of aunt diagrammed below (Langacker 2008: 67). It essentially involves the
kinship relation between a female and a reference individual (labeled R) as its base, while profiling the

female within that relation.

Figure 1. Aunt (Langacker 2008: 67)

Then, rival can be seen as evoking a competitive relationship between two individuals as its base
and profiling one of them as in John s rival (Figure 2 (a)). In this analysis, the symmetric, mutual
relationship is already present in the base of the noun, even in its singular form or non-reciprocal plural
use. In the reciprocal plural use, it simply profiles both participants within that same base, as Figure 2

(b) shows. The difference between them is subtle and metonymic in nature.
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(a) rival (b) rivals

(Non-reciprocal) (Reciprocal plural)
O O
competition competition

Figure 2. Rival in non-reciprocal use and in reciprocal plural use

A single symmetrical relation serves as the background for both reciprocal and non-reciprocal uses.
This account obviates the need to derive the reciprocal relation from a basic unilateral one as was done
in the previous studies. My claim that nouns like rival, sister, or friend inherently evoke mutual relations
is supported by the observation that abstract nominals derived from them, such as rivalry, sisterhood, or
friendship, consistently imply reciprocal relations.” Furthermore, this explains Staroverov’s (2007)
observation that uncles cannot express reciprocal relations: there is no inherent reciprocity in the base
of the word uncle.

The reciprocal uses of RNs in Japanese are treated in a similar way, though with a slight difference.
For example, the base and profile of raibaru in its non-reciprocal usage are presumably the same as
those of English rival in Figure 2(a). But the reciprocal usage is basically restricted in the predicate
position of a sentence, which suggests its adjectival nature. In Cognitive Grammar terms, the profile
shifts from a thing to a relation. Once again, this involves a metonymic process, where the base remains
the same, and the profile changes.

From a broader perspective, reciprocity can be divided into two types: (i) simple reciprocity,
inherent in the meaning of a lexical item, as in John and Sue kissed, and (ii) complex reciprocity,
derived from a basic relation, as in John and Sue criticized each other. The former involves a single
symmetric event, while the latter involves two separate events (Ikawa 2012). Dimitriadis (2008)
observes that in many languages, reciprocal constructions where the two participants are split across the
subject and a comitative argument (e.g., John met with Mary) can express only simple reciprocity. In
this respect, the reciprocal uses of RNs in English and Japanese belong to the former category, as they

are based on a single symmetric relation.

5. Conceptual Symmetry

As we saw in Section 3, some Japanese relational nouns with seemingly symmetrical meanings resist
reciprocal interpretation. Notably, while raibaru (‘rival’) allows for the reciprocal usage, teki (‘enemy”)
does not, unless it is combined with -dooshi (as in teki-dooshi). | propose that this difference arises from
the distinct meanings of these words. The base or background frame of raibaru is inherently symmetrical
in the way in which teki is not. But what exactly is symmetry? The notion of symmetry is often defined
in truth-conditional terms, invoking entailment (as we saw in Section 2). But Sadanobu (1990)

formulates it in terms of construal. As he says, “symmetry is the extent to which a sentence (or part of
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it) construes two elements of a situation as equal entities occupying comparable positions within the
situation” (Sadanobu 1990: 7, translation mine).

Let’s return to raibaru and teki. The former fundamentally involves the idea of competition, a
relationship where the participants have equal status, making it highly symmetrical in Sadanobu’s sense.
On the other hand, the latter does not necessarily involve participants of equal status. Consider the

statement in (11). It does not imply that Yoko herself feels the same way.

(11) Yoko wa watashi no  teki da.
Yoko TOP I GEN enemy COP

“Yoko is my enemy.’

Thus, a sentence like Shihon-shugi wa watashitachi no teki da. (‘Capitalism is our enemy.’) is quite
natural. These facts suggest that zeki is not associated with symmetrical construal. It is noteworthy that
shukuteki (‘long-standing enemy’), which implies competition, is much more felicitous in reciprocal

reading than zeki.

(12) Taro to Yoko wa  {?%teki/°®shukuteki} da.
Taro and Yoko TOP {enemy /long-standing enemy} COP

‘Taro and Yoko are {enemies / long-standing enemies}.’

Nevertheless, enemies can be interpreted reciprocally in English. This suggests that the symmetry
requirement for reciprocal usage in English is somewhat weaker than that of Japanese. Alternatively,
this may suggest that the meaning of enemy in English is not exactly the same as that of feki in Japanese.

Further research is needed on this point.

6. Conclusion

This paper has explored the reciprocal uses of relational nouns, a phenomenon that has received
relatively little attention. While English and Japanese both exhibit reciprocal usage of RNs, they differ
notably in the grammatical conditions and the semantic restrictions. Crucially, it is argued that
understanding these phenomena requires an appreciation of the background frames, or the ‘base,’ of the
nouns. The detailed characterization of symmetry and reciprocity at the conceptual level remains to be

investigated in future research.

* An earlier version of this paper was presented at the 17th International Spring Forum of the English
Linguistic Society of Japan, held at Kyoto University on May 25-26, 2024. I am grateful to the audience
for their insightful comments and suggestions. This research was supported by JSPS KAKENHI Grant
Number 23K18693.

NOTES
! Staroverov (2007) concludes that an RN permits reciprocal interpretation if and only if the relation R(x,

y) Strawson-entails R(y, x). Strawson-entailment is defined as follows: P Strawson-entails Q iff the
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conjunction of P and the presupposition of Q entails Q. Given that the gender specifications of nouns
like sister and brother are their presuppositions, these nouns Strawson-entail the inverse relations, he
argues.

? The example in (9) was pointed out by Yo Matsumoto.

31 owe this insight to a discussion with Masayuki Ishizuka.

* Some Japanese RNs seem to resist reciprocal usage for other reasons: konyakusha (‘fiancé’) and
haigusha (‘spouse’) cannot be interpreted reciprocally despite their high symmetry. This may be

attributed to the Sino-Japanese suffix -sha.
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P as a Locus of Definiteness in the Extended Projections of the Nominal Domain”
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1. Introduction

The more or less standard assumption in the literature regarding definite articles is that definite
articles are obligatorily present in a nominal phrase with the definite interpretation in languages with
definite articles, such as English. This would follow from Chierchia’s (1998) blocking principle, by
which presence of a lexicalized semantic operator in a language blocks covert application of the operator
at LF (e.g., the iota operator).

In this paper, however, I introduce cases in which definite articles are obligatorily absent in the
presence of a preposition despite the definite interpretation in language such as Romanian and Albanian,
which is unexpected from the standard view of the definite article noted above. I then propose that P can
function as the highest functional element of the extended projections in the nominal domain, a la
Grimshaw (2000), Baker (2003), and Zanon (2020). In addition, building on Tali¢ (2017), I propose that
DP is in fact absent in the case of article drop in PPs in the languages in question. P in the cases in
question is responsible for the definite interpretation as the highest functional element in the nominal
domain, just as D in the usual cases. In a bigger picture, this work puts forward the possibility to
investigate non-prototypical properties of certain categories in a more fine-grained manner under the

formal linguistic framework.

2. Data

Mardale (2006) shows that certain PPs, which are typically locative, resist definite articles in
Romanian and Albanian, as seen in (1) and (2), respectively. Zwicky (1984) also notes that definite
articles are dropped in locative PPs in Yiddish (3) (see also Verschik (2001) for Estonian Yiddish).

(1) Ma indrept catre  parc(*-l).

me head  towards park-the

‘I’m heading towards the park.”  (Romanian, Mardale (2006:2))
(2) Uné€ po  shkoj né Kkishé(*-n).

I PROG go to church-the

‘I’m going to the orthodox church.” (Albanian, Mardale (2006:4))
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(3) in feld
in field
‘in the field’ (Yiddish, Zwicky (1984:120))

This appears to be similar to bare singulars in locatives found in languages like English as shown in (4),
which are restricted to a narrow lexical class of nouns (the so-called weak definite; see, e.g., Scholten
(2010) and Aguilar-Guevara (2014)).

(4) I went to school.

However, Mardale (2006) reports that article drop in PPs with definite interpretation is more productive
and is possible with other types of prepositions in Romanian, such as direct object marking (5) and

indirect objects (6).

(5) L=am vazut pe professor.

him=have seen PE professor

‘I saw the professor.’ (Mardale (2006:3))
(6) Dau carti la copii.

give books to children

‘I give books to the children.’ (Mardale (2006:3))

In addition, Mardale points out that the nouns in the locatives in (1) and (2) necessarily receive a definite
interpretation; in other words, an indefinite reading is not allowed (which is also the case with (3)). This
is contrasted with the weak definite, which lacks a clear definite interpretation (Scholten (2010), Aguilar-
Guevara (2014)). In fact, an indefinite article must be present for an indefinite interpretation in the
relevant PP in Romanian, as shown in (7). This indicates that the article omission is associated with

definiteness.

(7) Ma indrept catre *(un) parc.
me head towards a  park
‘I’m heading towards a park.’ (Romanian, Mardale (2006:2))

Mardale (2006) proposes that D incorporates into P in the case of article drop, whereby D is

unpronounced. However, this account cannot explain the difference between (1)-(3) and (8)-(10).

(8) Ma 1indrept catre parc*(-1) inverzit.

me head  towards park-the green

‘I’m heading towards the park.’ (Romanian, Mardale (2006:2))
(9) Uné po shkoj né€ kishé*(-n) ortodokse.

I PROG go to church-the orthodox
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‘I’m going to the orthodox church.’ (Albanian, Mardale (2006: 6))
(10) [inam] groys m feld
in.the big the field
‘in the big field’ (Yiddish, Zwicky (1984:120))

It is unclear how the adjective (AP), which is located lower than DP, would block this incorporation (i.e.,
article drop) in (8)-(10), since nothing would intervene between D and P. In fact, Mardale does not offer

a satisfactory analysis of (8)-(10). Thus, a more comprehensive account of article drop is warranted.

3. Proposal

In the spirit of Grimshaw (2000), Baker (2003), Zanon (2020), among others, I propose that the
prepositions in the cases introduced above can be part of the extended projection of a nominal domain.
This can be motivated by the traditional classification of lexical categories proposed by Chomsky (1970),
in which N is [+N, -V], Ais [+N, +V], Vis [-N, +V], and P is [-N, -V]; N and P thus constitute a natural
class as [-V] elements. P can then serve as a functional element in the nominal domain as a [-V] element.
Based on this, I propose that P can be the highest functional element in the nominal domain in the
relevant languages only if its complement is [-V]. It is also worth noting here that the languages

mentioned above do not allow P-stranding, as shown (11)-(12) (see Irimia (2005) for Albanian).

(11) *Cine;  ai vorbit [despre ti]?

what you.have talked about (Romanian, Nicolae 2012)
(12) *Vemen; hot zi [mit t;] geredt?

who has she with  spoken (Yiddish, Merchant 2001:96)

Interestingly, Boskovi¢ (2016) proposes that functional heads in general cannot be stranded and that
prepositions in non-P-stranding languages are functional elements, whereas those in P-stranding
languages are lexical elements (cf. Baker (2003) for the proposal that the functional/lexical distinction
is a point of variation with Ps). It is then not implausible to analyze Ps in these languages as functional
elements in the extended projection of a nominal domain.

A question that arises here is why omission of D is forced in the presence of P in the relevant cases.
I suggest that a feature responsible for the definite interpretation, which I dub as Def-feature for ease of
exposition, can be realized (together with other relevant features such as ¢-features) as a definite article,
i.e., D, only if it is part of the feature bundle of the highest element in the nominal domain in the relevant
languages (cf. Mardale (2006))." In the presence of P as the highest element of the extended projections
of the nominal domain, DP would not be the highest projection in the extended projections of the
nominal domain in this case.” Note also that the languages that allow article drop in PP are affixal article
languages, in which Tali¢ (2017) argues DP can be absent in the absence of the definite article (see also
Oda (2022, 2023) and Lewis (2021, 2023) for relevant discussions). Thus, it is not implausible that D is
actually absent in such cases, and the presence of PP as the highest functional projection in the nominal

domain blocks projection of DP, which needs to be the highest functional projection in the nominal

217



domain.

The next question to be addressed is why the bare noun in the cases under discussion receives the
definite interpretation. As mentioned above, Mardale (2006) observes that the bare nouns in the PP in
question necessarily receive the definite interpretation, despite the absence of the definite article, and
hence absence of DP. My proposal here is that that P actually contains the Def-feature. Under Bare
Phrase Structure (BPS), lexical items that have traditionally been given specific categorial labels are
merely bundles of features. Chomsky (1995), building on Borer (1984) and Fukui (1986, 1988),
proposes that parameters are reduced to different specifications of formal features in the lexicon, which
Baker (2008) calls the Borer-Chomsky Conjecture. It is then logically possible that Ps in question can
in principle have the Def-feature in some languages as a parametric option. I suggest that this option is
possible only if P serves as the highest functional element in the extended projections of the nominal
domain. Otherwise, the definite article is used as the highest functional element in the nominal domain
as the locus of the Def-feature. Under this proposal, the P in question and D receive a unified treatment
from the perspective of the Def-feature; in both cases, the Def-feature needs to be contained in the
highest element of the extended projections in the nominal domain. Note that all this only concerns the
Def-feature, hence is irrelevant to the indefinite article; see (7), where the indefinite article is obligatory
for the indefinite interpretation.

Let us now turn to the cases where the presence of an adjective forces the presence of the definite
article in PPs in question, as seen in (8)-(10). Given that the presence/absence of a definite article
correlates with the presence/absence of DP in the relevant PP, the obligatory presence of the definite
article in the PPs in question in the presence of an adjective for the definite interpretation indicates that
DP is forced to project due to the presence of the adjective. Here I propose that AP projects above NP
(cf. Abney (1987)) and “intervenes” between PP and NP in terms of the categorial feature, which forces
DP to be the highest functional projection in the nominal domain. Recall that P can be the highest
functional projection in the nominal domain because of the P-N affinity, which is calculated based on
their categorial features; P is [-N, -V] and N is [+N, -V], so they constitute a natural class as [-V]
elements. In other words, the complement of P needs to be [-V] in order for P to be the highest functional
projection in the nominal domain. Crucially, under this feature-based classification of lexical categories,
A is [+N, +V]. Thus, when an adjective is present and projects AP above NP and below PP, AP
“intervenes” between PP and NP in terms of the categorial feature; P, which is [-V], is merged above AP,
which is [+V], so that PP does not count as the highest projection of the extended projections in the

nominal domain, for which the complement of P needs to be [-V]. This is schematized in (13).

(13)a. [PPrv. nj [NPLv, +n]]
(P functions as an alternative of D as the highest [-V] element)
b. *[PPpv. .~y [APpav, +x) [NPpy, in]]]
(P cannot function as an alternative of D due to the intervention by AP, which has [+V])
¢. [PPrv.ny [DPry,+ny [APpv g [NPrvani]]]]

(DP is required for definiteness in the presence of AP)
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Since P cannot be the highest functional projection in the nominal domain in this case, D needs to project
above AP as the functional projection that carries the definite interpretation, as seen in (13c) (note that
D, A, and N are all [+N]). Thus, the definite article, which corresponds to D, must be present in the
presence of an adjective for the definite interpretation (see Oda (2022) for relevant arguments).

The current proposal could potentially be extended to capture another case in which the definite
article must be present in PP where it is otherwise omitted in the relevant languages. Mardale (2006)
observes that in Romanian, when the noun in the relevant PP is marked as plural, it cannot have the
definite interpretation, unlike its singular counterpart seen above. This is illustrated in (14). Hohn (2014)
observes the same point for Basque, an affixal article language, where the definite form of locative is
missing in the context of the linker -ko in locatives (15a), but it needs to be present when the noun is
plural (15b).

(14) Am pus romane-le pe rafturi.
AUX put novels-the on shelves
“We/I put the novels on shelves. (NOT: on the shelves)’ (Romanian, Mardale (2006:10))
(15) a. lantegi-@-ko tximini-a
factory-(LOC.DEF.SG)-KO chimney-the
‘the chimney in the factory’
b. lantegi-eta-ko tximini-a
factory-LOC.DEF.PL-KO  chimney-the
‘the chimney in the factories’ (Basque, Hohn (2014:148))

What is crucial here is that the presence of the plural number marking blocks omission of the definite
article/marking, just as the presence of an adjective blocks omission of the definite article. A possible
explanation of this can be that NumP projects above NP in the case of plural, and the categorial feature

specification of Num is just [+N], with the specification of [+=V] missing. This is schematized in (16).

(16) a. *[PPr.y,.nj [NumPping [NPy, +n]]]
b. [PPrv, .y [DPpv, +n7 [NumPrpny [NPLy, in]]]]

The complement of P would then not be [-V] when NumP projects above NP, as seen in (16a). This
would force the presence of the definite article, i.e., D would then have to be present in the presence of
a plural marking in these languages, as shown in (16b).

Reviewers of SF asked why the Def-feature, which appears to be typically assigned to [+N] elements,
can be assigned to P, which is [-N]. My suggestion here is that this is parallel to insertion of the
genitive/linker -no in nominal phrases in Japanese. As is well-known, the genitive/linker -no in Japanese

is inserted between the head noun and its preceding NP or PP, but not AP, as shown in (17).

(17) a. [ne Kyoto]*(-no) keshiki
Kyoto-GEN  scenery
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‘scenery of Kyoto’
b. [pr Kyoto Daigaku de]*(-no) gakkai
Kyoto University at-GEN  conference
‘conference at Kyoto University’
c. [ap utsukushii](*-no) machi
beautiful-GEN city
‘beautiful city’

This -no could be analyzed as being inserted between the head noun and its preceding [-V] phrase in the
same nominal phrase (cf. Kitagawa and Ross (1982), Murasugi (1991)). Note now that the Def-feature
of P in the relevant languages and the genitive/linker -no in a nominal phrase in Japanese can receive a
uniform treatment in an abstract way; they are assigned to [-V] elements, although they appear to be

typically used with “nominal” items.’

4. Concluding Remarks

In this paper, I have shown that definite articles are necessarily omitted in certain definite PPs in
languages such as Romanian, Albanian, and Yiddish (as well as Basque). In addition, the definite article
cannot be dropped when there is an adjective that modifies the noun in the PPs in question. I have
proposed that P in such cases serves as the highest functional element in the extended projection in the
nominal domain, and it is the locus of the Def-feature that is responsible for the definite interpretation.
This is motivated by Chomsky’s (1970) feature-based classification of lexical categories, i.e., both P and
N are [-V]. P can be the highest functional element in the nominal domain only if it takes a [-V] element
as its complement, i.e., NP. When there is an adjective, which projects AP above NP, the complement of
P is [+V] since A is [+N, +V] under Chomsky’s classification, hence P cannot serve as the highest
functional projection in the nominal domain. Thus, in the presence of an adjective in the PP in question,
the definite article needs to be present and project DP as the highest functional element in the nominal
domain.*

In a bigger picture, the current proposal offers a more fine-grained view of properties of traditional
categories in the formal linguistic framework, accommodating the apparent form-meaning mismatch
under BPS and the Borer-Chomsky Conjecture. This opens the door to investigation of non-prototypical
properties of Ps such as Direct Object Marking (DOM) in a more comprehensive manner from the formal
linguistic perspective. For instance, prepositional elements can function as Direct Object Markers (e.g.,

Spanish a, Romanian pe). See Romanian (18), which is repeated from (5).
(18) L-am vazut pe professor. (=(5))
him-have seen PE professor

‘I saw the professor.’ (Mardale (2006:3))

Interestingly, as is well-known, DOM tends to be subject to semantic restrictions cross-linguistically,

especially definiteness or specificity (see, e.g., Aissen (2003)). Direct Object Markers may, then, be
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analyzed in a similar fashion to definite articles and the Ps discussed here; i.e., they may be elements
that appear with a feature responsible for definiteness/specificity as the highest element in the nominal
domain. It may also be interesting to examine whether and how the NP/DP-language-hood in the sense
of Boskovi¢ (2012), Tali¢ (2017) and Oda (2022), i.e., (non-)projection of a functional projection such
as DP in a nominal domain, correlates with the extent of the definiteness/specificity restriction on DOM
cross-linguistically (cf. Turkish, which has DOM that exhibits specificity and lacks some properties of
canonical NP-languages although it lacks the definite article).

* This work stems from chapter 6 of my dissertation (Oda (2022)). I am grateful to Vicki Carstens, lan
Roberts, Mamoru Saito, and especially Zeljko Boskovi¢ for helpful comments and discussions. This
work is supported by JSPS KAKENHI #23K12153 and JSPS Core-to-Core Program A, Advanced
Research Networks “International Research Network for the Human Language Faculty”
#JPJISCCA20210001 (PI: Yoichi Miyamoto).

NOTES
! Under this proposal, all in all the students should be analyzed as adjoined to DP (rather than projecting
its own projection, say, QP), as Sportiche (1988), Benmamoun (1999) and Boskovi¢ (2004) in fact
propose, since the must be the highest element in the nominal domain.
? Potentially related to this is loss of wh-movement. Ledgeway (2012) observes that in Latin, which was
a multiple wh-fronting language, multiple wh-fronting showed superiority effects, which are taken as a
diagnostic of wh-movement targeting the highest clausal projection in the literature (Rudin (1998),
Boskovi¢ (2002), Richards (2001)). In contrast, Modern Romance languages (except for Romanian)
have lost multiple wh-fronting, and Boskovi¢ (2021) argues that Spanish wh-fronting does not target the
highest clausal projection, based on the observation that an interrogative pronoun can follow a
complementizer in an embedded clause (Uriagereka (1988), Rizzi (2001), Villa-Garcia (2015)).
Interestingly, Spanish has also acquired (restricted) wh-in-situ (see, e.g., Reglero (2007), Reglero and
Ticio (2013)). Thus, abstractly, the unavailability of the highest position in the C domain for wh-
movement has led to (the possibility of) a loss of wh-movement (Boskovi¢ (2021)). Notice now that
article drop under discussion can be assimilated to this; namely, the unavailability of the highest position
in the nominal domain has led to omission of the article.
3 Another possibility would be that the Def-feature need not be assigned to [+N] elements in general,
given Boskovi¢ and Gajewski’s (2011) argument that neg-raising predicates contain Def in languages
with definite articles. In this case, vP would be the relevant highest element in the verbal domain.
* Potentially relevant here is the observation that in some article-less languages, a definiteness/specificity
marking appears on an adjective, and it is the only locus of the definiteness/specificity marking in those
languages (e.g., Serbo-Croatian, Old English, Lithuanian). The current proposal has a potential to
explain this observation. The Def-feature, which is responsible for definiteness/specificity, can in
principle be present in those languages, but crucially, cannot project DP, since they lack definite articles
hence projection of DP in the nominal domain is impossible in those languages (see chapter 5 for
relevant discussion). Since DP cannot project in the nominal domain, the only available option of

realization of the Def-feature would be to adjoin the Def-feature to A, without projecting a functional
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projection (though the Def-feature would be part of the head amalgam that is the highest element in the
A domain). (See also Despi¢ (2011), who proposes that the relevant endings in Serbo-Croatian are

essentially pronominal.)
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1. Introduction

This paper seeks to analyze different temporal interpretations seen in (non) restrictive relative
clauses and proposes that the difference is derived from movement of the relative clause. This paper also
solves an issue faced by Kauf and Zeijlstra (2018), where the different interpretations are assumed to be
attributed to the property of (non) restrictive relative clause. What this paper deals with are such data

exemplified below as in (1), originally investigated in Kauf and Zeijlstra (2018).

(1) a. Mary was looking for a woman who was president. (Kauf and Zeijlstra (2018: 10))
b. Mary met a woman who was president. (Kauf and Zeijlstra (2018: 10))

In (1a), the relative clause event who was president can be understood to happen past and simultaneous
with respect to the matrix clause event time of Mary was looking for a woman. In this sentence, however,
the relative clause event cannot be understood to occur futurate to the matrix clause event time. On the
contrary in (1b), the relative clause event can be interpreted past, simultaneous, and futurate to the matrix
clause event time of Mary was looking for a woman.

This paper will be organized as follows. Section 2 overviews a previous study due to Kalf and
Zeijlstra (2018) (K&Z henceforth). Section 3 provides new data observation and points out the issue of

proposals by K&Z. Section 4 shows my proposal and section 5 is the conclusion.

2. Overview of K&Z
Sentences in (2) and (3), which are partially repeated from (1), show different interpretations even

though they seemingly have the same construction.

(2) Mary was looking for a woman who was president. [de dicto reading]
a. In 2000, Mary was looking for a woman who was president in 1995.
b. In 2000, Mary was looking for a woman who was president in 2000.
c. *In 2000, Mary was looking for a woman who was president in 2004. (ibid.)
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(3) Mary met a woman who was president. [de re reading']
a. In 2000, Mary met a woman who was president in 1995.
b. In 2000, Mary met a woman who was president in 2000.

c. In 2000, Mary met a woman who was president in 2004. (ibid.)

Once again, as for (2), the relative clause event time of who was president can be prior and
simultaneous but not futurate to the matrix clause event time. You can notice, in (2c¢), the relative clause
is unacceptable with the adverb 2004 which yields futurate reading with respect to the matrix clause
event happening in 2000. In other words, in the case of (2), the relative clause event time cannot be out
of (or be futurate to) the matrix scope (in 2000) to be interpreted, which means the sentence only yields
de dicto reading.

In the case of (3), on the other hand, the relative clause event time can be past, simultaneous and
futurate to the matrix clause events time. You can notice (2¢) is unacceptable, whereas (3c¢) is acceptable
with futurate adverb 2004. This means the sentence can yield de re reading, since the relative clause
events can be interpreted out of matrix clause events time.

In order to analyze the sentences above, K&Z provides the following assumptions in their paper as
in (4).

(4) Summarized proposal by K&Z for relative clause

a. The de dicto/de re distinction applies to the distinction of restrictive relative clause (RRC) and
non-restrictive relative clause (NRC).
(de dicto interpreted relative clause occurs in RRC, and de re interpreted one occurs in NRC.)

b. RRC s syntactically transparent and dependent on matrix clause for the evaluation time (EvT),
while NRC is not (it is opaque) and independent.

c. Past tense, < (A is prior to or A is equal to), takes as EvT a temporal variable which makes a
reference to utterance time (UT-T).

d. Tense in RRC makes a reference to matrix event time (MT), while tense in NRC makes a

reference to UT-T.

With their proposal, let us look at how they analyze the sentences starting from de dicto interpretation.

(5) Mary was looking for a woman who was president. (de dicto: RRC)
RelT < MT < t’ UT-T

v

w’s being president M’s looking
for a woman
|P0ssible orderings| (DRelative clause event time (RelT) < MT (2a)
(2)RelT=MT (2b)

The sentence (5), repeated from (1a) yields de dicto reading. Their proposal, therefore, predicts the
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sentence is RRC as in (4a) so the relative clause depends on the matrix clause and its tense refers to MT
for the EvT. Then, past tense locates the RelT prior to MT. Eventually, there are two possible readings,
(1) RelT is prior to MT, and (2) RelT is equal to MT as the past tense here is assumed to mean A is prior
to or A is equal to.

When a sentence yields a de re reading as in (6), repeated from (1b), their proposal expects the

sentence to be the case of NRC based on (4a).

(6) Mary met a woman who was president. (de re: NRC)

MT < t” < UT-T

v

M’s meeting
RelT < t’ < UT-T (tu)

v

w’s being president
|Possible orderings| (DRelT<MT (3a)
(2)RelT=MT (3b)
(3)MT<RelT (3c)

Since the relative clause is independent of the matrix clause, both matrix and relative clause make a
reference to UT-T. In this example, MT and RelT are not related, or more precisely, the ordering of them
is not fixed. This inevitably leads to three possible readings; (1) RelT is prior to MT (3a), (2) RelT is
equal to MT (3b), (3) RelT is posterior to MT.

Based on the different syntactic status (dependency) of RRC and NRC, the proposal by K&Z
correctly analyzes the sentences in (5) and (6). To see its adequacy, the following section seeks to

examine their proposal in another environment.

3. New data and examination of K&Z’s proposal

This section firstly provides new observations which reflect the characteristics of RRC and NRC.
As we saw in the previous section, K&Z assume the sentence is either RRC or NRC depending on the
interpretations yielded (de re/de dicto). We will then see if their analysis also applies to the sentences
which are categorized as “classically” syntactic RRC and NRC. More precisely, we will see the cases
where type of a head noun and binding relation play an important role to distinguish RRC and NRC.

Before looking at how K&Z’s analysis turns out, let us briefly review criteria to distinguish RRC
and NRC. It is well known that RRC takes common nouns (like a student), whereas NRC takes proper

nouns (like John) as a head.
(7) Type of noun

a.  RRC: common noun (I met a student who...)

b. NRC: proper noun (I met John, who...)
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As another point of distinguishing relative clauses, binding relation can be a good criterion to see. In
RRC below, every Christian can bind him yielding a bound variable reading, whereas in the case of

NRC every Christian cannot bind him.

(8) Binding (Every Christian=him)
a. RRC:  Every Christian; forgives a man who harms him,.
b. RRC: *Every Christian; forgives John, who harms him,. (Safir (1986: 672))

We will see if K&Z’s proposal works correctly under the classic environment of RRC/NRC just
mentioned above. In addition to the classic syntactic cases, the sentences will also be tested under
different fense environments, since only past-under-past type relative clause sentences are analyzed in
K&Z. This time, matrix future environment is introduced for analysis (i.e., past-under-future
environment). This environment should also abide by their prediction as in (9) since tense status does

not affect their proposal.

(9) Prediction of K&Z under matrix futurate environment.
a. RRC: Relative clause tense (Tri) (always) refers to the MT.
b. NRC: T (always) refers to UT-T.

Based on K&Z’s proposal, in RRC, relative clause tense or Ty always refers to the matrix event time.
In NRC, Ty always refers to UT-T. K&Z’s analysis can predict correct interpretations of sentences
below as in (10a,b).

(10) CONTEXT: At the time of utterance, the students have not submitted their term papers yet.

a. Atthe end of next term, | will give automatic As to all students who turned in their term papers

on time. (RRC refers to MT)
b. 7??/*At the end of next term, [ will give automatic A to John, who turned in his term papers on
time. (NRC does not refer to MT (only to UT-T))

In (10a), there is a context that says, “at the time of the utterance, the students have not submitted their
term papers yet”, and the attested sentence is acceptable under the context. You can notice that even
though the relative clause tense is past tense turned in, the event time is interpreted to be located to the
future with reference to UT-T due to the adverb on time, which is construed futurate. After the event, /
will give a score to students. This is compatible with the prediction where RRC makes a reference to
MT for its EvT. Their proposal also correctly predicts the unacceptability seen in (10b). Under the same
environment (turned in with futurate adverb on time) with the proper noun John to make the sentence
NRC, the sentence becomes unacceptable. This is because even though, as K&Z assume, Tr in NRC
always refers to UT-T, locating the event turning in to the past w.r.t UT-T, the futurate adverb on time
requires the event to be located to the future. This mismatch (the event turning in being past and the

adverb requiring the event to be futurate) causes the unacceptability.
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However, their proposal faces the issue of undergeneralization in the case where RRC takes UT-T
as EvT as in (11) below.

(11) a. Tomorrow evening, I will talk with all students who are in grade 9 now.
b. CONTEXT: At the time of utterance, the students have not submitted their term papers yet.
Tomorrow evening, I will give As to all students who turned in their term papers the day before

yesterday.

In the sentences above, you can see Ty in RRC refers to the UT-T by the deictic adverb now (11a), and
the day before yesterday (11b). Proposal of K&Z would incorrectly predict the sentences are
unacceptable (because Tr in RRC always refers to the MT as in (9a)), which is not true. In order to

solve the issue and analyze the case in (11), there needs to be some revises.

4. Proposal

In the following, we try to add some rectifications mainly to the analysis of RRC case. Specifically,
instead of assuming RRC always depends on the matrix clause, this paper proposes that the entire NP
with a relative clause optionally moves to the matrix TP, or you can say T can make a reference to UT-
T when moved (Cf. Kaneko (2016), (2020) and Newman (2021) for moving analysis in search for a
proper EvT). Regarding NRC, we stay almost the same as K&Z; the clause is independent of matrix
clause®. Ty in NRC, therefore, always refers to UT-T.

(12) Main proposal
a. RRC: The entire NP with a relative clause optionally moves to TP to refer to UT-T.
(= Trel can make a reference to UT-T when moved.)
b. NRC: The clause is independent of matrix clause.
(= Trar always refers to UT-T.)

In addition to that, I adopt simpler tenses than one in K&Z as in (13).

(13) Tense in relative clauses (Slightly adapted from K&Z)
a. [-ed] =[AM.AP. T <t&P(t)]
b. [-s] =[At.AP. .0t & P(t")]

The past tense simply locates the event time prior to the EvT. The present tense, on the other hand,
locates the event time simultaneous to the EvT. Given those points, let us look at how my proposal can
account for the RRC case, which K&Z’s proposal struggles to explain.

Firstly, we see the case of (11) where T refers to UT-T. Consider (14) repeated from (11a) (due to
space constraint, only (11a) is analyzed here. Still, the same analysis can apply to the case of (11b)). In

this case, the NP is considered to move to matrix TP.
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(14) Tomorrow evening, I will talk with all students who are in grade 9 now.

UT-T tomorrow evening

| |
| I

RelE: 9th grade (now) ME: talking with all students

v

Matrix event time is located in the future fomorrow evening, and due to movement, the RRC event time
refers to UT-T and the tense locates the event time at the UT-T. Assuming the optional movement of
RRC can deal with the issue faced by K&Z. Then, what about their original data?

Let us now turn to the data from K&Z in (15) and (16) excerpt from (2) and (3).

(15) a. Mary was looking for a woman who was president. (de dicto)

b. *In 2000, Mary was looking for a woman who was president in 2004.

(16) a. Mary met a woman who was president. (de re)

c. In 2000, Mary met a woman who was president in 2004.

Here, I assume that (15) and (16) are “both” the case of RRC, on the contrary to K&Z. This means, in
both cases, the NP can move to matrix TP. For their different grammaticality, I attribute them to the
nature of de re/ de dicto reading. Let us look at the analysis of sentences in turn, starting from de re
sentence in (16). Consider (17) below.

As with the previous case in (14), the whole NP moves out of the matrix predicate scope.

(17) In 2000, Mary met a woman who was president in 2004.

in 2000 in 2004 UT-T

v

ME: meeting RelE: being president

Then T can get relative to UT-T or the actual world to obtain de re reading. As a result, the RRC event
can be placed posterior to the matrix event time.

The de dicto reading as in (15), on the other hand, the NP a woman who was president needs to be
in the scope of the matrix intensional predicate was looking for to obtain de dicto reading. Consider (18)

below.

(18) * In 2000, Mary was looking for a woman who was president in 2004.
in 2000 in 2004 UT-T

| | | >
I I I =

ME, ??7RelE ?7?77RelE

With the futurate adverb 2004, however, the NP needs to move out of the matrix past predicate to refer

to UT-T. With this mismatch between the de dicto property (that NP needs to stay in the matrix
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intensional predicate scope) and the futurate adverb requirement (that event in the relative clause is
located to the future, getting out of matrix predicate scope), the de dicto reading fails to occur, causing
ungrammaticality.)

In addition to the analysis above, my proposal can also explain sentences which have present tense
under future. Consider (19) of RRC case and (20) of NRC case.

(19) At the end of next term, I will give automatic As to all students who turn in their term papers on
time. (RRC)
UT-T ME: giving As

v

RelE: students’ turning paper on time

In (19), RRC does not move and Ty refers to matrix event time. Trr (present tense ([At. AP. Jt”.t’ ot
& P(t’)] as in (13))), then, locates the event time at the same time of the matrix event time. Finally, it
results in the reading: the matrix event giving As and RRC event students’ turning paper occurs at the
same time in the future.

NRC version of a sentence as in (20), however, cannot do the same with (19) since it is NRC, and

the clause is always independent of matrix clause and T in NRC needs to refer to UT-T.

(20) * At the end of next term, I will give automatic A to John, who turns in his term paper on time.

(NRC)
UT-T ME: giving A

v

RelE: John’s turning paper on time

In other words, the mismatch between property of NRC (always referring to UT-T) and the requirement
of non-deictic adverb on time (trying to locate RelE to the future) causes ungrammaticality (K&Z’s
proposal may also analyze the NRC case in (20) correctly as long as they assume the same present tense,
though).

As we have seen, my proposal correctly and widely covers sentences with RRC/NRC, explaining

the reason for different interpretations.

5. Conclusion

K&Z propose that de dicto and de re distinction is reflected on the distinction of RRC/NRC. Ty in
RRC refers to matrix event time and Ty in NRRC refers to UT-T. However, their proposal faces an
empirical problem; a case where Ty in RRC makes a reference to UT-T. This paper seeks to solve the
issue by claiming that RRC optionally moves to matrix TP, enabling the T in RRC to refer to UT-T.
Eventually, my proposal succeeds to cover not only the data from K&Z, but the one that they struggle

to explain and the one with present-under-future environment.

231



* 1 am greatly grateful to Etsuro Shima and Taichi Nakamura for their invaluable comments. I would
also be thankful for the two anonymous reviews and the audience at the conference for comments and
suggestions. My special thanks also go to my informants. All remaining errors are, of course, my own.
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NOTES

! See also Eng (1987) and Abusch (1988).

2 Although what K&Z and we state about NRC seem the same, there is a slight difference: the existence
of an operator. K&Z differentiate RRC and NRC by the existence of an operator: NRC has an individual
operator inserted, which enables T in NRC to refer to UT-T. RRC, on the other hand, does not have an
operator and T in RRC, therefore, needs to refer to MT. We do not assume any existence of operator in
this paper and assume the difference of RRC/NRC is derived from syntactic position. This idea can yield

further theoretical consequences, but I would like to leave the point open this time.
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Analyzing English “Only” as “Not Any More/Other Than”"

Linmin Zhang
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1. Introduction

In this short paper, I propose a new analysis of English on/y.

According to the canonical analysis (e.g., Horn 1969, Coppock & Beaver 2014, among many others),
English only essentially means maximality (of informativeness). As illustrated in (1), the prejacent of
only is the strongest true proposition that can be uttered. Thus, under the canonical analysis (see (2)),

the meaning of an only-sentence contains a positive component (2a) and a negative component (2b).

(1) Only [Amy and Bill]r read poems.
Canonical analysis: the prejacent of only, “Amy and Bill read poems”, is true, and every stronger
alternative to this prejacent (e.g., “Amy, Bill, and Carl read poems”) is false.

(2) The meaning of an only-sentence, only p:
a. A positive component: the prejacent p is true.

b. A negative component: for any ¢ such that g # p and g E p, ¢ is false.

As illustrated in (3) and (4), an only-sentence and its negation share the same positive inference (see
(3a) and (4a)). Thus, the positive component of the meaning of an only-sentence (see (2a)) is usually

considered a presupposition.

(3) Only [Amy and Bill]r read poems.
a. Positive inference: Amy and Bill read poems.
b. Negative inference: No one else read poems.
(4) Not only [Amy and Bill]r read poems.
a. Positive inference: Amy and Bill read poems.

b. Negating the negative inference (3b): Someone else read poems.
The current paper revisits the view that the positive inference of (3) and (4) is a presupposition and

proposes a new, decompositional analysis of on/y. I propose that the meaning of only contains three

elements: (i) negation, (ii) an additive part similar to more or other, and (iii) and an NPI (negative
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polarity item any). Thus only essentially means anti-additivity and can be paraphrased as “not any
more/other (than)” (see (5)). As a consequence, the positive inference (see (3a) and (4a)) is considered

an (obligatory) implicature, rather than a presupposition (see also Van Rooij and Schulz 2007).

(5) The meaning of sentence (1), Only Amy and Bill read poems:

New proposal: Not anyone other than Amy and Bill read poems.

Below I start with empirical data that challenge the canonical view that the prejacent of only is
maximally informative (Section 2). Then I present the new proposal (Section 3) and address its welcome
consequences (Section 4). Section 5 briefly compares the current proposal with some recent accounts

and concludes.

2. New empirical observations

In this section, I first show the under-generation issue of the classical maximality-based view on
only (Section 2.1). Then I show two kinds of parallelism between the interpretation of only-sentences
and implicatures (Sections 2.2 and 2.3). The upshot is that the use of on/y shows a sensitivity to scalarity

(of informativeness) (see also e.g., Alxatib 2020) and brings a pragmatic implicature.

2.1. The under-generation issue of the classical “maximality” view

The canonical maximality-based view on only can successfully explain the degradedness of data like
(6)—(8). Given that only has the presuppositional requirement that its prejacent is the maximally
informative true one among alternatives, naturally, if p1 & p> (or p2 E p1), only cannot be felicitously

used along with both p; and p», and the pattern “only pi. In fact, only p,” results in a contradiction.

(6) ?Only [Amy and Bill]r came. In fact, only [Amy]r came. (Contradiction)
p1 =Amy and Bill came. p» = Amy came. * p; E p,, - they cannot be both the strongest.

(7) ?Only [3]r people came. In fact, only [2]r people came. (Contradiction)
p1 =3 people came. p» = 2 people came. ** p; E p», - they cannot be both the strongest.

(8) ?Only [3]r people came. In fact, only [4]r people came. (Contradiction)
p1 =3 people came. p> =4 people came. ** p» E p1, - they cannot be both the strongest.

However, the above maximality-based view under-generates, as illustrated by examples (9) and (10).
In (9), the pattern is still “only pi. In fact, only p,”, and here p, entails p; (i.e., in any possible world
where the proposition kids below 14 came to my juice bar holds true, it follows that the proposition kids
below 18 came to my juice bar is also true). Thus in (9), p: is not maximally informative, but yet both
uses of only in (9) are felicitous, and there is no contradiction, contrary to the prediction of the
maximality-based view. Similarly, in (10), both uses of only are felicitous, and there is no contradiction,

although in “only p;. In fact, only p>”, p» entails p.
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(9) Context: I have a juice bar. Only kids below 14 came to my juice bar. I told a friend who came to
my juice bar:
“Only kids below [18]r came to my juice bar. In fact, only kids below [14]r came to my juice bar.”
p1 = kids below 18 came to my juice bar. p, = kids below 14 came to my juice bar. Here p» &= p1.
(10) Context: A company only hires people with a PhD degree in linguistics. During an interview, when
asked who they hire, they said:
“We only hire [people with a PhD degree]r. In fact, we only hire [people with a PhD degree in
linguistics]r.”
p1 = We hire people with a PhD degree. p» = We hire people with a PhD degree in linguistics. Here
p2Epr

2.2. Parallelism between only-sentences and scalar implicatures: incremental informativeness

It is worth noting that for the above examples (9) and (10), the felicity of the pattern “only p;. In fact,
only p»” requires an increase of informativeness from “only pi” to “only p,”. Otherwise, there would be
degradedness (see (11) vs. (9)).

(11) Context: I have a juice bar. Only kids below 14 came to my juice bar. I told a friend who came to
my juice bar:

“Only kids below [14]r came to my juice bar. #In fact, only kids below [18]r came to my juice bar.”

The felicity contrast between (9) and (11) is reminiscent of sentences with scalar implicature. As
illustrated by (12a) and (12b), the case with an increase of informativeness from the first to the second
sentence (i.e., from /'m 21 to I'm 40) is felicitous (see (12a)); otherwise, there would be degradedness
(see (12b)). According to Gricean pragmatics, the utterance /'m 2/ implies maximal informativeness, so
that the literal meaning “I’'m at least 21 is pragmatically strengthened to “I’m at least 21 and it’s not
the case that I’'m more than 21”. The more informative utterance /’m 40 cancelled the implied maximal

informativeness of /'m 21.

(12) Context: At the entrance of a bar, somebody asked me whether ’'m 21, and I answered:
a. “(Of course) I'm 21. In fact, I’'m 40.”
b. “(Of course) I'm 40. #In fact, ’'m 21.”

Obviously, negating the sentences in (12) leads to the opposite pattern, as illustrated by (13).

(13) a. I’m not 40 yet. In fact, I’'m not 21 yet.
b. I’'mnot 21 yet. #In fact, ’'m not 40 yet.

Parallel observations can be found for only-sentences. For example, negating the only-sentences in

(10) leads to the opposite pattern shown in (14).
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(14) a. We not only hire people with a PhD degree in linguistics. In fact, we not only hire people with
a PhD degree.
b. We not only hire people with a PhD degree. #In fact, we not only hire people with a PhD degree

in linguistics.

The above discussion suggests that the interpretation of only-sentences should be similar to scalar
implicatures in involving an implied maximal informativeness. Below I provide further data and analysis

to show that this implicature amounts to the positive inference of an only-sentence (see e.g., (3a)).

2.3. Parallelism between only-sentences and plurality implicatures: asymmetry of cancellability
The positive inference of an only-sentence is usually difficult to cancel, leading to the impression
that it is not a pragmatic implicature. However, naturally occurring examples of only-sentences that

involve a cancellation of the positive inference do exist, as evidenced by examples (15)—(17):

(15) How can human beings balance their bodies on only [two]r legs (sometimes even on one) when it
is not possible for other animals and non-living things on only two legs?
(https://www.quora.com/How-can-human-beings-balance-their-bodies-on-only- two-legs-
sometimes-even-on-one-when-it-is-not-possible-for-other-animals-and- non-living-things-on-
only-two-legs)

(16) Flower that blooms only [once a year]r sometimes even once in two years.
(https://www.alamy.com/flower-that-blooms-only-once-a-year-sometimes-even- once-in-two-
years-flower-in-the-garden-image312105296.html)

(17) Flat warts may be round or oval-shaped. They’re only [very slightly raised]r, sometimes not even
noticeable.

(https://my.clevelandclinic.org/health/diseases/24337-flat-warts)

Moreover, with regard to the cancellability of this positive inference of only, there is an asymmetry
between an only-sentence and its negation, patterning with some other kinds of scalar implicature in
natural language. As illustrated in (18a), the positive inference “kids below 18 came to my juice bar” is
weak and cancellable in this only-sentence, but, as illustrated in (18b), this positive inference is strong

and uncancellable in the negation of (18a) (see also Van Rooij and Schulz 2007, Crni¢ 2022).

(18) a. Only kids below 18 came to my juice bar. Perhaps even they didn’t.
b. Not only kids below 18 came to my juice bar. #Perhaps even they didn’t.

This asymmetry of cancellability is also observed on the implicature of bare plurals (e.g., Sauerland

et al. 2005, Spector 2007). Bare plurals have an “at-least-2” inference, and this inference can be easily

canceled in a negative sentence (see (19b)), but seems quite obligatory in a positive sentence (see (19a)).
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(19) a. The kids flew kites in the park. #Actually, they flew exactly one kite.
b. The kids didn’t fly kites in the park. Actually, they didn’t fly one kite at all.

3. Proposal

To account for the above empirical observations, I propose a new, decompositional analysis of only.
As shown in (20), the meaning of only contains three elements: (i) negation, (ii) an additive part similar
to more or other, and (iii) and an NPI (negative polarity item any). In (20), x is the focus associate of

only. Thus, only x can be paraphrased as “not any more/other than x”.

(20) [[only x]] = not any more/other than x

(With an additive presupposition: something other/more than x exists.)

Under this current analysis, only x essentially conveys the meaning opposite to more/other than x.
Both only x and more/other than x involve scalarity: more/other than x expresses additivity, and only x
expresses anti-additivity.

According to Beaver and Clark (2009) and Thomas (2011) (see also Zhang & Ling 2021, Zhang &
Zhang 2024), the notion of additivity should be understood within the framework of QUD (Question
under discussion, Roberts 1996/2012). Additivity addresses an increase anaphoric to a base item that is
a partial answer to a relevant Current Question (CQ).

As illustrated by (21a), in addressing the CQ “who came”, the item Amy serves as the base for an
increase, another girl. In (22a), in addressing the CQ “how tall is Lucy”, Mary’s height serves as the
base for an increase which is expressed by (2 inches) more (here the measure phrase 2 inches specifies
the size of the increase). Thus in both domains of entities (see (21)) and scalar values (see (22)),
additivity leads to a more informative answer in addressing the CQ.

Anti-additivity still assumes the existence of items or values above the base item (see the
presupposition part in (20)), but indicates that this increase part cannot lead to a more informative true
answer to the CQ. Thus in addressing the CQ “who came”, (21b) means that any item above the base
item Amy does not lead to a more informative true answer. In addressing the CQ “how tall is Lucy”,
(22b) means that any scalar value above the base value, 5’5, does not lead to a more informative true

ansSwer.

(21) Current question (CQ): Who came?
a. Additivity: (Amy came.) Another girl, Hanako, also came.
b. Anti-additivity: Only Amy came (i.e., Not anyone other than Amy came).

(22) Current question (CQ): How tall is Lucy?
a. Additivity: (Mary is 5 feet tall.) Lucy is (2 inches) taller.

b. Anti-additivity: Lucy is only 5’5" tall (i.e., Lucy is not any taller than 5 feet 5 inches).

Of course, anti-additivity does not itself guarantee maximal informativeness in addressing the CQ,
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which explains why the only-sentences in examples (9) and (10) are not infelicitous. In these examples,

the overall discourse shows an incremental informativeness in addressing their CQ (see (23) and (24)).

(23) CQ for the context in (9): who came to my juice bar?
“Only kids below [18]r came to my juice bar. In fact, only kids below [14]r came to my juice bar.”
L.e., not anyone other than kids below 18 came to my juice bar, and in fact, not anyone other than
kids below 14 came to my juice bar.

(24) CQ for the context in (10): who do we hire?
“We only hire [people with a PhD degree]r. In fact, we only hire [people with a PhD degree in
linguistics]r.”
I.e., we do not hire anyone other than those with a PhD degree, and in fact, we do not hire anyone

other than those with a PhD degree in linguistics.

4. Welcome consequences of the current proposal

In this section, I show four welcome consequences of the current proposal.

4.1. The notion of (anti-)additivity is across domains

First, many additive particles (e.g., more) as well as only can be used in both domains of entities and
scalar values, and the current proposal provides a unified perspective on this behavior.

Under the current proposal, (anti-)additivity is about addressing a CQ. A higher informativeness is
based on (i) a part-whole relation in a domain of entities and (ii) the ordering between values along a

totally ordered scale in a domain of scalar values.

4.2. The positive and negative inference of only

Second, the current proposal naturally accounts for our intuition with regard to the positive and
negative inference of on/y-sentences.

As illustrated in (25), the positive inference of an on/y-sentence is a scalar implicature, and the

negative inference of an on/y-sentence is simply the literal meaning of the sentence:

(25) Deriving the positive inference of an only-sentence as a scalar implicature

a. Only Amy and Bill bought books. (in the domain of entities)
= Not anyone other than Amy and Bill bought books. (literal meaning)
A — [Not anyone other than Amy bought books] (negating a stronger claim)
A — [Not anyone other than Bill bought books] (negating a stronger claim)
~ Amy and Bill bought books. (scalar implicature)
b. Bill is only 17 years old. (in the domain of scalar values)
= Bill is not any older than 17. (literal meaning)
A — [Bill is not any older than n] (here n < 17) (negating a stronger claim)
~ Bill is 17 years old. (scalar implicature)
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Obviously, negating anti-additivity results in additivity. As illustrated in (26), the positive inference
of these not-only sentences (see also (4a)) now becomes the literal meaning, serving as the base of
additivity. This explains why this positive inference is strong and cannot be cancelled in a negated only-
sentence. Then in a not-only sentence, the negation of the negative inference of its corresponding on/y-

sentence addresses the additive meaning (see also (4b)).

(26) a. Not only Amy and Bill bought books. (negating (25a))
= Someone other than Amy and Bill bought books. (negating anti-additivity: additivity)
= Amy and Bill bought books. (entailed meaning: base for additivity)
b. Bill is not only 17 years old. (negating (25b))
= Bill is older than 17. (negating anti-additivity: additivity)
~ Bill is 17 years old. (entailed meaning: base for additivity)

In the literature on only, the weakening of the positive inference of a positive only-sentence has been
much discussed (see e.g., Van Rooij and Schulz 2007, Fintel & latridou 2007, Crni¢ 2022, Alonso-Ovalle
& Hirsch 2022). The weakening of the positive inference is most evidently and naturally attested in
only-sentences with a modal element. The current analysis straightforwardly accounts for the weaking
effect (see (27a) and (28a)) and the lack of weakening effect (see (27b) and (28b)) in a principled way.

(27) Tali has to only dance with Gali
... and she doesn’t have to dance with her either. (Crnic 2022: (11))
a. Current analysis: Tali does not need to dance with anyone other than Gali.
(CQ: who does Tali need to dance with?)
b. Negating (27): Tali has to not only dance with Gali

(the meaning “Tali has to dance with Gali” is entailed).

(28) To get good cheese, you only have to go to the North End.  (von Fintel & latridou 2007: (11))
a. Current analysis: To get good cheese, you don’t have to go to any places other than the North
End.
(CQ: where do you have to go to get good cheese?)
b. Negating (28): To get good cheese, you have to go to not only the North End.
(the meaning “To get good cheese, you have to go to the North End” is entailed).

Van Rooij and Schulz (2007) address the lack of the positive inference in an only-if-sentence (see
(29)). In interpreting a sentence like (30), our intuition is that “the reviews of a book are good” is a
necessary but not sufficient condition for me to read a book. This intuition is also naturally accounted

for under the current proposal.

(29) Only if [A]F, then C. ¥ if [A]F, then C (see Van Rooij and Schulz 2007)

(30) I will read a book only if its reviews are good.
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Current analysis: I won’t read a book in any possible worlds where its reviews are not good.

4.3. NPI (non-)licensing

Third, the current proposal also explains the NPI (non)-licensing behavior of only.

As illustrated in (31), an only-sentence is basically a negative sentence, and the negation component
of only naturally provides a downward-entailing (DE) environment (see (32)) to license an NPI. There

is no need to assume Strawson DE-ness (cf. von Fintel 1999).

(31) Only Mary ate any vegetables.
= Not anyone other than Mary ate any vegetables.
(32) Only provides DE-ness:
here Ax.linguistics-book(x) S Ax.book(x), while (32a) entails (32b). Thus not anyone other than
Mary is a DE environment, i.e., only Mary is a DE environment.
a. Only Mary read books.
= Not anyone other than Mary read books.
b. Only Mary read linguistic books.

= Not anyone other than Mary read linguistics books.

On the other hand, the current proposal also successfully predicts that the focused associate part of
only cannot license an NPI (see the example in (33) and Xiang 2017). In fact, as shown in (34), the focus

associate part of only is upward-entailing (UE), not meeting the licensing requirement of NPIs.

(33) a. Only [some kids]r came.
b. *Only [any kids]r came.
(34) The focus associate of only is an UE environment:
here Ax.poodle(x) € Ax.dog(x), while (34b) entails (34a). Thus the focus associate of only is a UE
environment.
a. Only dogs are cute.
= Not anything other than dogs are cute.
b. Only poodles are cute.

= Not anything other than poodles are cute.

4.4. The component any and “diminishing” meaning

Finally, by including an NPI within the semantics of only (see (20)), the current proposal also
explains the “diminishing” meaning in interpreting an only-sentence.

As illustrated by (35) and (36), intuitively, there is a subtle difference between the meaning of only
17 years old and that of not older than 17 years old: the former has a “diminishing” meaning, which
the latter lacks. This contrast suggests that the semantics of only contains something beyond the

meaning of negation and additivity (as expressed by the comparative morpheme -er in older).
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(35) Bill is only 17 years old.
= Bill is not any older than 17. (“diminishing” meaning)

(36) Bill is not older than 17 years old. (no “diminishing” meaning)

Presumably, if we consider NPI any a minimizer like “(even) slightly”, this “diminishing” meaning
can also be accounted for. As shown in (37), the negative comparative sentence Bill is not any older
than 17 entails the negative equative in (37a), which in turn entails the implicit comparison in (37b).
According to Sawada (2009)’s analysis, an implicit comparison like (37b) has the pragmatically
strengthened meaning that “a value slightly above 17” is already a young age, lower than the regular

contextual threshold of being old. This explains the “diminishing” meaning of the only-sentence (35).

(37) Bill is not any older than 17 (negating a comparative)
a. E Bill is not even as old as a value slightly above 17 (negating an equative)
b. F Even compared to a value slightly above 17, Bill is not old (implicit comparison)

5. Discussion and conclusion

In this paper, I have decomposed the semantic contribution of only into three components: negation,
additivity, and an NPI, and based on this proposal, the positive inference of an on/y-sentence is analyzed
as a scalar implicature. A lot of details of the current proposal still need to be worked out, but I believe
the current proposal is promising and advantageous when compared with some recent works on only.

Alonso-Ovalle & Hirsch (2022) maintain the view that an only-sentence presupposes the truth of the
prejacent and propose the insertion of a silent at least to account for the weakening effect (see (27) and
(28)). However, this analysis has a further burden to explain why an overt presence of at least is never

compatible with an only-sentence (see (38b)).

(38) a. Only two people came.

b. *Only at least two people came.

Crni¢ (2022) proposes that only conveys an exceptive/exceptional meaning. However, this view is
challenged by examples like (39), in which the percentage 90% cannot be considered exceptional. This

issue does not arise in the current proposal.

(39) Only 90% of the students passed the exam.

* This research was funded by NYU Shanghai Faculty Discretionary Fund and the Shanghai Municipal
Education Commission (Shanghai Oriental Talent Program, PI: L.Z.). For comments and discussion, I
thank Paul-André Mellies and the reviewers and audience of the 17" International Spring Forum of the
English Linguistic Society of Japan (ELSJ 17, Kyoto University, 2024) the 20" conference of Logic &
Engineering of Natural Language Semantics (LENLS 20, Osaka University, 2023). Any errors are mine.
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1. Introduction

Traditional analyses of epistemic modals within the update semantics framework typically avoid
adopting accessibility relations as a technical tool. Instead, there is a prominent tendency to treat
epistemic modalities as tests for the feasibility of an update process, an approach known as test semantics
(Veltman 1996). A key advantage of this approach is that it easily accounts for epistemic contradictions
(Yalcin 2007; see also Goldstein 2019b; Willer 2013), a phenomenon that poses challenges for canonical
accessibility-relation-based semantics.

The aim of this study is twofold: (i) I propose four dynamic systems based on accessibility relations
and demonstrate that System 4 is equivalent to test semantics (a related idea is also found in Goldstein
2019b, albeit with a different implementation). This serves as an attempt to integrate static and dynamic
semantics; and (ii) [ apply these systems to two empirical issues. The first concerns epistemic contra-
dictions, the primary motivation for test semantics. I show that a context-sensitive accessibility relation
is sufficient to account for this phenomenon. The second issue focuses on the paradox of free choice
(e.g., Aloni 2007, 2022; Goldstein 2019a, 2020; Simons 2005; Zimmermann 2000). By combining these
systems with the update rule for disjunction (Incurvati & Sbardolini 2023), I offer a novel dynamic
perspective to resolve this puzzle. A notable feature of this theory is that the derivation of free choice
does not rely on the notion of alternatives (see also Aloni 2022; cf. e.g., Aloni 2007; Simons 2005), but
instead hinges on the interaction between these systems and the dynamic update of disjunction.

The remainder of this paper is structured as follows. Section 2 reviews the background, emphasizing
why orthodox accessibility-relation-based modal logic struggles with epistemic contradictions and free
choice. It also introduces the basic framework of update semantics and test semantics for epistemic
modalities. Section 3 presents four systems: System 1 extends traditional update semantics by reintro-
ducing accessibility relations; System 2 addresses epistemic contradictions by incorporating context
sensitivity to constrain accessibility relations; System 3 centers on deriving free choice; and System 4

corresponds to test semantics. Finally, Section 4 concludes the paper.

2. Background

2.1. Puzzle 1: Epistemic Contradictions
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The following sentences with the logical form ¢ A ¢ =g, as shown in (1), seem odd because they
are considered epistemically inconsistent. This phenomenon is known as epistemic contradictions
(Yalcin 2007; see also Goldstein 2019b; Willer 2013).

(1) a. #Itisraining and it might not be raining. oA
b. # It is not raining and it might be raining. —p ASOQ

Classical accessibility-relation-based modal logic does not predict epistemic contradictions. Let a
triple M = (W,R,V) be a Kripke model, where W is a non-empty set of possible worlds w, R ©
W X W is an accessibility relation, and V is a valuation function. Here, R(w) = {w' € W | wRw'}
denotes the set of accessible worlds from w, and [@]" is shorthand for V(@,w). V(p,w) =1 iff

w € [¢]. The semantics of the classical system is as follows:

) a [l ={w | [o]" =1} c. lovyl=Ielulyl
b. [-el =W — ] d. [eAyl =leln¥l
(3) a. [C@]Y =1iffaw’ € R(w) s.t.w' € [¢] b. [C@] ={w ]| [l n R(w) # B}
4) a. [op]* =1iffvw’ € R(w)s.t.w' € [¢] b. [op] ={w | [e]l N R(w) = R(w)}

Next, we assume that the accessibility relation in M is reflexive, as defined in (5). Under this
relation, (6) is valid. When (6) holds, we derive (7). This result indicates that ¢ A &g is perfectly
consistent in classical modal logic. In fact, to predict epistemic contradictions, it is necessary to derive
@ E O¢. However, this derivation is not possible in the classical system unless the accessibility relation
satisfies Vw € W, R(w) = {w}. Under such a relation, ¢ =k O¢ = <@, meaning modal operators

become vacuous in this model.

(5) Reflexive: R isreflexive in M iff forany w € W,w € R(w).
(6) a. R isreflexivein M iffif M,w = O¢, then M,w & ¢.
b. R isreflexivein M iffif M,w & ¢, then M,w E <o.
(7) aa @AOap E CpAO—p ¥ L b. —=pACP E OapAOp ¥ L

In contrast, epistemic contradictions are easily explained in update semantics, which is a kind of
dynamic semantics. In update semantics, the meaning of a sentence is not interpreted in terms of its truth
conditions but in terms of how the sentence potentially updates an initial context, known as the context
change potential (CCP) (see e.g., Goldstein 2019b; Incurvati & Sbardolini 2023; Rothschild & Yalcin
2016; Veltman 1996; Willer 2013). Let C be a context (or information state), defined as a non-empty
subset of W. Similar to [-] in static semantics, we need an interpretation function that assigns a CCP
to a sentence in update semantics. Let [-] denote this interpretation function. In this framework,
assertion is modeled as an intersection. Thus, asserting a sentence ¢ in context C means taking the

intersection of C and [¢]. The traditional update semantics is defined as follows in (8):
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(®) a. Cle]=Cnle] b.  Cle AY] = Clo]ly] c. C[ne]l=C\Cly]

Additionally, in update semantics, epistemic modalities are treated as tests for the feasibility of an
update process, as shown in (9). This approach is known as test semantics (Veltman 1996). According
to this definition, for any context C, C[O@] = C, otherwise C[< @] = @. Hence, asserting a sentence
containing epistemic modals does not eliminate any w from C. This means that epistemic modalities

do not provide information but instead test whether ¢ can be updated in C.

9 a. C[Cp]={weC]|Clp]+ 0} b. Clop]={weC|Clp]=C}

Finally, let us confirm how test semantics handles epistemic contradictions. After updating C with
@, the local context C[¢] will be all @-worlds. Thus, C[¢—¢@] = @. Consequently, Clp A O—¢] =
@. Mutatis mutandis, the same explanation applies to C[—¢p A O] = 0.

2.2. Puzzle 2: The Paradox of Free Choice
Disjunctions embedded in the scope of an existential modal operator give rise to the well-known
paradoxical phenomenon of free choice inference (e.g., Aloni 2007, 2022; Goldstein 2019a, 2020;

Simons 2005; Zimmermann 2000). An example is shown in (10).

(10) a. Mary might have a dog or a cat. S(p V)
b. ~ Mary might have a dog A Mary might have a cat. QP AOY

As shown in (11), free choice inferences are not predicted in classical modal logic. Moreover, if we
add the free choice principle, as stated in (12), to the system, any < can be inferred from any <¢.

Due to the principle of explosion, a system containing free choice is inconsistent.

(1) [ (e vY)I¥ = 1iff 3w’ € R(w) s.t.w' € [p] U [Y]
iff w € {w | ([e] v [¥]) nRWwW) # @}
iff we{w|lplnRWw) = 0}u{w|[Y]nRWwW) + 0}
iff w € [C@] U [Oy]
iff [O@ v oYY =1
(12) Free choice principle: G(@ V) E Op A OYP

(13) Derivation of inconsistency:

a. <op Premise

b. Cp EOCPVOY Disjunction introduction
c. (CpVvoy)e ClpVvy) From (11)

d QOleVvy) ESpAOY Free choice principle

e. CONAQY EOY Conjunction elimination
f. OpEOY Explosion
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Note that test semantics does not predict free choice inferences either. All it guarantees is that there

isa ¢@-world or a -world in C, which is insufficient to derive free choice.

3. Proposal
3.1. System 1: Surface Dynamic

In the following four subsections, I construct four dynamic systems. I begin with System 1, which
is an extension of traditional update semantics by reintroducing accessibility relations. At the imple-
menttation level, I build upon and reformulate the system proposed by Incurvati & Sbardolini (2023) to
integrate this idea.

In their system, Incurvati & Sbardolini (2023) define a context as a pair ¢ = (C, <), where C € W
is a non-empty set of worlds, and < is a total pre-order on w within C. For any worlds w and v,
w < v signifies that w is at least as likely to be the actual world as v (see also van Benthem 2007).
In their system, the update process is divided into two stages (see also Farkas & Bruce 2010; Stalnaker
1978). The first stage is proposal prop, an operation that rearranges the order of worlds in the initial
context. The second stage is execution exec, which eliminates less likely worlds from the output of
prop. Broadly speaking, asserting an atomic proposition ¢ in context ¢ means that all ¢-worlds are
more likely to be the actual world than non-¢@-worlds. Subsequently, all non-¢@-worlds are removed from
context c.

Next, assume that for any world w in C, there exists a non-empty set R(w) = {w’' € W | wRw'}.
We can then consider w as shorthand for (w, R), where R(w) = {w;,..., w;,,}. This paper allows the
prop operation to rearrange the order of worlds w in C, based not only on w itself, but also on w' €
R(w). The output is then passed to exec. If a proposition does not affect the order of worlds, it indicates
that the proposition is completely supported by the context. However, this implies that the proposition
lacks informativeness. Therefore, unlike in test semantics, epistemic modals in this framework can
introduce new information. Let w’ be a variable, and let {w;,w;,1,...,Wj;n} represent a linearly
ordered set of worlds, where w; and w;,,, are the first and last elements, respectively. The update
process ends once each w and all elements in its corresponding R(w) have been checked. The

semantics of this system is represented as follows:

(14)  Clo]l = Cn{w e ol}
Clovyl = Cn{w|welpls.t.p €{p}}
Clo Ayl = (Cniw €[]} n{w € [y}
C[Op]l = Cn{iw|w € Rw) ={w;,...,wiin}s.t.w' € [@]}
Clogp] = (Cn{w|w; € RW) s.t.w; € [p]H) N...) N{w [ wiy, € R(W) s.t. Wiy € [o]}
(15)  clp] = exec(proplec(c))
clovy] = exec(propﬁec(prop;’iec(c)))
cloAy] = exec(propvd;ec(exec(propv(ﬁec(c))))
c[Cp] = eXEC(pT'OpV(ﬁHneR(W) (---(propv(ﬁieR(W)(C))))
cl0p] = exec(propl, cnu (- (€XCC(PIODy cnuy (@)
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(16) Proposal: (17) Execution:

a. propl..(c):=(C,<PWEC) a. exec(c) := (C Nnmin(c), < |CNmin(e))
b. propv(ﬁ,ER(W)(c) = (C, S¢'W’€R(W)) b. min(c) ={weC|vVveC,w<v}

(18)a. Vw,v € C,w <PYeC p iff w € [¢] and v & [@], or w € [¢] and v € [¢].
b. vw,veC,w €R(w) and v’ € R(w),w <PV ERW) 4, iff
w' € [¢] and v’ € [@], or w' € [@] and v’ € [¢].

Consider a situation with four possible worlds: w; = {@, ¥}, w, = {9}, w; = {}, and w, = 0,
all within context C. For simplicity, I will continue to use C to refer to the context when it is
unambiguous. The process of updating the context C with the atomic proposition ¢, the disjunction

@ V1, and the conjunction ¢ A is illustrated in Figures 1, 2, and 3, respectively.

dab

NI
l

¢
B

Figure 1: Updating the context with the atomic proposition ¢.

(7] 2
NEZ
l
“

2/

Figure 2: Updating the context with the disjunction ¢ V .

NEZ
l

¢
2/
!

Figure 3: Updating the context with the conjunction ¢ A .

Consider another scenario involving three worlds: w;, w,, and ws, where w; and ws are @-
worlds, while w, is a non-@-world. Assign to each world a non-empty set R(w). Suppose R(w;) =
{fwy, wy, w3}, R(wy) = {w,, ws}, and R(w3) = {w,,ws}. Updating the context C with & ¢ means
checking whether there exists a @-world in R(w) for each w. If so, w is proposed, and all other
worlds are excluded. In this case, since every world has a @-world inits R(w), updating < ¢ does not
eliminate any world. By contrast, updating C with O¢ involves verifying whether the first world in
each R(w) is a @-world. If it is not, w is removed from C. This process continues iteratively until
the last element in R(w) has been checked. Ultimately, for each w € C, all worlds in R(w) must be

@-worlds. In this scenario, the only world remaining in C is ws, as illustrated in Figure 4.
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(wy, R(wy) = {wq} wy, ws}) W ROvD—={wriworws})
e g, Rbwsy ) = fwsy we b
(w3, R(w3) = (w3, R(ws) = {wy,[w3})

Figure 4: Updating the context with O¢.

Two points need to be emphasized here. First, System 1 is essentially classical modal logic rewritten
in a dynamic style. Following the terminology of Rothschild & Yalcin (2016), I refer to this system as

surface dynamic. Second, System 1 does not yet predict epistemic contradictions or free choice.

3.2. System 2: Context-Sensitivity

The system described in the previous section does not yield insightful predictions regarding our
empirical concerns. To account for epistemic contradictions, we must further clarify the relationship
between R(w) and context C, both of which are sets of worlds.

System 2 assumes that the accessibility relation satisfies Yw € C,R(w) S C, which corresponds to
the relation termed informational by Goldstein (2019b). However, as discussed in Section 3.4, when the
stricter condition Vw € C,R(w) = C is met, modalities in this system can no longer provide new
information. An example of this accessibility relation is depicted in Figure 5. In this example, C =

{wy, wy, w3}, R(wy) = {wy, wa}, R(w,) = {w,}, and R(w3) = {w,}, satisfying Yw € C,R(w) S C.

([ RGwp) N

%) (—W3

O

Wy

\¢ /

Figure 5: An example of the accessibility relation in System 2.

When updating ¢ in context C, the resulting context will include only ¢-worlds. Since every
update process must ensure that R(w) remains a subset of C, all worlds in R(w) must also be ¢-
worlds. A natural way to maintain this accessibility relation is to eliminate not only all non-¢@-worlds
from C, but also any worlds in € whose R(w) contains a non-@-world. This elimination condition

can be incorporated into (18) as shown in (19):

(19)a. Vw,v € C,w <PWEC p iff
i. wel[e] and v & [¢], or w € [¢] and v € [¢@].
ii. vw' €R(w),w' €[] and Iv' € R(v), v’ ¢ [¢],
or Yw' € R(w),w' € [¢] and Vv’ € R(v),v" € [¢].
b. Vw,v€C,w’ € R(w) and v’ € R(v),w <V ERW) 4 iff
w' € [@] and v’ & [@], or w' € [@] and v € [¢].
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In this system, updating an extensional proposition ¢ yields the result ¢ & O¢. This aligns with
our expectations for epistemic contradictions, as @ A ¢—¢@ EL. In contrast, updating an intensional
proposition such as O¢@ or <@ does not entail ¢. Consider the example shown in Figure 5. Suppose
w, and w; are both ¢ -worlds, while w; is a non- ¢ -world. This toy model supports O¢
independently of ¢. The entailment relation in this system is ¢ E O¢ E <.

Although the current system is strong enough to derive epistemic contradictions, it may also be
overly restrictive. Consider the stricter condition Yw € C,R(w) = C. Suppose C contains both ¢-
worlds and non-¢@-worlds. When updating C with ¢, since for all w € C, there are non-@-worlds in
R(w), the system would eliminate all w from C. To avoid collapsing the context into an empty set, all
worlds in C would have to be ¢@-worlds. This results in an undesirable consequence: not only modal
sentences, but all propositions function as tests.

To address this problem, an alternative strategy can be adopted to satisfy the accessibility relation
vw € C,R(w) € C. Following Goldstein (2019b), accessibility relations can be constrained relative to
a state by introducing context-sensitivity (or information-sensitivity, as termed in Goldstein 2019b). This
is formally defined as R.(w) = {w’ € C | wRw'}. Under this condition, when updating ¢, it is
unnecessary to eliminate worlds in € whose R(w) contains a non-¢-world. Instead, the relation
Rcio)(w) = Rc(w) N Cle] is updated relative to the resulting context C[¢]. Consequently, all non-¢-
worlds are removed from both € and R;(w).

It is important to note that both strategies ensure the accessibility relation Yw € C,R(w) € C (an
empirical difference is that the former strategy, but not the latter, also predicts ¢ A =@ E1). The
crucial point is that, under this restriction, the entailment relation in System 2 remains ¢ E Ogp = <@.

When this relation holds, the system successfully predicts epistemic contradictions ¢ A &= EL.

3.3. System 3: Requirement of Proposability

System 3 addresses the paradox of free choice. A significant innovation introduced by Incurvati &
Sbardolini (2023) is that their system allows simultaneous updating of multiple propositions, particularly
in the case of disjunction. I align myself with this proposal and extend its implications.

First, the compositional interaction between disjunction and the existential modal operator, based on
System 1, is shown as follows. For now, the results remain equivalent to those of classical modal logic,
namely (@ V) © (O V OY).

20)a. C[O(pVvY)] = Cn{w|w €RW) ={w;,...,wints.t.w' € [pVyl}

vy vy

b c[O(p VI = exec(propfy’ ey, (Proplni, ())
(pmpv(ﬁiemm)
pmpvfived;z(m pmpxiaz(w)
= exec : (c) | = exec : (¢)
pmpv(ﬁ:ﬁeR(w) (pmpvq;imemw))
Propy, chw
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By applying the two-step updating procedure involving prop and exec, a notable difference
emerges between updating conjunctions and disjunctions. For conjunctions, since the update proceeds
sequentially, the first exec operation generates a local context c[¢@], and then the second prop is
processed within this local context. In contrast, disjunctions involve two prop operations within the
same initial context, making both disjunct-worlds more likely to be the actual world. This is followed
by a single exec. Consequently, a disjunctive assertion updates both disjuncts simultaneously without
generating any local context. The same logic applies to modal operators, as existential and universal
operators can be treated as generalized disjunctions and conjunctions, respectively.

This paper introduces a general principle in update semantics: the requirement of proposability,
defined in (21). According to this principle, ¢ can be proposed only if it is consistent with the context.
Combined with the assumption of simultaneous processing, a reasonable implication is that two proposi-
tions can be proposed in the same context only if each proposition holds true in at least one world within

that context. For disjunction, this means that both a ¢@-world and a -world must exist in the context.

(21) Requirement of proposability: For any proposition ¢ and context ¢ = (C, <), prop?(c) canbe
processed based on w € C or w' € R(w), only if C N [¢] # ©.

Several related but distinct ideas can be found in existing theories, such as non-emptiness in Aloni
(2022) and supercover in Simons (2005). However, the proposability requirement is less direct than
homogeneity in Goldstein (2019a) or genuineness in Zimmermann (2000) (see also Goldstein 2020). To
derive free choice, further constraints must be imposed on accessibility relations.

System 3 assumes that the accessibility relation satisfies Vw € C,C € R(w). An example of this
accessibility relation is illustrated in Figure 6. In this example, C = {wy, w3}, R(wy) = {wy, wy, w3},

and R(ws) = {wy, w3}, where w, lies outside C, satisfying Vw € C,C S R(w).

4 R(w)

W,

| C
Wy <—> Wg

NSRRORY

Figure 6: An example of the accessibility relation in System 3.

As discussed in Section 3.2, two strategies can be employed here. First, the accessibility relation can
be assumed to be context-insensitive (or information-insensitive, as termed in Goldstein 2019b). This
implies that for all w € C, R(w) remains unchanged relative to any context. Second, we can retain the
sensitivity of accessibility relations while assuming that they are not relative to the context C, but rather
to a broader state S = U,,ec R(W). Since € € R(w) € S for all w € C, R(w) remains unchanged.
Both strategies ensure that Vw € C,C S R(w). Under this accessibility relation, the entailment relation

in System 3 is O¢@ E ¢ = <.
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By combining System 3 with the proposability requirement, when updating < (¢ V ), since C N
[l #@ and CN Y] # @, and Vw € C,C < R(w), we obtain Vw € C, R(w) N [¢] # @ and
R(w) N [] # @. This yields the expected free choice inference O A O, In contrast, in Systems 1
and 2, even if the proposability requirement is valid, it does not play a functional role. Consequently,

Systems 1 and 2 fail to predict free choice.

3.4. System 4: Back to Test Semantics

Finally, System 4 demonstrates how the proposal returns to test semantics. In System 4, accessibility
relations are constrainedto Vw € C, R(w) = C. This condition is referred to as state-basedness in Aloni
(2022) and strongly world-insensitive in Goldstein (2019b). An example of this accessibility relation is
depicted in Figure 7. In this example, C = R(w;) = R(w,) = R(w3) = {wy, w,, w3}.

As discussed in Section 3.2, when accessibility relations are assumed to be insensitive to context, all
propositions in this system must function as tests. However, this prediction is overly strong. To address
this issue, we introduce context-sensitive relations R-(w) = {w’ € C | wRw'} as a theoretical mecha-
nism to exclude w from R(w). Under this restriction, it becomes clear that any update process always
satisfies Vw € C,R-(w) = C. The entailment relation in System 4 is ¢ == O E <.

Recall that updating ©¢ and O¢ in C results in the sets {w € C | 3w’ € R(w) s.t.w' € [¢]}
and {w € C|vw’' € R(w)s.t.w' € []}, respectively. Since each R (w), where w € C, always
contains the same worlds as the context C in System 4, it is straightforward to confirm that this system
is equivalent to test semantics.

Note that state-basedness imposes stricter conditions than the accessibility relation in System 2, and
both Systems 2 and 4 predict epistemic contradictions. Thus, we can conclude that System 4, namely
test semantics, is sufficient but not necessary for explaining epistemic contradictions. However, when
combined with the proposability requirement introduced in Section 3.3, System 4 also predicts free

choice inferences, as there must be both a ¢-world and a -world in every R(w) = C.

/Q "\

@(Wl) 0/

Figure 7: An example of the accessibility relation in System 4.

4. Conclusion

This paper explores the integration of static and dynamic semantics regarding epistemic modals. By
reinstating accessibility relations within update semantics, I have tentatively constructed four systems,
each defined by specific constraints on the relationship between R(w) and the context C. A related
idea can also be found in Goldstein (2019b), but the implementation of this proposal is primarily inspired

by Incurvati & Sbardolini (2023). A comparative summary of the four systems is presented in Table 1.
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Relationship between Entailment Epistemic  Free choice principle (with the
R(w) and C contradictions  proposability requirement)
System 1 | Unrestricted op E e X X
System2| Vw € C,R(wW) S C @ EDOp E O@ v X
System3|Vw e C,C SR(w) OpE@ECQ X v
System4 | Vw € C,R(w) =C @ = 0¢p E Cp v v

Table 1: A comparison of the four systems.

* T would like to thank the audience at ELSJ ISF17 and express my gratitude to the two anonymous
reviewers, as well as Naoko Komoto, Takeo Kurafuji, Osamu Sawada, and Linmin Zhang, for their

helpful comments and insightful discussions.
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1. Introduction

This paper aims to show that the movement of accusative arguments in Raising-to-Object
constructions (RtO) is optional in Japanese and obligatory in English. Typical data of RtOs in English
and Japanese are in (1) and (2), respectively. In (1), 4im is semantically the embedded subject but
receives accusative from the matrix verb. Likewise, in (2), kare ‘he/him’ is undoubtedly a subject of the
predicate mujitsu-da ‘be innocent’ in the embedded clause but is marked with an accusative case particle.
Much debate has been carried out on the structural position and the syntactic status of the accusative-
marked arguments in RtOs both in English and Japanese. Against this background, we argue that the

obligatoriness/optionality of RtO hinges on the presence/absence of p-agreement a language.

(1) John believes him to be innocent. (English)
(2) John-wa kare-o  mujitsu-da to shinji-tei-ru.
John-Top he-Acc innocent-Cop that believe-Asp-Pres

‘John believes him to be innocent.’ (Japanese)

It has been extensively claimed that, in English, the embedded subject undergoes raising to be the
matrix object position via A-movement with raising predicates, such as believe and prove, as illustrated
in (1). Three pieces of evidence for this movement are in order. First, in (3b), the raised argument is
promoted to the subject position in passives, which indicates that the DP (Argentina) is a matrix object
in (3a). This is not expected if the DP remains within the embedded clause as a subject. Next, in (4), the
matrix adverb can intervene between the raised argument and the embedded clause, which suggests that

the DP (his earnings) is a matrix object.’
(3) a.  We expect Argentina to win the World Cup.
b.  Argentina was expected (by everyone) to win the World Cup. (Polinsky 2013: 580)

(4) The chairman expected his earnings foolishly to show increases. (Polinsky 2013: 580)

Finally, Lasnik and Saito (1991: 11) argue that the A-movement in question obligatorily takes place with
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raising predicates in English, based on the observations made by Postal (1974: 120). The difference in
acceptability in (5) is telling. If ~im raises to the matrix clause and c-commands Bob in (5a), the contrast

below is naturally explained as a consequence of the Condition C violation in binding (Chomsky 1981).

(5) a.  *Joan believes him; [[# to be a genius] [even more fervently than Bob; does]].

b. Joan believes [[he; is a genius] [even more fervently than Bob; does]].

Based on these observations, we assume as a premise for discussion in this paper that raising predicates
in English induce obligatory movement of the subject from out of the embedded infinitival clause.’

On the other hand, when we look at Japanese counterparts, the situation drastically changes. Whether
movement of the embedded subject to the matrix object position is optional or obligatory in Japanese
has been controversial in the literature (Hiraiwa 2001; Kobayashi 2013; Takahashi 2021, among others).
Under such circumstances, we argue that the movement in Japanese RtO constructions is optional due
to its lack of @-agreement. The rest of this paper is organized as follows. In Section 2, we demonstrate
that Japanese raising predicates do not force A-movement from the embedded clause to the matrix clause.
Section 3 provides a syntactic analysis of the optionality of raising in Japanese and the obligatoriness in
English RtO constructions. In Section 4, we attempt to take our analysis one step further: We suggest
that the Symmetrizing Syntax framework (Narita and Fukui 2022) conforms our analysis of RtOs in
Japanese and English to the Strong Minimalist Thesis (Chomsky 2004). Section 5 concludes the paper.

2. Optionality of Raising-to-Object in Japanese

Let us observe several pieces of evidence that Japanese RtO optionally involves movement. We
focus on Kobayashi (2013) and Hiraiwa (2001).” In (6a), a Negative Polarity Item (NPI), rokuna-gakusei
‘good-student’, is not licensed by the matrix negation. It has been widely known that NPIs generally
require clausemate negation in Japanese, but the NPI in (6a) has no such licensor; hence, the expression
is ungrammatical. On the other hand, (6b) is grammatical, which indicates that the argument NPI is

raised to the matrix clause and licensed by the matrix negation, which is derivationally clausemate.

(6) a.  *Taro-wa [rokuna-gakusei-ga i-ru to] omow-anakat-ta.
Taro-Top good-student-Nom be-Pres that think-Neg-Past
b. Taro-wa rokuna-gakusei;-o [ & i to] omow-anakat-ta.
Taro-top good-student-Acc be-Pres that think-Neg-Past
‘Taro didn’t think that there were good students there.’ (Kobayashi 2013: 76)

Conversely, Hiraiwa (2001) demonstrates that embedded subjects in Japanese RtO constructions can
also stay in situ. In (7), the adverb mada ‘still/only’ modifies the embedded predicate and intervenes
between the accusative argument and the matrix subject. This indicates that the accusative argument
Mary-o remains inside the embedded clause. Moreover, since (7) allows another interpretation that John

still thinks that Mary is a child, it is safe to conclude that the raising is optional in Japanese.
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(7) John-ga [mada Mary-o kodomo-da to] omot-tei-ru.
John-Nom still Mary-Acc child-Cop that think-Asp-Pres
‘John thinks that Mary is only a child.’ (Hiraiwa 2001: 72)

The above observations from previous studies indicate that the object can remain in situ within the
embedded clause in Japanese RtO constructions. In this context, Takahashi (2021) has recently claimed
that RtO in Japanese is obligatory, just like in English. He claims that movement of arguments allows
adjuncts to take a free ride (Saito 1994), which makes the data in (7) consistent with the obligatory
raising analysis of RtO in Japanese. However, we argue that his argument does not necessarily hold. Let
us consider (8), in which two embedded clauses are coordinated. If Takahashi’s (2021) analysis was
right, then we would be forced to contend as follows: The accusative argument with an adjunct
undergoes A-movement out of each conjunct in (8). However, this movement violates the Coordinate
Structure Constraints (Ross 1967). Across-the-Board extraction is not an option here due to the non-
identity of the elements; hence, Takahashi’s (2021) analysis predicts that (8) should be ungrammatical.

Given that (8) is grammatical, the obligatory raising analysis makes empirically wrong predictions.

(8) John-to Mary-wa sorezore [gp [cp  rippani Bill-o  otona-da
John-and Mary-Top each admirably Bill-Acc adult-Cop
to] (sosite) [cp mada  Tom-o kodomo-da to]] omottei-ru.
that and still Tom-Acc child-Cop that think-Pres

‘John and Mary each think that Bill is a full-grown adult and Tom is only a child.’

An astute reader may say that the obligatory movement analysis is compatible with (8) if the data
involves VP-coordination with the matrix predicate omottei- ‘think’. However, this is not the case
because sorezore ‘each/respectively’ is not properly interpreted if omottei- is pronounced in the first

conjunct. That is, the intended distributive reading is impossible in (9).

(9) *John-to Mary-wa sorezore [&p [vp [cp rippani Bill-o
John-and  Mary-Top each admirably Bill-Acc
otona-da to] omotteori] (sosite) [ve[cp mada Tom-o
adult-Cop  that think and still Tom-Acc
kodomo-da to] omottei]]-ru.

child-Cop  that think-Pres
Intended: ‘John thinks that Bill is a full-grown adult, and Mary thinks that Tom is only a child.’

The data in (10b) is degraded when the argument together with the embedded adjunct undergoes A-
movement out of the embedded clause over another adjunct tsuyoku ‘strongly’, which belongs to the
matrix clause. Note that the structure before movement in (10a) is acceptable. Based on the observations,

we conclude that raising is optional in Japanese RtO constructions, contra Takahashi (2021).
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(10) a. John-wa tsuyoku [rippani Bill-o otona-da
John-Top strongly admirably Bill-Acc adult-Cop
to] omottei-ru.
that think-Pres
‘John strongly thinks that Bill is a full-grown adult.’

b. *John-wa [rippani Bill-o]; tsuyoku [ 4  otona-da
John-Top admirably Bill-Acc strongly adult-Cop
to] omottei-ru.

that think-Pres

So far, we have observed that raising in RtO constructions in English is obligatory, while it is
optional in Japanese. In the next section, we propose a syntactic analysis of the optionality of A-
movement in a comparative perspective: the differences in RtO constructions in Japanese and English
stem from the presence/absence of ¢p-agreement in these languages. The first question to be considered

below is why raising in RtO constructions is obligatory in English.

3. Analysis: ¢-agreement and the Optionality of RtO
We propose that the existence of ¢-agreement makes the movement obligatory in English. The raising
in English (1) is forced because the embedded subject DP must raise to the matrix clause to satisfy the

requirements regarding Agree and Labeling in (11a) and (11b).

(11)a. Unvalued @-features on the matrix verb must be valued via Agree.
b. Symmetric {XP, YP} (e.g., {VP, DP} in (1)) is labeled as <¢, ¢> via feature-sharing in the
sense of Chomsky (2013).

Along with Chomsky (2013, 2015), we dispense with Agree in a probe-goal fashion, and instead, we

assume the top-down Agree in (12):

(12) Minimal Search applies in a top-down fashion to a Syntactic Object (SO), and Agree occurs when
Minimal Search finds [uF] and [vF], one unvalued and the other with an inherent value, of equal
depth in the structure.

The schematic representations of English RtO constructions are in (13). In (13a), V cannot Agree with

DP; in the base position since V and D, are not of the same structural depth. In order to enter p-agreement

with V, DP, must internally Merge to the matrix clause to be of the same depth as in (13b).

(13)a.  [mawix DP1 T [ip PPy v [ve Viue) [Embeddea DP2 T [vp . . . 1111]

b.  [Marix DP1 T [\p PR v [V Viug) DP2 [Embedded PP2 T [1p . . . ]1]1]
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Adhering to the Extension Condition (Chomsky 1993, 1995), we assume Epstein et al.’s (2012) two-
peaked structure. The vP phasal complement in (13b) is immediately transferred upon Agree of V and
D»; hence, the derivation does not violate any constraints on interpreting the structure at the interfaces.
The tree diagrams of (13a,b) are shown in (14a,b). After raising, DP, undergoes ¢-agreement with the

matrix verb, rendering the otherwise unlabelable {VP, DP»} structure labelable, as in (14c¢).

(14)a.  <p.0> b. ;M; c. <¢g.p>
/\
DP, TP DP, TP
/\ T~
T Py T vP
ph P b WP
/\ /\
v VP
v VP o~
bp, TP
Dp, TP PN
PN T wP
T WP

Another possibility suggested by Jason Ginsburg (p.c.) can obtain the same result, possibly with no
recourse to the two-peaked structure, which requires counter-cyclic Merge. The derivation is depicted
in a tree-diagrammatic representation in (15). After completion of the embedded TP, the matrix V is
introduced, which is followed by internal Merge of DP; to the edge of the VP. This enables D, and V to
undergo @-agreement, and {DP,, VP} is labeled as <o, ¢> via feature-sharing in (11) (Chomsky 2013).

(15)  <o.0>
/\
DP, TP

PP, TP
PN
T P

Turning to Japanese, we argue that RtO in this language is optional because it lacks ¢-agreement to
begin with (Fukui 1988, 1995; Kobayashi 2022, among others). As long as (internal) Merge is free
(Chomsky 2004), the embedded subject may either move (raise) or stay in situ. Thanks to the lack of ¢-
agreement, the unconstrained Merge is in full force in Japanese (Fukui 2011: 90). Having demonstrated
that the difference in optionality of RtOs in Japanese and English is due to the presence/absence of o-

agreement, we will further elaborate our analysis to make it more parsimonious in the next section.*
4. RtO in the Framework of Symmetrizing Syntax (Narita and Fukui 2022)

In this section, we will go one step further and attempt to eliminate the two assumptions in (11) to refine

the current analysis in a more parsimonious manner so that it strictly adheres to the Strong Minimalist
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Thesis (Chomsky 2004). To this end, we adopt Narita and Fukui’s (2022) framework of Symmetrizing
Syntax. They contend that only symmetric SOs are interface-legible, and the SOs need no universal
labels for interpretation at interfaces, contra Chomsky (2013, 2015). For an SO to be interface-legible,
Narita and Fukui (2022) argue that the SO must be in Feature-Equilibrium (or F-equilibrium) in (16).

(16) Feature-Equilibrium (Narita and Fukui 2022: 41):
An SO X = {a, B} is in an F-equilibrium = 4 o and f share the identical formal feature F that is
detectable via the Minimal Search procedure S°(Z).

Let us turn back to English RtO in (17). The tree diagram of the embedded clause before raising
takes place is in (18a). As Narita and Fukui (2022: 203-207) have already noted, such SO created in the
course of derivation in RtO is not interface-legible since it is not in F-equilibrium.’ For the SO to satisfy
(16), DP; in (18a) must undergo obligatory raising to the object position so that it is in F-equilibrium in

terms of @-features. The derivation is depicted in the tree diagram in (18b) for ease of exposition.

(17) John believes him to be innocent. (=(1))

(18) a. T b.
DP, TP
S AN
D[¢] NP T P

Symmetrizing Syntax enables us to derive the difference in optionality of RtOs in Japanese and
English with no recourse to superfluous assumptions in (11a) and (11b).° Narita and Fukui (2022)
assume that Japanese lacks formal @-features in its lexicon (Fukui 1988, 1995; Kobayashi 2022, among
many others), which consequently means that no syntactic operation is conditioned by ¢-feature-
(a)symmetry in Japanese. In other words, Japanese RtO is optional as long as (internal) Merge is free
(Chomsky 2004) since F-equilibrium in (16) can be satisfied regardless of whether RtO takes place;
hence, the optionality of RtO in Japanese.’ For reference, a typical example of Japanese RtO is repeated

here in (19), whose structures with and without raising are in (20a) and (20b), respectively.

(19) John-wa kare-o  mijitsu-da to shinji-tei-ru.

John-Top he-Acc innocent-Cop that believe-Asp-Pres

‘John believes him to be innocent.’ =(2))
(20) a. VP b. —
T NP, VP
C/TP \'% T
_ C/TP \%
vP C/T — =
PN v T
NP, vP <N
NP, WP
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5. Conclusion

In this paper, we have proposed an analysis that the difference between RtO constructions in Japanese
and English stems from the presence/absence of ¢-agreement in these languages. A-movement in
Japanese RtO is optional because the language lacks @-agreement. On the other hand, A-movement in
English RtO is obligatory; otherwise, the derivation would crash at the interfaces with @-features left
unvalued. We have further demonstrated that Symmetrizing Syntax (Narita and Fukui 2022) accounts
for the comparative difference between Japanese and English RtOs in a more parsimonious way. Overall,
this study has successfully reduced the optionality of certain A-movement to Free Merge and differences
of agreement features in Lexicons; hence, the discussions in this paper support Functional
Parametrization Hypothesis in the Minimalist Program (Fukui 1988, 1995; Kobayashi 2022).

* We would like to thank two anonymous reviewers for their comments. Thanks also go to the audience

at the English Linguistic Society of Japan 17th International Spring Forum held at Kyoto University,

especially Jason Ginsburg and Koji Shimamura, for their comments. This work was supported by JSPS

KAKENHI Grant-in-Aid for Scientific Research (C) #JP21K00574. All remaining errors are our own.
NOTES

" One empirical observation can be problematic for the obligatory movement analysis of RtO in English

regarding subextraction out of the raised argument. For space reasons, we will not discuss it in depth
here. Readers are referred to Polinsky (2013) and the references cited therein for discussions.

2 Of note here is Lasnik (1999), who observes that English RtO shows reconstruction effects. Based on
the assumption that A-movement does not reconstruct, he claims that English RtO is optional. However,
it is unclear whether every instance of A-movement lacks reconstruction effects (cf. May 1977; Boeckx
2001, among others). Thus, the observations in Lasnik (1999) do not necessarily indicate that English
RtO is optional.

3 See Kuno (1976) and Tanaka (2002), among many others.

* Some may wonder what the label of {NP,, VP} in (19) is. The SO is symmetric, and there is no shared
feature(s) (i.e., ¢-features); hence, the SO remains unlabeled, unlike the English counterpart in (18). We
will see in the next section that this apparent problem is no longer a problem if we adopt the framework
of Symmetrizing Syntax (Narita and Fukui 2022). Note also that the labeling problem in question can be
resolved by simply assuming with Saito (2016) that arguments in Japanese are invisible from labeling.
However, whichever analysis is correct does not affect our analysis here. Thus, we will not discuss it
further in this paper.

> Note that labels in the tree diagrams are just for expository reasons.

% Fukui and Narita (2017) also suggest a similar idea regarding the optional A-movement in Japanese.

7 Again, labels are only for expository reasons.
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1. Introduction

In Mongolian, the suffix -aa, notated as RX in this paper,” is attached to a non-nominative element
and expresses three types of relations between that element and a local subject: anaphoric relation,
possessive relation and situational relation (Anisman 2010, Guntsetseg 2011, Janhunen 2012, Kullmann
and Tserenpil 2015). This is known as “Epenxuiinen Xamaaryynax Hexmer” in Mongolian grammar,
which literally means “universally relating condition/principle/rule”. This paper argues that this, which
translates as “the Reflexive-Possessive Rule” (RPR), is a special type of Binding Principle A by showing
that the properties of RX, the hallmark of RPR, resemble those of Principle A. RX and a reflexive marker
such as self resist a nominative host. Both RX-marked elements and self an anaphors are licensed/bound
by a local subject. RX is blocked by switch reference and self anaphors are not subject to rebinding. It
is demonstrated that the nature of Principle A is valuation of phi-features, which entails the evoking of
a reflexive feature, in a local domain. The relevant features sit on respective D heads, which are bare
phrases per se, and undego clustering. A consequence of the proposed analysis is that own in English is
a possessive reflexive pronoun (anaphor) and that sentences such as John loves his pictures, when
coreferentiality is assigned to the subject and the pronoun, involve an implicit own and therefore are

subject to Principle A, not to Principle B, with no violation of the latter.

2. Outlining Reflexive-Possessive Rule in Mongolian

The hallmark of RPR is RX. RX can be attached to either nominals or clauses excluding those with
nominative case. In this paper, we are particularly concerned with accusative marked objects. Objects
with RX can be divided into four types: object anaphor, possessive DP, DP containing a relative clause,
and object clause. We first discuss object anaphors. As shown below, only the simplex anaphor dér can
be used as an object, which is attached by RX. A complex form consisting of a personal pronoun and

oor 1s disallowed.

(1) Baatar 00r-1g-60 Stiimjil-sen.
Baatar-NOM  self-ACC-RX criticize-PST?
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‘Baatar criticized himself.’
(2) *Baatar ter/tliiin  66r-ig-60 Stitimjil-sen.
Baatar-NOM 3SG self-ACC-RX criticize-PST

‘Baatar criticized himself.’

Possessive DPs marked by RX display the following properties. First, the anaphor dér-in as the
possessor within the DP may or may not be overt. Second, 6or-in, whether overt or covert, must be
coindexed with a local subject. Third, when 6or-in is overt, RX is present on either it or the possessed

noun; when dér-in is covert, RX is present on the noun. These properties are illustrated below.

(3) Bat (66r-in)  lizeg-o-ee? mart-san.
Bat-NOM self-GEN pen-ACC-RX forget-PST
‘Bat forgot his own pen.’

(4) Bat 001-in-60 lizeg-ig mart-san.
Bat-NOM self-GEN-RX pen-ACC forget-PST

‘Bat forgot his own pen.’

An RX-marked noun can act as the possessor in objects, where the noun must be interpreted as a
possessum of the subject, as shown in (5). However, RX must not be present on the head noun of the

object phrase, as shown in (6).

(5) Bi naiz-in-aa zahia-ig uns-san.

Ist-NOM friend-GEN-RX letter-ACC read-PST

‘I read my friend’s letter.’ (Kullmann and Tserenpil 2015: 110)
(6) *Bi naiz-in zahia-ig-aa uns-san.

1st-NOM friend-GEN letter-ACC-RX read-PST

‘I read my friend’s letter.’

The properties of RX-marked possessive DPs are summarized in (7).

(7) Distributional paradigm of RX in object NPs

NOM GEN ACC
NP2; G6r-in-RX NP1
NP2; (667-in) NP1-RX
NP2; NP3j-in-RX NP

* NP2 NP3, NP1-RX

We now discuss RX-marked NP objects containing an object relative clause. With RX, the relative

subject is obligatorily genitive-marked and coreferential with the matrix subject. That is, the relative
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subject is the genitive anaphor 6or-in, which may be either overt or covert, as in (8). When it is overt,
oor-in can host RX, as in (9). However, it is mostly absent when there is another DP, for example, the

ablative bags-aas ‘from teacher’ in the relative clause in (10).

(8) Bi (60r-in) sur-san hiceel(-ig)-ee mart-san.
Ist-NOM self-GEN learn-PST lesson-ACC-RX forget-PST
‘I forgot the lesson that I learned.’

(9) *Bi 00r-in-60 sur-san  hiceel-ig mart-san.
1st-NOM  self-GEN-RX learn-PST lesson-ACC forget-PST

‘I forgot the lesson that I learned.’

(10) Bi bags-aas-aa sur-san hiceel(-ig)-ee mart-san.
1st-NOM teacher-ABL-RX learn-PST lesson-ACC-RX forget-PST
‘I forgot the lesson that I learned from my teacher.’ (Bai and Cao 2024)

If the relative subject is not coreferential with the matrix subject but is possessed by it, then RX is
attached to it, as in (11). RX cannot be present on the noun modified by the relative clause, as in (12).
The noun modified by the relative clause, which is possessed by the matrix subject, can host RX in the

case of subject relative clauses, as in (13).

(11) Bi bags-in-aa zaa-san hiceel-ig mart-san.
1st-NOM teacher-GEN-RX teach-PST lesson-ACC forget-PST
‘I forgot the lesson that my teacher taught.’
(12) *Bi bags-in zaa-san hiceel-(ig)-ee mart-san.
Ist-NOM teacher-GEN teach-PST lesson-ACC-RX forget-PST
‘I forgot the lesson that my teacher taught.’ (Bai and Cao 2024)
(13) Bi hiceel zaa-san bags(-ig)-aa mart-san.
Ist-NOM lesson teach-PST teacher-ACC-RX forget-PST

‘I forgot my teacher who taught a lesson (to me).’

These properties are summarized in (14).

(14) Distributional paradigm of RX in object NPs with (object) relative clauses

NOM GEN ACC
NP2; 66r-in-RX NP1
NP2, (667;-in) NP1;-RX
NP2 NP3;-in-RX NPJ;

* NP2 NP3, NP1;-RX

In the final case in which RX is used in object clauses, similar distributional properties are observed
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with RX. The embedded subject 6or-in, the genitive anaphor coindexed with the matrix subject, may or
may not be overt, as exemplified in (15). When it is not overt, RX is hosted by the embedded verb, as
exemplified in (16).

(15) Bags (60r-in) buruud-san-aa meder-sen.
teacher-NOM  self-GEN  go wrong-PST-RX admit-PST
‘The teacher admitted that he was wrong.’

(16) Bags 00r-in-06 buruud-san-ig meder-sen.
teacher-NOM  self-GEN-RX go wrong-PST-ACC  admit-PST

‘The teacher admitted that he was wrong.’

If the embedded subject is not coindexed with the matrix subject but is possessed by it, RX is present

on it, but not on the verb, as shown below.

(17) Bi bags-in-aa buruud-san-ig med-sen.
1st-NOM teacher-GEN-RX go wrong-PST-ACC  know-PST
‘I realized that my teacher was wrong.’
(18) *Bi bags-in buruud-san-aa med-sen.
1st-NOM teacher-GEN go wrong-PST-RX know-PST

‘I realized that my teacher was wrong.’

These properties are summarized in (19).

(19) Distributional paradigm of RX in object clauses

NOM GEN ACC
NP1, 667-in-RX \Y%
NP1, (667-in) V-RX
NP1 NP2-RX \%

* NP, NP2, V-RX

We now arrive at the following conclusion. RX requires coreferentiality between the subject and the
object, between the subject and the possessor contained in the object, or between the matrix subject and
the subject of the embdded clause (including a relative clause and an object clause). When
coreferentiality fails, RX must not be present. That is, RX is incompatible with switch reference (SR)

of subjects. Let us formulate this as follows.
(20) RX requires the coreferentiality between X, X being a subject, and Y, Y being

a. an object, or

b. a possessor, or
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c. asubject (other than X), and

d. c-commanded by X in a local domain.

As indicated by the examples discussed above, the smallest clause that contains both X and Y serves to
be a local domain. That is, Y must not be licensed by a non-local subject. In (21) and (22), the RX-
marked nouns are obligatorily interpreted as possessed by the embedded subject, not by the matrix

subject.

(21) Baatar Bat-in muur-(ig)-aa  lins-sen-ig har-san.
Baatar-NOM Bat-GEN cat-ACC-RX  kiss-PST-ACC  see-PST
‘Baatar saw that Bat kissed his cat ( = Bat’s cat).’

(22) Baatar Bat-in bags-aas-aa zeel-sen nom-ig-ni uns-san.
Baatar-NOM Bat-GEN teacher-ABL-RX borrow-PST book-ACC-PSS[3] read-PST

‘Baatar read the book that Bat borrowed from his teacher ( = Bat’s teacher).’

As exemplified in (23), the RX-marked 667 must refer back to the embedded subject.

(23) Baatar; Dorz;-ig O01+i-1g-060 Stitimjil-sen-ig har-san.
Baatar-NOM  Dorz-ACC  self-ACC-RX criticize-PST-ACC ~ see-PST

‘Baatar saw that Dorz criticized himself (= Dorz).’

If oor refers to the matrix subject, it must not be RX-marked but PSS-marked, as exemplified in (24).

(24) Baatar; Dorz;-ig O0ri+-ig-ni Stitimjil-sen-ig med-ne.
Baatar-NOM  Dorz-ACC  self-ACC-PSS[3] criticize-PST-ACC  know-PRS

‘Baatar knows that Dorz criticized him (= Baatar).’

Note that in these examples, the RX-marked element must be coindexed with a local subject. In summary,

RPR has the following properties.

(25) Properties of RPR with RX as its hallmark:
a. RX resists a nominative host;
b. RX s licensed by a local subject;
c. RXresists and is blocked by SR.

3. Reflexive-Possessive Rule as Binding Principle A
The three properties of RX discussed above resemble three properties of English se/f'in a binding
context: selfis never attached to a nominative pronoun, is combined with pronouns to form anaphors

that are bound by a local subject, and cannot be bound for the second time.

266



(26) NOM-resisting property: *Chris; said [cp that himself; was appealing].
(27) Local-binding property: John made her; love herselfi.
(28) Rebinding-resisting property: [cp Heidi; believes [pp Martha;’s description of herselfs;]].

This suggests that RPR in Mongolian is a type of Binding Principle A. The resemblance of the NOM-
resisting property and that of local-binding/licensing are quite straightforward. The following
description helps to clarify the resemblance between the third property of RPR (the SR-resisting property
of RX) and that of Principle A (Rebinding-resisting property of self). In (12), for example, SR is obtained
between the subject of the relative clause and the matrix subject, which leads to the failure of RPR. This
is because hiceel ‘lesson’ is first associated with the local subject bags ‘teacher’ before the merger of
the matrix verb,’ and then it (hiceel) enters into an association (possession) relation again, but with the
matrix subject this time. That is, RPR applies to the same item twice, leading to ungrammaticality.
Similarly in the mono-clausal sentence (6), zahia ‘letter’ is possessed by naiz ‘friend’, where RX would
be licensed by naiz. However, after the possessive DP naiz-in zahia ‘friend’s letter’ is merged with the
verb uns ‘read’, zahia will enter into a new possessive relation by virtue of being involved in the event
of reading, which the subject initiates, and therefore it calls for RX again. However, one RX fails to go
for two possessive relations at the same time. That is, zahia, the host of RX, fails to be interpreted as a
proper possessum; in other words, the two distinct possessive relations involving the same possessum
cannot be properly interpreted at LF. Consequently, the derivation crashes. As with this, in (23), Martha
binds (her in) herself; therefore, there cannot be another NP, say, Heidi, to bind it. If Aerself is bound
twice, the derivation crashes.

Given this, it is reasonable to say that Principle A with self can be viewed as a type of simplex
dependence in the sense that in, for example, John loves pictures of himself, the subject John and him in
the anaphor him-self are coreferential, where self is employed as a marker of the
coreferentiality/reflexivity. In contrast, RPR is a complex dependence in the sense that in, for example,
(3), Bat and the pronoun oor-in ‘own’, the genitive form of oor ‘self’, are coreferential, where RX is
employed as a marker of the coreferentiality/reflexivity. Morphologically, self is always present on the
pronoun, as in (29), whereas RX is present on either the reflexive pronoun (anaphor) 6ér-in, as in (4),

or the possessed noun, as in (3).

(29) John; loves pictures of him;-self.

For Principle A with self, the binder and the bindee occur simply as an antecedent, e.g., John in (29),
and the accusative pronoun in an anaphor, e.g., #im in him-self. In contrast, for RPR, the binder occurs
as a nominative subject, e.g., Bat in (3) and (4), and the bindee occurs as the genitive pronoun d6r-in,
which is optionally present at PF. Most importantly, both the reflexive markers sel/f' and RX are attached
only to non-nominative elements that resist rebinding and both are licensed by a local subject.
According to Kratzer (2009: 216), phi-features are transmitted from a local verbal head such as v to
anaphors in a binding context. Reuland (2020), however, argues that binding is feature valuation, not

feature transmission, that starts from Spec of TP. On this basis, with a detailed review of them left out,
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we argue that binding is valuation of phi-features on D in the bound position by those on DP in Spec of
vP and that by this binding, the reflexivity feature [ref] is evoked so that an anaphor is coindexed with
the DP. Before elaborating on this, we look at the internal organization of possessives and anaphors.
Following Davis (2023), possessive pronouns in English spell out the fused outcome of the head D
and the material in its Spec. On the basis of a bare phrase structure theory of labeling (Chomsky 1995a,
b), in which non-projecting heads are equivalent to phrases, Davis (2023) assumes that a bare determiner
D2 occupies Spec of D1. Applying this analysis to Ais pictures, we obtain (30). After (30) is built, fusion
applies so that D2 and D1 are bundled as a single node, with their features clustered on it.® Next, the VI
rule applies to this structure. As a result of, 4is as a single morpheme spells out multiple syntactic nodes

in a “portmanteau’ fashion, as in (31) and (32).

(30) Initial structure: [pp1 D2phij [p1» D1pposs) [n pictures]]]
(31) Fusion applies: [pp Dyiphi, poss) [N pictures]]
(32) VI applies: [pp his [~ pictures]]

Under this analysis, possessive pronouns are not lexical items but clusters of phi-features and possessive
features. Extending this analysis to anaphors, we argue that there is a third feature, namely, [ref], for
reflexivity, along with [phi] and [poss] in the lexicon. We then obtain (33) as an initial structure for
himself. Applying fusion and VI to (33) afterwards creates the anaphor. With the value of [phi]
transferred to D2 from a DP within a local domain, the anaphor occurs as the bindee and the DP occurs
as the binder. This leads to the evoking of [ref], which is realized as a reflexive marker such as self and
RX. When [phi], [poss] and [ref] are all present, they give rise to a reflexive possessive pronoun such
as tiitin-ne oor-in ‘his/her own’. The following structures represent the portmanteau formation of #itin-

ne oor-in and the valuation of [phi].

(33) Initial structure: [ ... of [pp1 D2pphij [ D1jrer; 1]]

tilin-ne  60r-in
This analysis extends to Aimself in (29), in which himself is bound by John. However, himself is an
anaphor but not a reflexive possessive pronoun. But does English really lack a reflexive possessive

pronoun as a counterpart of (¢iiin-ne) 6or-in in Mongolian?

4. Implications for English: Own as a reflexive possessive pronoun

The following properties are notable for d6r-in, the genitive form of 6dr, which suggests that it is a
reflexive possessive pronoun. First, it must be coreferential with the subject. Second, it is ommittable,
remaining an implicit element, with RX present on the possessum. Third, it can be preceded by a

possessive personal pronoun, for example, tiiin-ne ‘his’, which is mostly absent at PF.

(35) Baatar; nom(-ig)-00  mart-san.
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Baatar; 00ri-in ~ nom(-ig)-00  mart-san.
Baatar; tiiiini-ne  00ri-in nom(-ig)-00  mart-san.
Baatar 3SG-GEN self-GEN book-RX forget-PST

‘Baatar forget his (own) book.’

Importantly, English has what has been called an adjectival pronoun, namely, own,” which behaves in
the very same way as ddr-in. As shown in (36), own must be coreferential with the preceding possessive
personal pronoun and the subject, as is the case with dér-in. In addition, own can be omitted because the

possessive relation can be expressed by the genitive pronoun.

(36) John; loves [his;own; pictures].
*John; loves [his;own; pictures].
*John; loves [hisjown; pictures].
*John; loves [his;own; pictures].

*John; loves [hisjowny pictures].

An important difference between ddr-in and own lies in the fact that 6or-in can be present in the
possessive DP, with a personal pronoun such as titin-ne ‘his’ absent (at PF), whereas own, when present,
must be preceded by a personal pronoun such as Ais. This difference is arguably attributed to the
parametric fact that Mongolian is a zero-determiner language much like Japanese and Chinese, whereas
English is not. Importantly, the properties of 66r-in and own as instantiating Principle A are not affected
by this difference. The eligible sentence in (36) can be paraphrased by John; loves [pictures of him;-
SELF], in which of himself is functionally equivelant to his own, both encoding the meanings of
possession and reflexivity.

Tying this with the property shared by own and the possessive reflexive pronominal dér-in, it is
reasonable to say that one s own is a possessive reflexive pronominal with a complex morphology. This
is a challenge to a previous claim (Truswell 2014: 226, for example) that English does not have a
possessive reflexive pronominal. It then turns out that what does not exist in English as previously
claimed is oneself’s and what does exist is a possessive reflexive pronominal, namely, one s own. Notice
that one s own is not a lexical item stored in the lexicon but a constellation of multiple lexical items.

Consequently, (36) is subject to Principle A, not to Principle B. This accounts for why such sentences
give rise to the prima facie violation of Principle B. Specifically, in (37), there is an implicit possessive
pronoun own, as illustrated in (39), which is not true in (38). In (39), the complex &is own as a whole

behaves as a possessive anaphor.
(37) John; loves his; pictures.
(38) John; loves his; pictures.

(39) John; loves his; own; pictures.

It then follows that the so-called “lexical” ambiguity of the possessive pronouns such as Ais between a
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reflexive and a pronoun (Truswell 2014: 224) is in fact a structural ambiguity, as fleshed in (40) and

(41). We apply the analysis presented in section 3 to his own as follows.

(40) [cp John; loves [pp his; [x pictures]]]
(41) [cp John; loves [pp his; [pp own; [~ pictures]]]]
(42) Initial structure: [ppi D3[phi] [p1> D2rery [ D1 Dl[poss] [~ pictures]]]]

Unlike the case of his pictures, both fusion and the VI rule apply twice throughout (42) and (43). When
they apply to D3phij and D1ppessy, Ais spells out their fused outcome, i.€., Diphi, poss), @s in (44), and when
they apply to D2 and D1pposs), own spells out their fused outcome, i.€., Dyrer, possj. Importantly, after the
application of fusion, DP becomes a layered projection, containing two D heads. The higher D takes

care of personal possession, and the lower D takes care of reflexive possession.

(43) Fusion applies: [pp Diphi, poss] [DP Diref, poss] [N pictures]]]
(44) VI applies: [pp his [pp own [n pictures]]]

Note that the features [ref] and [poss] are bundled on the lower head D, which leads to the possessive

reflexive property of own. Valuation of [phi] takes place, and [ref] is evoked, as shown below.

(45) [Tp [vp Sbj[pzhi] [Dp D[p}':i,poss] D[reﬁ/f\OSS] [NP ] ] ] ]

his own

5. Conclusion

This paper argued that RPR in Mongolian is a special kind of Principle A by showing that RPR has
three important properties resembling those of Principle A. Regarding the implementation of binding, it
was argued that [phi] on the D head is valued by [phi] on the subject within a local domain.

The proposed analysis has four consequences. First, anaphors are not necessarily the hallmark of
binding since they can be absent at PF. Second, there are implicit possessive anaphors. Third, Engish
own is a reflexive possessive pronoun (possessive anaphor), functionally equivalent to Mongolian 607-
in, and can be absent at PF. Fourth, English possessive pronouns such as zer are not lexically ambiguous
between non-reflexive and reflexive pronouns.

It is hoped that further exploration will reveal more facts about Principle A both in Altaic languages
centering on Mongolian and English-type languages on the one hand and syntactic generalizations of

binding on the other hand.

NOTES
! This work was supported by NSSFC (grant number: 21XYYO018).
2 RX, being subject to vowel harmony, has four allophonic morphemes, -aa, -ee, -oo and -66, which do
not differ from each other syntactically and semantically.

3 The abbreviations to use in this paper include ACC: accusative, GEN: genitive, NOM: nominative,
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PRS: present, PSS: possessive suffix, PST: past, and RX: reflexive-possessive suffix.

* The accusative marker -ig is mostly not overt, without affecting the use of RX. However, for the
anaphor éor, it must be overt.

3 The possessive relation signaled by RX does not necessarily entail a literal ownership; associative
possession, situational possession, and alienable/inalienable possession can all be possessive relations
in a broader sense.

% Fusion here, a term of Distributed Morphology (Halle and Marantz 1993; Embick and Marantz 2008),
refers to a syntactic operation that gets two (or more) nodes united into one before the application of the
morphological operation VL.

" In Present-Day English, own is often labeled “adjective”. However, it differs from stacked adjectives

in many respects and displays properties of pronouns or determiners (Konig and Vezzosi 2008).
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1. Introduction

It is well known in the literature that wh-argument in Japanese is not subject to the island effects.
However, there is only one exception: a wh-adverbial naze “why” respects them. I will argue that the
asymmetry between wh-argument and wh-adverb naze follows from their different feature specification.
More concretely, I will demonstrate that naze “why” in Japanese lacks a focus feature, while other wh-
phrases bear wh- and focus features. In addition, I demonstrate that this complex feature specification

makes the extraction of an ordinary wh-phrase from syntactic islands possible.

2. Asymmetry between Wh-nominals and Wh-adverb Naze
It is well known in the literature that Japanese does not exhibit complex NP and adjunct island effects,
as illustrated in (1a) and (1b): that is, the wh-phrases within the islands can take scope over the matrix

clause. The paradigm in (1c), which involves wh-island, is not perfect but marginally acceptable.

(1) a. Kimi-wa [[ dare-ga kaita] hon]-ga sukina no? (Takita and Yang (2014:214))

you -top Who-nom wrote book-xom  like  Q
‘Who is the person x such that you like [the book [that x wrote]]?’

b. [Syatyoo-ga  dare-o Tookyoo-ni yattara]umaku iku no?  (cf.Richards (2000:193))
[president-nom Who-acc Tokyo-par send-if well go Q

“Who the hell with things go well [if the president sends to Tokyo]?’

c. 7?7 John-wa [ Mary-ga nani-o katta kadooka] Tom-ni tazuneta no?
John-top Mary-nom What-acc bought whether Tom-par asked Q
‘What did John ask Tom whether Mary bought t?° (Watanabe (1992:270))

However, there is one exception to this generalization: wh-questions with wh-adverbial naze exhibits

the island effects. Naze “why” placed inside the islands cannot take matrix scope, as in (2).
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(2) a.*John-wa [xp [cp sono hon -o naze Kkatta] hito]-o sagasiteru no (Saito (1994:205))
John-top that book-acc why bought person-acc looking-for Q
‘Q John is looking for [the person [that bought that book why]]’

b.*Kimi-wa [cp Mary-ga  naze sono hon-o katta kadooka]siritai no

you -top Mary-xom Why  that book-acc bought whether want-to-know Q
‘Q you want to know [whether Mary bought that book why]’ (Saito (1994:205))
c.*[Syatyoo-ga  Taroo-o Tookyoo-ni naze yattara] umaku iku no?

[president-nom Taroo-acc Tokyo-par ~ why send-if well go Q
‘Why will things go well [if the president sends Taroo to Tokyo t]?” (Richards (2000:203))

In the following, I will attempt to explain the asymmetry we found between wh-nominals and wh-

adverbs with regard to island effects.

3. Feature Specifications for Wh-phrases
3.1. A ban on double foci in Japanese

Before going to the main proposal of this presentation, we examine the feature specifications of
naze and other wh-phrases, focusing on the bare binary combination construction and Intervention
Effects in Japanese.

It is cross-linguistically observed that the ordinary wh-phrase and focus phrase compete for the
same position (Giuliano et al. (2018)). Bare binary combination construction in (3) provide empirical

evidence for this incompatibility. The right-hand elements (7aroo) are focused in this construction.

(3) a. Naze Taroo? b.*  Nani/dare/doko/... Taroo? (Takita and Yang (2014:218))

why Taroo what/who/where Taroo

In (3), naze ‘why’ can appear in the relevant construction, while ordinary wh-phrases cannot in Japanese.
Based on this fact, Takita and Yang (2014) argue that naze does not involve focus feature, while other
wh-phrases have their own focus feature inherently.

Another argument to show that naze may lack the focus feature comes from Intervention Effects in
Japanese. In Japanese, focus elements cannot precede a wh-phrase, as in (4) (Hoji (1985), Beck (1996,
2006), Tomioka (2007a,b), Giuliano et al. (2018), among others).

(4) a.?*Daremo/?* Ken-sika  nani-o yom-ana-katta-no? (Tomioka (2007:98))

Anyone/  Ken-only  what-acc read-nec-past-q
‘What did no one read?’

The source of Intervention Effects in Japanese has been controversial. Giuliano et al. (2018) claim that
the intervention effects is a reflection of a more general restriction on double foci. Given this, the
unacceptability of (4) would indicate that the ordinary wh-phrase have focus feature. However, there is

only one exception of the Intervention Effects in Japanese. Unlike the case with wh-arguments, the
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causal wh-phrase naze “why” in Japanese immune to the effects. (Miyagawa (1999), Ko (2005, 2006),

among others).

5) * Hanako-sika[ naze sono hon-o] kaw-anak-atta no? (Kawamura (2007:206))
Hanako-only naze that book-acc buy-neg-pst Q
‘Why that book, did Hanako read?’

Given the contrast between (4) and (5), we can conclude that the Intervention Effects disappear or at
least be weakened with naze-question since the causal wh naze “why” in Japanese is not focus and does
not compete for a unique position with the preceding focus elements. Taking the above discussion into

consideration, I assume the following feature specification for the C and wh-phrases in Japanese.

(6) Feature Specification
a. Interrogative C : [Foc] [Q] [uOp] c. wh-arguments : [uFoc] [uwh] [Op]
b. Interrogative C for naze ‘why’ : [Q] [uOp] d. naze ‘why’ :Juwh][Op]

Before turning to the main proposal of the current discussion, let us confirm the assumption that our
analysis capitalizes on. First, we assume that not only wh-adverbs but also whi-nominals undergo wh-
movement to Spec CP where they take scope. I further assume that at least one wh-phrase must move
to the sentential initial position in overt syntax to type the sentence as wh-interrogative. Given these

assumptions, turning to the explanation on the peculiar behavior of why-question.

4. Proposal
4.1. Adjunct Island
As noted above, wh-nominals are not subject to island constraints, while the causal wh-adverb naze

respects them. Let us first consider the case with adjunct island.

(7) a. * [Syatyoo-ga Taroo-o Tookyoo-ni naze yattara] umaku iku no? (=(20))

b. [Syatyoo-ga dare-o Tookyoo-ni yattara] umaku iku no? (=(1¢))

Notice here that Japanese allows long-distance in-situ why-questions, as in (8).

(8) Hanako-ga [ Taroo-ga mnaze kuru to]itta no? (Ko (2006:322))
Hanako-nowm [ Taroo-vom why come C] said Q

‘What is the reason x such that Hanako said that Taroo will come for x?’

In (8), naze ‘why’ seems to move successive-cyclically via embedded spec CP to the matrix spec CP to
take a wide scope. Then, the question arise here is that why raze in (7a) cannot move across the edge of
the conditional conjunct clause. To put it another way, the edge of the adjunct clause headed by -tara

“if” in (7a) is not available as a landing site for the successive-cyclic movement of naze despite the edge
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is not occupied in overt form. Haegeman (2010) argues that temporal and conditional adverbial clauses
are derived by operator movement to the left periphery. Given this, the sentence in (7a) is schematized
as in (9).

©)) * [cp C Syatyoo-ga [cp Op (if) [ [rinpr Op-[Taroo-o Tookyoo-ninaze yattara] umaku iku no?
[Op] [Olp(W}D]

RM violation *

In the literature, it has been observed that a constituent with the feature o blocks extraction of another
constituent with the same feature (=Relativized Minimality (RM)). In addition, Rizzi (2004) proposes
the feature-based RM and argues that the elements with the same feature of the same class cause the
intervention effects.

Following Rizzi’s (2004) insight, I postulate an operator class for the RM; a more general Op
feature is assumed for the elements that create operator-variable configuration. In other words, features
that trigger operator movement belong to the same class with regard to the RM. For example, in (9),
since naze and conditional operator are both belong to the operator class. Therefore, naze cannot moves
to the sentential initial position across the intervention operator; otherwise the sentence would induce
the RM violation. It must be noted here that literature have shown that elements with additional
properties can successfully overcome the blocking effect induced by a.' For example, Starke (2001)
argues that RM effect induced by a can be overcome if the moved constituent has an additional feature
B, as in (10).

(10)a * Zo....Yo...Ze b. ZaP... Yo... Zep

Recall here that the ordinary wh-phrases bear both focus and wh-features. If our discussion is on the

right track, the wh-argument in (7b) is assumed to have an additional Op feature, as illustrated in (11).

(11)  [cp_ C Syatyoo-ga [cp Op (if) [ [rine Op-[dare-o Tookyoo-ni yattara] umaku iku no? (=(7b))

[Op] [Op(=uwh)]
[0p (~uFoo)]

In (11), the RM violation is obviated due to an additional Op feature associated with dare.
4.2. Complex NP Island
As with adjunct islands, complex NP islands exhibit the same kind of asymmetry; the wh-adverb is

subject to the island, but whi-nominals are not, as in (12).

(12) a. * John-wa [xp [cp sonohon -0 naze Kkatta] hito] -0 sagasiteru no (=(2a))

b. Kimi-wa [np [cpdare-ga  kaita] hon]-ga  sukina no? (=(1a))
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Kaplan and Whitman (1995) propose CP analysis for the Japanese relative clause and argue that the
relative clause in Japanese involves a relative operator movement. Following their argument, I assume

the complex NPs in Japanese contain the relative operator in its specifier position of CP, as in (13).

(13)  * John-wa [xp [cp SOno hon -o naze Kkatta] hito] -o sagasiteru no ((=12a))

(14) * [...__CJohn-wa [np [cp Opi C [tp [np €i] sono hon-o naze katta] hito] -o sagasiteru no

% T RM violation [Op] [O|p:I

Since the wh-operator on naze and the relative operator both involve Op feature, the configuration in
(14) induces the RM violation. Again, in (12b), the RM violation would be resolved due to the additional

focus feature on nani ‘what’. Thus, the sentence in (12b) is regarded as completely grammatical.

4.3. Wh-island

As noted above, both wh-arguments and wh-adverbs are sensitive to wh-islands in Japanese.

(15) a. * Kimi-wa [cp Mary-ga naze sono hon-o katta ka dooka] siritai no (=(2b))
b. ?? John-wa [ Mary-ga nani-o katta kadooka] Tom-ni tazuneta no? (=(1b))

(15a) is completely unacceptable as a question that asks the reason x such that Mary bought that book
for that reason x. In addition, unlike the case with complex NP and adjunct island, the wh-argument
nani-o “what-acc” also exhibit wh-island effects. However, (15b) is still judged more acceptable than
(15a). In this presentation, I will take the position that this asymmetry is significant enough to call for
an account in this presentation. Let us consider the wh-island effects first. As for the wh-island effects,
I will refer to the Activation Condition of Chomsky (Chomsky (2000, 2001)), according to which an

element X can participate agreement relation only if it has an uninterpretable feature.
(16) * What do you wonder [cp t; C [1p John bought t; (when)]]

In (16), wh-phrase first moves to the embedded Spec CP in order to be consistent with the Phase
Impenetrability Condition (PIC) (Chomsky (2000, 2001)). Once the wh-phrase moves into the
embedded Spec CP, its uninterpretable wh-feature is deleted and becomes invisible for further movement.
Since the wh-phrase cannot move to the matrix Spec CP and check the wh-feature on matrix C via a

agreement, the derivation in (16) would crash. The same holds for the whi-questions in Japanese.

(17) a* Kimi-wa [cp Mary-ga naze sono hon-o katta kadooka]siritaino
b* [cp...C...[cP(wh-island) . . ..NAZE C ...|... naze 1...11?7
[eWh} [Q]  [uWh]
- [Op] [#Op] [uOp]

In (17), naze first moves to the embedded Spec CP in order to avoid the PIC violation. The
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uninterpretable wh-feature on naze is checked off, and it gets inactivated. As a result, it cannot take part
in a further agree relation.

On the other hand, the ordinary wh-phrase within the wh-island is marginally accepted, as in (18).

(18)  ?? John-wa [ Mary-ga nani-o  Kkatta ka dooka] Tom-ni tazuneta no? (=(1c))

As noted above, unlike naze in Japanese, ordinary wh-phrases inherently bear the uninterpretable focus

feature [uFoc] along with the uninterpretable wh-feature.

s |

(19) [cp.... nani C ...[cp(wh-istand). . .nani C..[... nani ...]...]?7
faeWhi[Eeet [Q][Foc] feWh][uFoc] [Q]  [uWh] [uFoc]
[Op] teOp} [Op] [«0p1 [Op]

In (19), the wh-phrase moves into the specifier of the embedded interrogative CP, and [uwh] of the wh-
phrase is checked off by [+Q], which is hosted by a question morpheme in an embedded head C. As a
result, the wh-feature gets inactivated. However, unlike the case in (16), there remains the other
uninterpretable feature, [uFoc], so the wh-phrase is still active and can participate further agreement.
Therefore, it moves to the matrix Spec CP and types the clause as wh-interrogative.

Recall here that the matrix scope reading of nani is not perfect but marginal in (18). Given that the
wh-phrase successfully move to the matrix Spec CP where it takes scope, this marginality calls for
explanation. One possible account on this marginality would assume that the wh-phrase tends to take its
scope in the position where its [uwh] is checked off: that is, the wh-phrase in (18) cannot be interpreted
with a Q in the higher clause because its [uwh] is checked off in the embedded Spec CP. On the other
hand, (21) is never construed as wh-interrogative. I assume here that other factor would operate
independently rule out this sentence: the failure of Clausal Typing. The question with naze in (15a) fails

to be typed as a wh-question at all since the wh-phrase cannot move to the sentential initial position.

5. Additional wh-effects
It has been observed that the ungrammatical sentences in (2), improve when an additional higher

wh-phrases appear within the island.

(20) a. ?? John -wa [nxp[cpmani-o  naze Kkatta] hito]-o sagasiteru no (Saito (1994:204))
John -top what-scc why bought person.acc looking -for Q

‘Q John is looking for [the person [that bought what why]]’
b.? John -wa [pp[lp Mary-ga nani-o naze katta] kara] okotteru no

John-rop Mary-nom What-acc why bought since angry Q
‘Q John is angry [because Mary bought what why]’ (Saito (1994:205))
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c.?? Kimi -wa [cpdare-ga naze sonohon-o katta kadooka]siritai no
you -top  Who-xom Why that book-acc bought whether want-to-know Q
‘Q you want to know [whether who bought that book why]’ (Saito (1994:206))

The additional wh-effects with naze show some unique properties. For instance, as demonstrated by

the contrast between (21a) and (21b), additional wh-phrases must be located within the islands.

(21) a. ?? John -ga [we[cpdare-ga naze hagesiku hihansita] hon]-o  sagasiteru no
-NOM who-vom  Why severely criticized  book-acc looking-for Q
‘Q John is looking for [the book [that who criticized severely why]]’
b. * Dare -ga [np[cPMary-ga naze hagesiku  hihansitalhon]-o  sagasiteru no
-NOM -~om  Why severely criticized  book-acc looking for Q
‘Who is looking for [the book [that Mary criticized severely why]]’
(Saito (1994:236))

Saito (1994) offers the ECP-based account for the island-sensitivity of why-question and additional
wh-effect. In what follows, I will attempt to explain the additional wh-effects with naze, relying on the
Smuggling of Collins (2005a, b).

Collins propose the operation, which is so-called Smuggling. Suppose that W is a barrier, a phrase
boundary, an intervener for the Minimal Link Condition or RM. W blocks a syntactic relation between
Z and XP. If YP moves to a position c-commanding W, the movement enables XP within YP to move

across the potential intervener W, i.e., YP smuggles XP past W.

(22) 7?7 Kimi -wa [cpdare-ga naze sono hon-o katta kadooka]siritai  no

IntP
haze nt’
[y I ot WS
FocP Int
nnnnnnnnnnnnnnnnn =
, [Q]
/00\

i : Foc

CP [Foc]
C 3

/\

TP C
7~ ——~_  kadooka
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I suppose here that Japanese has a fine structure of CP and contains two C heads for licensing
interrogative: one is Int for naze ‘why’, and the other is Foc for other wh-phrases.” The syntactic
derivation of (22) is as follows. In (22), a wh-adjunct naze ‘why’ is base-generated in the vP internal
position and undergo covert movement to adjoin to the subject wh dare-ga ‘who-vom.” After that, this
complex wh-phrase moves to the embedded Spec CP to avoid PIC violation, and its [uwh] is checked
off by [Q] via Spec-Head agreement in this position. Since the complex wh-phrase has an additional
uninterpretable feature ([uFoc]), it is still visible for further agreements.* Then, it moves to Spec Foc,
and the [uFoc] is checked off in the position. Finally, naze ‘why’ moves out the complex wh-phrase and
merges into the Spec Int. As a result, the wh-island violation induced by raze is obviated via smuggling.
Given the syntactic derivation in (22), the properties of the additional wh-effect noted above would be
a natural consequence. If the additional wh-phrase is located outside the islands, naze has to move across

the island in order to adjoin to the higher wh-phrase dare in (21b), which causes the island violation.

NOTES
! Although there is a consensus that the elements with “something more” can circumvent the RM
violation, the opinion on what the “something more” is controversial. For example, Szabolcsi and Zwarts
(1997) argue the richness of internal semantic structure is crucial for such a canceling effect, while D-
linking is supposed to be “something more” in Cinque (1990).
? Following Rizzi’s (2004) insight, I postulate an operator class for the RM; a more general Op feature
is assumed for the elements that create operator-variable relations. In other words, features that trigger
operator movement belong to the same class with regard to the RM.
3 Rizzi (2001) proposes the split CP system in Italian and argues that perché ‘why’ is externally merged
in Spec Int, whereas other wh-phrases move to Spec Foc. Contrary to Rizzi (2001), Shlonsly and Soare
(2011) propose that why is externally merged into ReasonP, which locates lower than IntP, and moves
to Spec Int. The current discussion pursues the idea of Shlonsly and Soare (2011).
* It is worth noting that (22b) is not perfect for some reason. One possible explanation would be that the
relevant sentence is degraded due to the anti-superiority effects, which prohibit naze ‘why’ to precede

another wh-phrase in Japanese multiple wh-question.
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1. Introduction

This study revisits the nature of the “last resort (LR)” in natural languages (NL) from the cross-
linguistic perspective and attempts to re-define it, by analyzing English do-support and French ¢ ’est-
cleft, both of which may or may not be used as an LR strategy, depending on environments where they
appear. The term “last resort,” originally coined by Chomsky (1986), states that all transformations must
be formally forced (e.g. movement driven by the need for case checking). The emergence of (Early)
Minimalist Program (MP; cf. Chomsky (1995)) further reinforced the LR view of syntactic operations.
Since the term was coined, many constructions and movements have been stated as LRs or non-LRs.
English wh-movement, for example, is obligatory, for the Q-feature-valuation (Chomsky (1995));
Japanese scrambling, on the other hand, is basically optional. The non-application of scrambling does
not affect the grammaticality of sentences (so that both SOV and OSV orders are acceptable), so one
can see no evidence for any grammatical constraint forcing this operation to occur.

The notion of Free Merge (FM), which appeared later (e.g. Chomsky (2004, 2013)), in principle
allows “free” applications of the UG-based operation, i.e. Merge. There may be operations without
which derivations would crash, but Merge itself is considered to be not motivated by any grammatical
requirement. In the FM system, the notion of LR is not easily maintainable, since LR strictly treated in
the current system would necessarily state that derivations themselves are forced by certain formal
inadequacy (cf. Boskovi¢ (2011)), but the spirit of MP disfavors the alleged existence of a superfluous
condition in the derivational level.

Given the dilemma stated above, this study revises the notion of LR in the way in which it is
evaluated contextually, each morpho-syntactic operation being able to consider the result of its
application. This treatment of LR goes relatively well with the current MP, where the “obligatoriness”
of a certain operation is nothing more than a “hindsight” (see above). The contextual approach to LR
established here is argued to be able to finely capture constructions in various languages which, though
identical in form, change meanings depending on environments where they appear. The environment-
sensitive semantics instantiated by the phenomena considered in this paper would be hard to capture if

LR were defined dichotomously.
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2. Theoretical Settings

As Chomsky (1986: 201) puts it, the original effect of LR was that it “bars Case-marked trace.”
Chomsky (1995) extended LR to cover all types of movement, which characterizes the framework of
the early MP. The notion of LR treated in this way, however, lost its status in the FM framework.

Considering the problems of the earlier versions of LR, I (re-)define LR in the following way:

(1) Definition: “Last resort” operations are operations without which derivations would crash and the

resulting sentences would be unacceptable.

The novel definition of LR given in (1) is more flexible than previous versions in that it enables us
to treat a certain construction to be used as an LR in some cases and not in other cases. Essentially, this
means that constructions which change their grammatical status depending on environments where they
appear can be analyzed in a unified way, not by the mere stipulation that they are homonymous
constructions. A question arises here: given that an identical strategy can be either employed as an LR
or as a “free option,” what difference is there between the two cases? In order to answer this question,
the current study concerns two grammatical strategies (namely, English do-support and French ¢ est-

cleft) which may or may not be used as an LR, and establishes the following generalization:

(2) Generalization on LR: A strategy is semantically weaker in relevant senses when used as an LR

than when it is not.'

3. English Do-Support
3.1. Basic Observations

English do-support is generally considered as an instance of LR. Do-insertion in (3a) is widely
analyzed as a “repair” strategy forced by the unavailability of affix-hopping (cf. Chomsky (1957)).
Importantly, (3b), the do-less version of (3a), is ungrammatical in present-day standard English (PDSE),
which means that do-support is by no means optional in this particular case. On the other hand, the use

of do is optional in environments like (4).

(3) a. You do not look pale today. b. *You not look pale today. c. *You look not pale today.
(4) You do look pale today, but you should finish the work anyway.

Given (3) and (4), where it is observed that the obligatoriness/optionality of do-insertion varies
depending on contexts, it can be argued that the (non-)LR-hood of do-insertion is not induced by the
intrinsic property of do but is contextually determined in the environments where it is employed.

Crucially, the LR do and optional do have different semantic status; while the optional do adds some
focal meaning (e.g. concessive focus in (4)), the LR do (3a) is semantically vacuous. From (3)-(4), one
can say that the LR do does not convey focal meanings that would be present in non-LR cases. It can
then be claimed that do-support “loses” its emphatic meanings when it is used as an LR, thus conforming

to the generalization given in (2). The observations here amount to the generalization in (5).
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(5) Generalization on do-support: Optional do conveys some focal meaning, while LR do does not.

3.2. Don’t Be Puzzle

A potentially controversial example to the generalization in (5) is (6a). Since do in (6a) does not
convey any focal meaning seen in (6d) and the use thereof is obligatory, one is tempted to state that (6a)
is a subcase of the LR use of do. Indeed, (6b) and (6¢), whose intended meaning is the same as (6a), are

both ungrammatical as imperatives in PDSE.

(6) a.Don’tbe shy. b.*Aren’tshy. c. *Be notshy. (Jary & Kissine (2014: 35))

d. Do be ambitious.

Interestingly, the sequences aren t and be not observed in (6b-c) are not themselves problematic, as
(7a-b) show. If PDSE does allow them in principle, what does the obligatoriness of the do-insertion in

(6a) result from? What is more, the don t be pattern is unacceptable in declarative sentences, as in (7c).
(7) a.Youaren’t shy. b. I order that you be not shy. ¢. *You do not be shy. (int: “You are not shy.”)

Notice that, given (7a-b), the do-insertion in (6a) is different from that in (3a). Do-support in (3a) is
generally analyzed as caused by the unavailability of affix-hopping due to the presence of an intervening
projection (NegP) between TP and vP (e.g. Pollock (1989)). In other words, do is morphologically
inserted in (3a) as a “repair” strategy because PDSE does not admit either of (3b-c). The explanation of
this kind, however, cannot be directly extended to negative imperative cases (6a). This is so, because
infinitive be can successfully attach to not in non-imperative environments, as shown in (7b). Inflected
be is generally assumed to be located in T, so affix-hopping should not be needed in the case of inflected
copulas, which is the exact reason for the absence of do-support in (7a).

Given the discussion above, one cannot attribute the obligatoriness of do-insertion in negative
imperatives (6a) to the same effect as is assumed for more uncontroversial cases as in (3a). Hereafter, |
call this mystery the “don t be puzzle (DBP).” In the remainder of this section, | attempt to solve the
DBP and argue that it actually does not count as a counterexample to the generalization in (5).

Before examining why the don t be pattern is coerced in PDSE, the consideration of other potential
possibilities is in order. First, consider the finite form in (6b), which would be acceptable, if the copula
underwent V-to-T movement for inflection, not being incorporated into it, just as in the minimally
different declarative sentence in (7a).

The unavailability of the configuration in (6b) in imperatives can be attributed to the semantic
difference between the inflected cupulas and the non-finite be. Becker (2004) points out that, while the
non-finite be accompanied by do(n ?) in (8a) conveys the “inchoative” (or future-oriented) meaning, the
finite form in (8b) forces the non-inchoative, habitual interpretation; “is isn’t be,” to borrow Becker’s

words.

(8) a. Why don’t you be my friend? b. Why aren’t you my friend? (Becker (2004: 404))
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As is illustrated above, the use of the form are necessarily leads to the non-inchoative, habitual
reading. Since imperatives generally demand that an addressee take a specific action at some time in the
future, the unavailability of the present form are in imperatives (6b) can be attributed to the contradiction
in tense interpretation provoked by are.

Next, consider the unavailability of non-finite forms without do in negative imperatives. The
unacceptability of the sequence be not in negative imperatives (6¢) is unexpected, for the relevant
configuration is acceptable in non-imperative contexts (7b). Moreover, unlike in (6b), infinitive be does
not produce any semantic violation, given that it is future-oriented.

To address this puzzle, some morpho-syntactic considerations are in order. As is pointed out by
Potsdam (1998), negative imperatives and negative interrogatives—albeit similar in form—do not
always behave in the same way; while in negative imperatives it is impossible to put the subject between

do and not as in (9a), in negative interrogatives it is possible (9b).

(9) a. *Do somebody not desert me!  b. Do you not like dogs? (Potsdam (1998: 372, 358))

The data in (9a-b) suggest that, in imperatives, not must be cliticized (or affixed) to do and thus must
not be “separated” from do. Matsumoto (2011) accounts for the data by assuming that there is no NegP
in negative imperatives, unlike in negative interrogatives. One can technically implement his idea by
adopting Epstein et al.’s (2016) External Pair Merge (EPM). Here, it is proposed that do and not in
negative imperatives are merged by head-to-head adjunction and form the <T, Neg> amalgam without
projecting NegP, as in: [<1,neg> [T dO] [neg nOt]]. If this operation is necessary to form negative imperatives,
it is no longer wonder that not is obligatorily affixed to do and cannot be separated from it in negative
imperatives. Potentially relevant here is Li & Oda (2023)’s account of the grammaticalization of / mean
by D-to-V head adjunction. Importantly, they argue for the possibility of EPM as a path of grammaticali-
zation in general. Given this, English don* in negative imperatives can also be treated as a
grammaticalized form dedicated to expressing the prohibitive meaning, which is realized by EPM.

Interestingly in this context, one can see the parallelism between don ¥ in negative imperatives and
can 't expressing inability. While cannot expresses the inability/impossibility of doing something, can
not expresses the ability/possibility of not doing something. Importantly, only in the former case is not
obligatorily affixed to can (as is obvious from the orthography). Don t can be analyzed similarly; in
declaratives and interrogatives, the affixation of not to do is optional, but in imperatives it is obligatory.
The fact that only certain environments (i.e. negative imperatives) require the affixation follows from
the assumption that don ¥ has been reanalyzed as a prohibitive marker in the history of English.

While the proposal developed above, where don * is analyzed as a now inseparable, grammaticalized
prohibitive marker, directly accounts for the fact that the occurrence of don ¥ in negative imperatives is
mandatory even if the negated verb is be, the assumption that not must be affixed to some verbal element
in negative imperatives redundantly explains the unavailability of be not in negative imperatives (6c).
Since be in PDSE does not have a contracted form like *bent, the affixation of not to be is
morphologically blocked. It can thus be conjectured that, in negative imperatives, where not must be

affixed to something, do is inserted so as to provide a place for not to attach to. The elegance of the
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account of the obligatoriness of do-support in negative imperatives given above lies in the unified
treatment of do-support in imperative and other environments, both of which being LR operations forced
by some morphological requirement. Since do in negative imperatives does not convey any focal
meaning, the account developed here assures that it falls under the generalization in (5).

Note that the above account predicts that, where not can attach to be, there is no need to insert do to
provide a host of affixation. From a diachronic perspective, this prediction is borne out. See the
contracted finite ben ¥ (10a) and a be-not-type negative imperative (10b), both of which are taken from
Jane Austen’s (1775-1817) novels (Modern English).

(10) a. Please, ma’am, master wants to know why he ben’t to have his dinner? (The Watsons)

b. Be not alarmed, Madam, on receiving this letter. (Pride and Prejudice)

4. French C’est-Cleft
4.1. Basic Observations

In French, as shown below, an answer to a subject whi-question must be formed as a cleft sentence
(11-A2), if one is to reply to the question in a full sentence. Importantly, this cleft, unlike in other
environments, does not express any focal meanings like exhaustivity, so that the second sentence in (11-
A2) does not lead to the serious contradiction. In contrast, an object wh-question is generally answered
by a canonical non-cleft sentence (12-Al); the use of cleft (12-A2) in this situation leads to the
conveyance of exhaustivity, just like in English. The exhaustivity-cancelling in the latter part of (12-A2)

leads to the contradiction, unlike in (11-A2).

(11) Q: Qui est arrivé ? Al: #Pierre est arrivé.
who is  arrived Pierre is arrived
“Who arrived?” “Pierre arrived.”
A2: C’est Pierre qui est arrivé. ...Et  Marie est aussi arrivée.
it-is  Pierre who is arrived and Mary is also arrived
“It’s Pierre who arrived.” “And Mary also arrived.”
(12) Q: Qu’est-ce que tu as  mangé ? Al:J’ai  mangé un giteau.
what-is-it that you have eaten I-have eaten a  cake
“What did you eat?” “I ate a cake.”
A2:C’est un gateau que j’ai mangé. #..Et jai aussi mangé une brioche.
it-is a cake  that I-have eaten and I-have also eaten a  brioche
“It is a cake that I ate.” “And I also ate a brioche.”

The purposes of the current section are: (i) to give a formal account of the subject/object asymmetry
observed in (11)-(12), exploring peculiarities of French subjects and verbs (Section 4.2) and (ii) to argue
that French cest-cleft as an answer to a subject wh-question (11-A2) is an LR strategy, just like English

do-support in interrogative environments (Section 4.3).

286



4.2. Peculiarities of French Subjects and Verbs

First, consider the lack of inverse scope in declaratives. In French, canonical SVO sentences as in
(13a) do not permit inverse scope, unlike in English (13b). Note that, in English too, topicalized (13c)
and wh-fronted (13d) elements do not generally allow lower elements to take a wider scope than them
(cf. Mizuguchi (2014)).

(13) a. Quelqu’un aime tout le monde.

someone loves all the world

“Someone loves everyone.” (SOME > EVERY, *EVERY > SOME)
b. Someone loves everyone. (SOME > EVERY, EVERY >SOME)
c. ?As for someone, he or she loves everyone.’ (SOME > EVERY, *EVERY > SOME)
d. Who loves everyone? (WHO > EVERY, *EVERY > WHO)

Singlish allows agreement drop. Importantly, sentences with full agreement (14a) permit inverse

scope just as Standard English (13b), while agreement-less sentences (14b) do not.

(14) a. Someone loves everyone. (SOME > EVERY, EVERY > SOME)
b. Someone love everyone. (SOME > EVERY, *EVERY > SOME)

Fronted topics (13¢) and wh (13d) are generally assumed to be in the C-domain. Lee (2022) argues
that, in Singlish agreement-less sentences like (14b), subjects serve as topics, which are located in the
C-domain. Given these assumptions, a possible generalization is that elements in the C-domain disallow
inverse scope over them. Considering this generalization, the unavailability of inverse scope in French
canonical sentences (13a) can be taken as indicating that French subjects are in the C-domain.

Next, consider the subject/object asymmetry in clitic left-dislocated (CLLD) constructions. CLLD
is basically used as a topicalization device if applied to non-subjects (15a), but it can convey contrastive
focus if applied to subjects (15b). Crucially, while the use of an object CLLD (15a) as an answer to an
object wh-question (e.g. “Who did you see?”’) is never possible, a subject CLLD (15b) is marginally
acceptable as an answer to a subject wh-question like “Who left?” in daily conversations (cf. De Cat
(2007: 22-23)). The subject/object asymmetry in the behaviors of CLLD follows from the assumption

that French subjects serve as topics in their canonical position, which cannot be further topicalized.

(15) a. Pierre;, je l’ai vu. b. Pierre;, il; est parti.
Pierre 1 him-have seen Pierre he is left
“As for Pierre, I saw him.” “Pierre (but no one else) left.”

Lastly, consider the verb position. Schifano (2018) claims that French finite verbs undergo head
movement beyond the verbal domain. As crucial evidence, in French (16a), unlike in other Romance
languages like Italian (16b), finite verbs obligatorily precede sentential adverbs. Importantly, the

distributional pattern in (16a) is reproduced in subject wh-questions (17).
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le
probably the
[French] (Schifano (2018: 63))

(16) a. Antoine { confond probablement / *probablement confond }

Antoine  confuses probably confuses

avec un autre.
with a other
“Antoine is probably confusing the poem with another.”
b. Gianni
Gianni confuses confuses

probably probably

con un’ altra. [Italian] (ibid.: 8)
with a  other

“Gianni probably confuses this poem with another.”

pocme

poem

{ *confonde probabilmente /probabilmente confonde} questa poesia

this

poem

poeéme avec

(17) Qui  { confond probablement / *probablement confond} le
who confuses probably probably confuses the poem with
un autre ? (cf. (16a))
a  other

“Who is probably confusing the poem with another?”

Given the general assumption that French subject wh and its agreeing verb appear in the C-domain,

the parallel behavior of declarative (16a) and interrogative (17) verbs regarding the linear order

compared to adverbs can be interpreted as evidence that French verbs raise to the C-domain, even in

declarative sentences.

Given the arguments that (i) French subjects are topics and that (ii) French subjects and finite verbs

are in the C-domain, it can be argued, in cartographic terms, that French subjects are in Spec,Top(ic)P

in Rizzi’s (1997) terminology ([topp Subject [1op [1op Verb...).

4.3. LR Use of C’est-Cleft

So far, we have argued that French canonical subjects move into the C-domain and are interpreted

as topics. However, topics are unavailable as answers to wh-questions, as shown in (18a-d). What is

asked in wh-questions and the corresponding parts in answers are foci, which sharply contrast with

topics. Marking asked elements as topics leads to the violation of Question-Answer Congruence (QAC).

(18) a. [What]rocus did you eat? —I ate [the apple on the table]rocus.
b. [What]rocus did you eat? —#As for [the apple on the table]ropic, I ate (it).

c. Anata-wa donata desu-ka? —Watashi-{wa/#ga} Tanaka-desu.

you-roo  wWho  por-g I-{rop/noM} Tanaka-por

“Who are you?” “I am Tanaka.”
d. Tanaka-san-wa donata-desu-ka?
Tanaka-poL

Tanaka-Mr.-top  Who-poL-q

“Who is Mr. Tanaka?”

I-{rop/noMm}

“T am Tanaka.”

—Watashi-{#wa/ga} Tanaka-desu.

[Japanese]

Crucially, in French, just the same kind of implausibility produces, if you use non-cleft sentences as
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answers to subject wh-questions (11-A1). The oddness of (11-A1) follows from the current assumption
that French canonical subjects serve as topics; (11-A1) is barred because it does not satisfy QAC, just
as the implausible answers in (18b, d). Note that the usage of cleft in the answer to a subject wh-question
in French (11-A2) falls under my definition of LR (1), since the non-use of cleft (i.e. the use of a non-
cleft sentence (11-A1)) leads to the crucial pragmatic implausibility and the use of cleft (11-A2) is, in
this particular case, obligatory. More specifically, the use of cleft in (11-A2) is an LR strategy to satisfy
QAC, which, in this case, does not convey strong focal meanings such as exhaustivity, unlike in other

environments. Thus, a generalization regarding the uses and meanings of ¢ est-cleft is:

(19) Generalization on c’est-cleft: LR c’est-cleft does not convey strong focus (e.g. exhaustivity),

which may be present in environments where their occurrence is optional.

Notice that (19) too falls under the generalization in (2) essentially stating that LR is semantically
weak. In this way, French ¢ est-cleft and English do-support can be analyzed in a unified way, both of

which weaken (or lose) their otherwise present focal meanings in LR environments.

5. LR and “Look Ahead”

It is a common practice to assume that cleft is derived by some other base form undergoing focus
movement (e.g. Lambrecht (2001), Belletti (2005) for French). If this is right, the contextual approach
to LR established in the previous sections necessarily induces “look-ahead (LA)” in the course of
derivation. Let me be clear. Suppose that, in the course of the derivation of an answer to a subject wh-
question, the following (all-focus-like) configuration is formed: (C’est que) Pierre est arrivé ((it-is that)
P. is arrived), which is plausible, given the agreement pattern observed in French cleft (see Hiraiwa &
Ishihara (2012), Akmajian (1970) for hints from other languages). At this stage, there are basically two
options: (i) to use a canonical operation, in which case Pierre becomes Topic, and (ii) to apply focus
movement, in which case Pierre serves as Focus. Considering the two options (i)-(ii) and their potential
consequences in the course of the derivation reveals that, for the derivation not to crash, (ii) is necessary,
since (i) would lead to the QAC-violation. Crucially, in the computation system assumed here,
potentially possible operations and their results can be—and must be—taken into account in the course
of derivations, LR being treated as an obligatory option for avoiding derivational crashes. LA is
generally considered to be problematic, since it does not only considerably increase the computational
complexity but also “breaks” the modularity of NL in a sense (cf. Chomsky 2021, 2024). Nevertheless,
claims of this kind are only theoretically driven and not empirically grounded. If NL does have the LA
property, discarding it because of its theoretical complexity would be absurd, since “[c]hoice of a
simplicity measure is [...] an empirical matter” (Chomsky (1965: 38)). Importantly, a form of LA does
exist anyway in NL; for example, Boskovi¢ (2002) observes LR wh in situ for avoiding sequences of
homophonous wh-words in Serbo-Croatian. If LA-type LR does exist in NL anyway, there is no need to
postulate that it does not; after all, No Tampering Condition (e.g. Chomsky (2005)) may itself be a
superfluous condition, which is essentially against the spirit of simplicity. That said, if LA could consider

potential operations in any level, that would complicate computations in an unbounded way. Therefore,
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there needs to be some “limit.” Here, I speculate that LA takes place only in the phase level (and this is

true in the cases we have explored), but this must be tested from wider perspectives in future work.

6. Conclusion

This study revisited and revised the notion of LR from crosslinguistic perspectives. In the contextual
treatment of LR established in this paper, a given strategy may or may nor be used as an LR, depending
on environments where they appear, contra the traditional, “stative” view of LR. The generalization
proposed in this work is that a strategy is semantically weaker when used as an LR than when it is not.
As case studies, this study analyzed English do-support and French c ’est-cleft, both of which conform
to the above generalization. As a theoretical matter, the contextual treatment of LR implies that LA is

actually possible in NL, contra the strictly Markovian model suggested in Chomsky (2021, 2024), a.o..

* This study is based on my BA thesis submitted to the University of Tokyo in January 2023. I thank
Hiromune Oda, Jiro Inaba and Jun-ya Watanabe for supervising the work. I also thank the audience at
Encouraging Workshop on Formal Linguistics 7, the 166th meeting of the Linguistic Society of Japan,
and the 17th International Spring Forum of the English Linguistic Society of Japan for useful comments.
NOTES
' An anonymous reviewer asked: how “weak” is LR? A short answer is: that depends on strategies.
English do-support is meaningless in LR environments; French ¢ ‘est-cleft retains weak focus (i.e. focus
of new information) in LR cases. From a diachronic perspective, it is speculated that the extent of
“weakening” depends on what they are substituted for in the process of grammaticalization; English do-
support is essentially a repair strategy to “compensate” for the loss of the semantically vacuous V-to-T
movement (e.g. Biberauer & Roberts (2008)), while French ¢ est-cleft is linked with the disappearance
of flexible phonology expressing strong focus (e.g. Gamillscheg (1957: 563); Wehr (2005: 368-370)).
% Note that the current approach to the DBP can be extended to the perfect have, which also exhibits the
don t be effect (e.g. Don t have eaten all the food before we arrive. (Jary & Kissine (2014: 35))).
? (13¢) seems to be impossible for some speakers. However, native speakers will agree that, to the extent
that (13c¢) is acceptable, its only interpretation is SOME > EVERY, not EVERY > SOME.
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A Search-Based Treatment of Adjuncts”
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1. Introduction

Chomsky’s (2021: 18) Duality of Semantics dictates that “EM is associated with 6-roles and IM
with discourse/information-related functions.” Furthermore, Chomsky (2023: 7, note 16) “put aside
adjuncts and such elements as modals, auxiliaries, left-periphery sites, etc., perhaps properly analyzed
as features of C, v, scattered in various ways in Externalization.” In this context, we are led to the
question of how an adjunct, which has generally been assumed not to be assigned any 6-role, can be
analyzed under the current syntactic framework. In this paper, we put forward the following four

main hypotheses:

(1) Adjuncts, which are introduced via FormSet (cf. Chomsky (2023)), have an uninterpretable
feature which is related to categorial selection.

2) 0-marking is achieved by agreement between a 0-assignor and a syntactic object.

3) High adjuncts functioning as a probe can be in principle transferred as soon as their
uninterpretable feature is eliminated, thereby identifying their modifiee. (cf. Raposo (2002))

4 Non-finite adjuncts in which a PRO exists cannot be immediately transferred to be a target of
FormCopy (cf. Chomsky (2021)).

Hypothesis (1), which is the most important one in the present paper, is based on the fact that the
category of a modifiee is determined depending on that of a modifier; what adjectives modify is
nominals, while what adverbials modify is verbs, sentences, and so on. The hypothesis in (2) is not
compatible with Chomsky’s (2021) view of 8-roles mentioned above, but there have been proposals
along this line (e.g., Kuroda (1988)). How the other two hypotheses work will be described in what
follows, but we hasten to add that PRO in (4) does not have any theoretical significance. Rather, it
will be revealed that the operation FormCopy or the like plays a key role in the system proposed here.

This paper will constitute an argument for the current conception of control.

2. Adjuncts as a Probe

Let us take relative clauses as an instance of adjuncts.  Perlmutter (1970) observes that the definite
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article attached to a head noun crucially depends on the presence of its relative clause:

5) a. the Paris that I love (Perlmutter (1970: 241))

b. In England there was never the problem that there was in America. (ibid.: 243)

Paris in (5a), which is a proper noun, does not cooccur with the definite article in the absence of a
relative clause, and without the relative clause in (5b), the would be replaced by an indefinite article
due to a definiteness effect. The definite article attached to the head nouns is unlikely to be a lexical
item selected from the lexicon for syntactic derivation, but it emerges in the course of the derivation
of the relative clauses. It is reasonable to interpret /e in (5) to be realized due to the search relation
between the relative clauses and their modifying head noun. To see this more clearly, let us consider

the structure of a that-relative shown below:

N

D CP (<+definite, +definite>)

NP C’

the

(6)

book; that John read t;
[+definite] (cf. Hulsey and Sauerland (2006: 112))

That-relatives have often been analyzed as involving head-raising.! In line of hypothesis (1), the C
that is equipped with an uninterpretable feature (which is named [+definite] for the sake of the
discussion here). Prior to the head-raising of book, the C Searches into the relative clause and finds
the book at its base-generated position.  After the head-raising, the resulting syntactic object (which
is equal to the CP in (6)) is labelled as <+definite, +definite>. The in (6), which is syntactically
represented as a D head in the tree diagram, can be regarded as a morphophonological realization of
the label <+definite, +definite>.

With the above Search-based analysis of adjuncts in mind, let us now shift our focus to the

argument-adjunct asymmetry regarding condition C effects.

@) a. * Which claim that John; likes Mary did he; deny ?
b. Which claim that John; made did he; later deny ?

Lebeaux (1988) and following literature account for the asymmetry with recourse to Late Merge (LM),
which enables a relative clause to be merged with the moved wh-element.  This account, however, is
faced with theoretical and empirical difficulties. Under Chomsky’s (2021, et. seq.) framework, Late

Merge is unavailable. Moreover, the LM analysis of the asymmetry is undermined by the following
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three kinds of data:

(®) The headway that Mel made was impressive. (Aoun and Li (2003: 98))
(cf. ?? The headway which Mel made was impressive.) (ibid.: 110)
) The portrait of himself; that John; painted is extremely flattering. (ibid.: 98)
(cf. 7* The portrait of himself; which John; painted is extremely flattering.) (ibid.: 111)
(10) I phoned the two patients that every doctor will examine tomorrow. (ibid.: 98)

[two > every, every > two]
(cf. I phoned the two patients who every doctor will examine tomorrow.) (ibid.: 113)

[two >every]

The data indicate the contrasting characteristics of that- and wh-relatives with respect to the availability
of an idiom interpretation [(8)], the binding of a reflexive pronoun [(9)], and scope ambiguity [(10)].
In the case of that-relatives, the head nominal can be interpreted inside the relative clause. From this
fact, Aoun and Li (2003) conclude that that-relatives, unlike wh-relatives, are generated via head-
raising. Then, the derivation of sentence (7b), which contains a that-relative, involves head-raising.
However, for the head claim to undergo the operation, its relative clause that John made has to be
introduced at an earlier stage of the derivation. This situation is a direct conflict with what the LM-
based approach assumes. Any adequate analysis of the Lebeaux effect has to take into consideration
the fact that there is no difference between relative clauses as in (7b) and appositive clauses as in (7a)
with respect to their base-generated position.

We are now in a position to characterize the contrast in (7) as an argument-adjunct asymmetry
regarding condition C reconstruction. This asymmetry amounts to the proposition that arguments
can be reconstructed to their base-generated position, while adjuncts cannot. The most obvious
difference between an argument and an adjunct is whether or not they must receive a 6-role. This
paper assumes the hypothesis in (2), according to which 8-marking is mediated by agreement between
a 0-assignor and a syntactic object. The fact that reconstructability is controlled by the presence of

agreement is collaborated by the following data:

(11) a Sono hon o John ga [s Mary ga t; katta to] omotte iru
that book ACC John NOM Mary NOM bought COMP think
(koto)
fact
‘John thinks that Mary bought that book.’ (Saito (1985: 156))
b. * Riyuu mo naku; Mary ga [s' John ga ti sono setsu o0
reason even without Mary NOM John NOM that theory ACC
shinjite iru to] omotte iru (koto)
believe COMP  think fact
‘Mary thinks that John believes in that theory without any reason.’ (ibid.: 175)

(12) ? Naze Maryga [cp Johnga sono setsu o shinjiteiru ka] shitteiru.
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why Mary NOM John NOM that theory ACC believe Q knows
‘Mary knows why John believes in that theory.’ (Boskovi¢ and Takahashi (1998: 356))

Given the radical reconstruction property of long-distance scrambling (Saito (1989), et. seq.), the
scrambled element is to be interpreted in the embedded clause. The (un)acceptability of (11) shows
that the argument sono hon o can undergo reconstruction, while the adjunct riyuu mo naku cannot. In
the movement analysis of long-distance scrambling, sono hon o in (11a) originally occupies the
complement position of the verb in the embedded clause and is agreed with/6-marked by the v* of the
clause. In (4b), riyuu mo naku, whose scope is over propositions, is located in a higher position than
the v* and the latter cannot establish an agreement relation with the former. The difference in
reconstructability observed in (11a, b) is tied to the presence/absence of an agreement relation. In
contrast to riyuu mo naku in (11b), the adjunct naze in (12) can be reconstructed into the embedded
clause. Being a wh-element, naze is endowed with an additional wh-feature and enters into an
agreement relation with the interrogative C (=ka). It is this agreement relation that makes the
reconstruction possible.

Going back to sentence (7b), we are led to its derivational history in which the relative clause that
John made is not agreed with/0-marked by the v* associated with the transitive verb deny. In its
original position, the sequence claim that John made has a structure of the sort in (6). That-relatives
are an instance of high adjuncts, in that the C head (=that) functions as a probe searching for a head
nominal as the modifiee of a that-relative. As an effect of hypothesis (3), that-relatives are
transferred as soon as their [+definite] feature is eliminated.® It is after this Transfer that such verbal
elements as v* come in.  Then, the sequence that John made cannot have any access with the v*, and
in (7b), the relative clause forms no agreement relation with the v* associated with the verb deny.

The anti-reconstruction effect observed in (7b) now follows, without any help of LM.

3. The Adjunct Island under This Proposal
3.1. Adjuncts as a Goal
It has been observed in the literature that not all adjuncts are islands. Truswell (2011) presents

such an instance of licit extraction from an adjunct clause:

(13)  Which book did John design his garden [after reading ] ? (Truswell (2011: 31))

Truswell further observes that the question in (13) should be answered as indicated in (14) and claims

that the Single Event Grouping Condition in (15) captures the contrast:

(14)  An introduction to landscape gardening. / # Finnegans Wake. (Truswell (2011: 31))
(15)  Aninstance of Wh-Movement is legitimate only if the minimal constituent containing the head
and the foot of the chain can be construed as describing a single event grouping.

(Ibid: 157, emphasis in original)
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As is clear from the content of condition (15), Truswell’s approach to licit extraction from an adjunct
clause is a semantic one. This paper claims that in such cases as (13), the semantic condition is
satisfied in a syntactic way. Narita (2014: 124) argues that adjuncts from which extraction is possible
are “low” ones, located within the domain c-commanded by v*. Hypothesis (2) tempts us to think
that a low adjunct can be agreed with/*0-marked” by the v*.* Given the commonplace assumption
that an adjunct is introduced in the secondary plane (cf. Chomsky (2004)), however, the inclusion of
an adjunct within the search domain of v* is not a trivial matter. In this paper, we propose that “0-
marking” of an adjunct by v* is accomplished in an indirect fashion: First, the v* 8-marks an internal
argument via its Search, and then, the assigned 0-role of the internal argument is shared by an adjunct.’
This indirect “0-marking” has the effect of elevating the status of adjuncts from an element on the
secondary plane to that on the primary plane. As a semantic consequence of this kind of “6-marking,”
the denotation of an adjunct is interpreted to be a participant of the event described by a verb. In the
case of (13), the adjunct in the square brackets is one of the key ingredients for the event of designing
John’s garden and the contrast in (14) is naturally accounted for. More generally, the semantic
condition in (15) is couched in syntactic terms.

Unlike the sentence in (13), the sentence below is not acceptable:

(16) * Which paper did you read Don Quixote [before filing ] ?

In this sentence, the sentence-initial wh-element which paper is not interpretively related to the internal
argument of the verb read, Don Quixote. This leads to the situation in which even though the v*
successfully agrees with/6-marks the internal argument, the assigned 6-role cannot be shared by the
adjunct in the square brackets. Semantically speaking, the content of the adjunct is not integrated
into the event denoted by the verb phrase, and sentence (16) contains a violation of the Single Event
Grouping Condition in (15). Syntactically speaking, the failure of “8-marking” the adjunct makes it
located on the secondary plane, with its uninterpretable feature left intact, and such an adjunct remains
as an island.®

In addition to the sentence in (16), the following one is also unacceptable:

(17) * Who did they leave [before speakingto ] ?

The verb leave in this sentence is an unergative verb, lacking an internal argument. In the absence of
an application of downward Search initiated by the v*, no indirect “0-marking” can occur. ~As aresult,
the adjunct remains on the secondary plane and the wi-movement from the adjunct ends up with a
violation of adjunct condition.

Truswell’s semantic analysis and the proposed syntactic analysis offer a different treatment of the

contrast in the sentences in (18):

(18) a. What did John die [whistling ] ?
b. * What did John work [whistling ]
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(Truswell (2011: 30))

Truswell attributes the difference in acceptability to the aspectual property of the verbs preceding the
adjunct clauses; while die is an achievement verb, work is an activity verb. According to Truswell
(2011: 161), the temporal character of achievement verbs facilitates the single-event reading of the
whole sentence, satisfying the Single Event Grouping Condition in (15). In contrast, the proposed
syntactic analysis reduces the contrast to the fact that while die is an unaccusative verb, work is an
unergative verb. The sentence in (18b) is ruled out for the same reason as that in (17). What is of
special interest about unaccusative verbs for our present purpose is that their sole argument is an
internal one. Therefore, unlike in (17), a downward Search initiated by the v(*) does happen in (18a).
The assigned 6-role of John is shared by the adjunct, as a result of which the adjunct comes to be
incorporated into the main clause as an element on the primary plane. In the same way as in (13),
extraction from this type of adjuncts is impeccable.

Whether or not Truswell’s semantic analysis and the syntactic analysis proposed here is totally
equivalent is an open issue. Borgonovo (1997: 24) observes that adjuncts headed by gerunds exhibit

a weak 1sland effect:

(19) a. What did he die [whistling ] ?
b. * How quietly did he die [whistling Dixie ] ?

There is a possibility that the ultimate explanation of weak island effects will determine which of the

semantic and syntactic analyses is more adequate.

3.2. Search by an Adjunct Probe
Let us move on to the case of higher adjuncts. Due to their structural height, these adjuncts can

serve as a probe. Truswell (2011: 29) observes that the sentences below are acceptable:

(20) a. Whose attention is John waving his arms around [to attract ] ?
b. What did you come round [to workon ] ?
c. Which paper did John travel halfway round the world [to submit ] ?
d. What did Christ die [to save us from ] ?

Adjuncts of a rational clause are structurally higher than ones which are affected by the indirect “0-

marking” discussed in the last subsection. Consider the following sentences:
(21) a. John hugged Mary [in order to make himself happier].
b. * John hugged Mary [in order to make herself happier].

(Truswell (2011: 219))

The unacceptability of sentence (21b) shows that the rational clause is structurally higher than the
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object, which cannot bind the reflexive pronoun inside the rational clause. On the other hand, the
acceptability of sentence (21a) suggests that the rational clause is structurally lower than the subject,
with the reflexive pronoun bound by the subject inside the rational clause. Given that the subject is
located in Spec-INFL, it is reasonable to assume that the adjunct of a rational clause is as high as the
v¥P.

With this in mind, let us analyze the acceptability of the sentences in (20) under the proposed
Search-based approach to adjuncts. By hypothesis (1), higher adjuncts, as well as low ones, contain
an uninterpretable feature which is related to categorial selection and the derivation cannot converge
if the feature remains as it stands. Unlike low adjuncts, such higher adjuncts as rational clauses can
carry out a search procedure and find their modifiee by themselves.” In each sentence of (20), the
adjunct (i.e., the rational clause) finds the v* in the matrix clause as its goal. With this relation, an
uninterpretable feature of the adjunct is successfully eliminated and at the same time, the verbal
constituent in the matrix clause serves as the modifiee of the adjunct. By virtue of this search
procedure, the adjunct become transparent to the matrix clause, being on the primary plane.
Hypothesis (4) allows the adjunct not to be immediately transferred in the presence of the implicit
external argument of the verb in the rational clause. Before FormCopy has applied, the wh-element
is capable of moving from the adjunct.® This is why no island effects show up in (20).

In contrast to sentences (20), where the high adjuncts are non-finite clauses, extraction out of the

finite clausal high adjunct is impossible. Observe the sentence below:

(22) * What did the man criticize Mary [because she failed ] ?

A crucial difference between finite clauses and non-finite ones is the presence/absence of an overt
subject. Because the adjunct in (22) is entirely self-contained, hypothesis (3) forces the adjunct to be
transferred as soon as its uninterpretable feature is eliminated. Due to the search procedure conducted
by the because-clause, the adjunct successfully becomes a part of the primary plane as a modifier and
the wh-element what gets ready to move to the matrix clause. An application of immediate Transfer,
however, prevents the wh-element from getting out of the adjunct. Sentence (22) cannot be generated

in the proposed system.

4. Conclusion

As its title indicates, the present paper has claimed that the syntactic treatment of adjuncts requires
the mechanism of Search. The requirement is motivated by the main hypothesis that adjuncts have
an uninterpretable feature which is related to categorial selection. Unless the uninterpretable feature
is somehow removed, the derivation is doomed to crash. Adjuncts can be classified into two types
depending on the timing at which they are introduced by FormSet; high and low ones. While high
adjuncts can function as a probe, low adjuncts can serve as a goal, affected by an indirect “0-marking.”
Regardless of the types, an adjunct which undergoes Search is integrated into the matrix clause (i.e.,
the primary plane) as a modifier. It was also shown that there is an interaction between Transfer and

FormCopy (or some copy-formation mechanism), and the timing of Transfer of a high adjunct is
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dependent on the presence/absence of an implicit argument init. The adjunct condition was analyzed
as the second-plane status of a low adjunct because of the absence of an indirect “0-marking” (with its
uninterpretable feature uneliminated) and as the immediate Transfer of a high adjunct.

A theoretical advantage of the proposal is that the ‘Lebeaux effect’ concerning the anti-
reconstruction property of that-relatives is captured without appeal to Late Merge. As alluded to in
section 2, in the pursuit of genuine explanation, such extended versions of Merge as Late Merge have
not been regarded as admissible operations. To the extent that the analysis of the ‘Lebeaux effect’
based on our Search-based treatment of adjuncts is on the right track, it constitutes a step forward
toward the goal.

As a final note, we would like to consider what the Search-based analysis of adjuncts says about
wh-relatives. In light of the data in (8)-(10), wh-relatives should have a matching structure, in which
the head nominal is base-generated outside the relative clause. In capturing the fact that the former
is modified by the latter, our analysis has to assume that a wh-relative clause is structurally higher than

its external head nominal, disallowing the structure like the following:

(23) DP

D/\ NP
N

the NP CP

VAN

book; NP C’

booly that John read t;
(cf. Hulsey and Sauerland (2006: 112))

In wh-relatives, a search procedure establishing the modification relation between a wh-relative clause
and its external head nominal has to occur “outside” the relative clause, since the wh-relative clause
does not include its head nominal at any time. On the other hand, as depicted in (6), a relevant search
procedure occurs “inside” the relative clause in the case of that-relatives. With regard to the
difference between wh-relatives and that-relatives, Kono (2016: 87) makes an interesting observation
that a wh-relativizer ties the relative clause to its head nominal less tightly than a that-relativizer.”
There is a possibility that this fact is reduced to the syntax of wh- and that-relatives, or the “outside”-

“inside” difference.

* An earlier version of this paper was presented at the 17th International Spring Forum of the English
Linguistic Society of Japan held at Kyoto University on May 25-26, 2024. 1 am grateful to the
audience for their valuable comments. Needless to say, any remaining errors and inadequacies are
the author's responsibility alone. This research is supported by JSPS KAKENHI Grant Numbers
JP22K00525.
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NOTES
! See the sentences in (8)-(10) below for empirical support of this analysis.
2 One of the merits of the proposed derivation is the circumvention of a counter-cyclic application of
head-raising.
3 In fact, this Transfer has to be later than the movement of the head noun to Spec-C. Otherwise, in
(7b), no Search procedure induced by the v* associated with the transitive verb deny can occur,
crashing the derivation.
4 Miyamoto (2012) relates the existence of an agreement relation to the transparency of an adjunct for
extraction.
> The second process is reminiscent of chain composition in the traditional analysis of the parasitic gap
construction. Both play a role of gluing an adjunct into the matrix clause in which its modifiee is
present.
® Low adjuncts, whose example is the before-clause in (16), cannot serve as a probe. Hence, the
uninterpretable feature of the before-clause ends up being uneliminated.
"In a recent term, this search procedure is likely to be identified with Ziapel in the sense of Omune and
Komachi (2024). Given the status of adjuncts in general as an element on the secondary plane, a high
adjunct does not c-command anything on the primary plane.
8 Chomsky (2023: 6) no longer considers FormCopy as an operation in syntactic computation, but in
any case, some copy-formation mechanism is needed here. If not, the external argument of the verb
in the adjunct of (20) cannot be covert.
? Kono also observes that the unity is the strongest in zero-relatives among the three types of relative

clauses.
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A Syntactic Investigation of Conditional Conjunctions”
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1. Introduction

In English syntax, it is well acknowledged that the extraction of elements from either the first or
second conjunct of a coordinate structure linked by and is prohibited. Consider the examples provided
in (1). When coordinate structures employ the conjunction and, the extraction of an argument from only
one conjunct results in ungrammaticality. This phenomenon is formalized in the Coordinate Structure
Constraint (CSC), as described by Ross (1967). However, exceptions to the CSC have been observed in

the literature. Some examples are given in (3).'

(1) a. * Thisis the pizza; Sam ordered # and Mary asked for an orange juice. (Weisser (2015a: 46))
b. * This is the beverage; Sam ordered a pizza and Mary asked for . (Weisser (2015a: 46))
(2)  Coordinate Structure Constraint (CSC)
In a coordinate structure, no conjunct may be moved, nor may any element contained in a conjunct
be moved out of that conjunct. (Ross (1967: 89))
3) a That’s the stuff; the guys in the Caucasus drink # and live to be a hundred.
(Lakoff (1986: 157))
a’.  Ifthe guys in the Caucasus drink the stuff, they live to be hundred.
b. ? This is the loot; that you just identify # and we arrest the thief on the spot.
(Culicover and Jackendoff (1997: 206))
b’.  Ifyou just identify the loot, we arrest the thief on the spot.

The sentences (3a) and (3b) are paraphrasable to the sentences (3a’) and (3b’) respectively. Specifically,
the first conjunct introduces a condition, while the second conjunct presents its consequence. Sentences
of this nature are referred to as Conditional Conjunctions (CCs). Regarding the derivation of CCs, this

study makes the following three claims.
(4) a. Asymmetric Structure:

CCs exhibit an asymmetric syntactic structure akin to that of a conditional if-clause.

b. Topic Agreement:
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In CCs, the first conjunct is merged into the specifier position of a Topic Phrase (TopP), where
it expresses conditionality through agreement with the topic head.

c. Defective CP Phase Structure:
The first conjunct features a defective CP phase structure, lacking ForceP and TopP. However,
these projections are activated through Topic Agreement with the TopP of the second conjunct.

This activation creates an escape hatch, enabling further displacement of an argument.

These claims together provide a comprehensive explanation of how CCs function within the framework
of generative syntax. Following this introduction, section 2 provides a review of key studies on the
syntax of coordinate structures. Section 3 introduces original proposals and analyses of CCs. Section 4

extends the analysis to regular conditional if-clauses. Finally, section 5 concludes the discussion.

2. Review of Previous Studies on Coordinate Structures

Syntactic approaches to coordinate structures are divided into symmetric and asymmetric analyses.
Addressing challenges to symmetric approaches, Munn (1993), Johannessen (1998), Chomsky (2013),
and Weisser (2015a, b) argue for asymmetric derivation, as shown in (5). Weisser (2015a, b) suggests

that CCs arise from the asymmetric merging of TPs. Evidence for this analysis is presented in (6).

(%) ConjP
xp1/>\
Conj XP2
(6) a. You know, of course, [cpthat [tp you drink one more beer] and [rp you get kicked out ]].
(Culicover and Jackendoff (1997: 198))
b. You know, of course, if you drink one more beer, you will get kicked out.

c. # You know, of course, [cpthat you drink one more beer] and [cp that you get kicked out ].
(Culicover and Jackendoff (1997: 198))
d. # You [yp drink one more beer | and [.p leave ]. (Weisser (2015a: 43))

In (6a), CCs are embedded under that, preserving a conditional reading. However, introducing the
complementizer that in both conjuncts in (6¢) or reducing the clause size to the vP respectively in (6d)
eliminates the conditional interpretation. Based on these observations, Weisser proposes the derivation
outlined in (7).

A &P
(7) N &
TP, Py
® A & TP,
i DPi/> vP
| T~
; DPTOP vP
| B vP
) i A =
: DP rop t
iL ® i (Weisser (2015a: 52-54))
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Let us examine the derivation in (7) step by step. Initially, the first conjunct (TP;) adjoins to the vP of
the second conjunct (TP,), allowing the topic element (DPtop) within TP, to be extracted and moved to
the upper specifier of the vP in TP,. According to Weisser, this extraction is possible because
coordination has not yet been established, and TP; and TP have not been merged into a structure headed
by &. Subsequently, TP; moves to the specifier of &P, forming a coordinate structure. At this point, the
CSC takes effect, prohibiting further extraction from either conjunct. Therefore, DProp must be extracted
before TP moves to the specifier of &P. The topicalization of DProp occurs after TP; merges with &P.

Weisser’s analysis explains complex data such as those in (8).

(8) a. Another picture of himself; appears in the newspaper and John; will definitely go and get a
lawyer. (Weisser (2015a: 52))

b. If another picture of John’s appears in the newspaper, he will definitely go and get a lawyer.
(Weisser (2015a: 52))

In (8a), the antecedent John does not c-command its anaphor himself in the surface structure, yet the
sentence is grammatical, indicating no violation of Binding Condition A. Weisser explains this by
proposing that TP, is base-generated in the vP domain of TP,, where John c-commands the copy of
himself'in TP,. However, his analysis faces two issues.

First, Weisser assumes that DProp merges into the specifier of vP in TP, for topicalization, but as
shown in (9b), this creates a minimality problem. When T is merged, it should select the closest DP, the

loot, rather than we, the intended subject of the second conjunct, leading to incorrect predictions.

(9) a. ? This is the loot; that you just identify # and we arrest the thief on the spot. (= (3b))

&P

T
b e Pt

Second, Weisser’s analysis does not address how TP;, when topicalized and located in the specifier
of &P, is interpreted as a conditional clause. The mechanism responsible for the conditional

interpretation of TP, remains unexplained.
3. Proposal and Analysis

3.1. Syntactic Categories in Conditional Conjunctions

Weisser (2015a, b) argues that the derivation of CCs requires coordination at the TP level. The
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examples in (6), reprinted here as (10), illustrate this point. Weisser contends that neither CP-

coordination (10c) nor vP-coordination (10d) adequately captures the conditionality observed in CCs.

(10) a. You know, of course, [cpthat [tp you drink one more beer] and [rp you get kicked out ]].
b. You know, of course, if you drink one more beer, you will get kicked out.
c. # You know, of course, [cpthat you drink one more beer] and [cp that you get kicked out ].

d. # You [y drink one more beer | and [vp leave ].

However, the examples in (11) demonstrate that Weisser’s analysis of TP-coordination is not entirely

accurate.

(11) a. Be rude enough and they’ll give you detention. (Keshet and Medeiros (2018: 1))
b. If you are rude enough, they’ll give you detention. (Keshet and Medeiros (2018: 1))
C. Take honor from me, and my life is done. (Jespersen (1909: 475))
d. If you take honor from me, my life is done. (Jespersen (1909: 475))

As seen in (11a) and (11c), the first conjunct can be an imperative clause interpreted as conditional, as
shown in (11b) and (11d). Imperative clauses are assumed to project ForceP (Haegeman (2012)).
Following Chomsky (1957), elements connected by and must share the same syntactic category,
meaning the second conjunct must also be CP.? Additional examples in (12), including adverb

focalization like out in the second conjunct, further support the CP coordination analysis of CCs.

(12) a. You drink one more beer and OUT you go. (Weisser (2015a, n10))
b. You know, of course, that you drink one more beer and OUT you go.

3.2. Conditionality and Topics
Research by Marchese (1977) and Haiman (1978) has shown that conditional clauses often function
as topics in discourse. Haiman (1978), for instance, reports that in Hua, the topic-marking morpheme -

ve also serves to express conditionality.

(13) a. E -si -ve baigu -e.
come 3sg.fut. INT  will stay Isg.

‘Will he come? I will stay; If he comes, I will stay.’

b. Dgai -mo -ve baigu -e
I(emphatic) connective particle TOP  will stay Isg.
‘As for me, I will stay.’ (Haiman (1978: 570-571), emphasis added)

In (13a), the suffix -ve marks conditionality by designating the attached constituent as the presupposition,
while in (13b), it acts as a topic marker. These examples indicate that conditionals can function as topics.

In generative syntax, conditional clauses are licensed through Topic Agreement, merging into the
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specifier of a Topic Phrase (TopP) (Yoshimura (2021)). The basic structure of CCs is shown in (14).

(14) Structure of Conditional Conjunctions

RN The second conjunct
/"\ Sl K— (the apodosis clause)
TopPz S~
S N S e .~
Top 2 \

Conditional Clause

\
i i ~ FinP, S~
TOpz /' 2 TP, ’

Topic Agreement

3.3. Two Types of Conditionals
Adopting Haegeman’s (2006, 2012a, 2012b) framework, finite adjuncts are classified into two types.

(15) Central Adverbial Clause
It contains a function of modifying events/states of affairs expressed in the main clause and has
no illocutionary force in its own structure. (Haegeman (2006: 29-36))
(16) Peripheral Adverbial Clause
It expresses an independent proposition that serves as the immediate discourse background to
the associated clause and possesses its own illocutionary force independent from the main
clause. (Haegeman (2006: 29-36))
(17)  a. Ifyour back-supporting muscles tire, you will be at increased risk of lower-back pain.
b. Ifwe are so short of teachers (‘Jobs crisis grows as new term looms’, August 30), why don’t

we send our children to Germany to be educated? (Haegeman (2006: 29))

The example in (17a) features a conditional clause modifying the event in the main clause, referred to
as a central conditional clause. This expresses a causal relationship. In contrast, (17b) includes a
conditional clause providing background or rationale for the main clause, categorized as the peripheral.
The key differences are as follows. Peripheral adverbial clauses have an independent Illocutionary Force,
whereas central ones do not. Additionally, peripheral clauses merge at the CP level of the main clause,

while central clauses merge at the vP level. Haegeman illustrates these structural differences in (18).
(18) a. Central Adverbial Clause: [Sub(ordinate) [Mod* [Fin]]]
b. Peripheral Adverbial Clause: [Force [Top* [Focus [Sub(ordinate) [Mod* [Fin]]]]]]

(Haegeman (2006: 36), slightly modified)

Building on these structural differences, and integrating Chomsky’s Phase Theory (2000, 2001), this

study proposes that CP structures in adjunct clauses fall into three types.

(19)  a. Full-Fledged Phase: [Force(+) [Top*[Foc [Sub [Mod* [Fin(+) ]]]]]]
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b. Defective Phase: [Force(-) [Sub [Mod* [Fin(+) ]]]]
c. Non-Phase: [Sub [Fin(-)]] (Yoshimura (2021), slightly modified)

The structure in (19a) allows argument topicalization or focalization, projecting ForceP (Rizzi (1997)).
In contrast, (19b) lacks such movement phenomena due to a defective CP domain, indicating the absence
of ForceP projection. Despite this difference, both (19a) and (19b) project FinP in an activated state,
suggesting that both are phases. Whether CCs are central or peripheral can be determined by testing the

topicalization properties within the conditional clause, as shown in (20).

(20) a. * Ifthese exams you don’t pass, you won’t get the degree. <central>
b. If anemones you don’t like, why not plant roses instead? <peripheral>
(Haegeman (2006: 33))

(20a) serves as an example of the Central, where topicalization within the if-clause is prohibited. On the
other hand, in the Peripheral examples like (20b), topicalization within the if~clause is permitted. This

makes it possible to determine whether the CCs in question are the Central or the Peripheral.

(21) a. * You know, of course, that the stuff; the guys in the Caucasus drink # and live to be a
hundred.
b. * If the stuff; the guys in the Caucasus drink £, they live to be hundred.
c. * You know, of course, that the loot; you just identify # and we arrest the thief on the spot.
d. * Ifthe loot you just identify #, we arrest the thief on the spot.
e. ?? You know, of course, that this can of beer; you drink # and you get kicked out.

f. * You know, of course, if this can of beer; you drink #, you will get kicked out.

In (21), topicalization within the first conjunct is not permitted, suggesting that CCs have a central
structure. If it is true, this would predict the impossibility of argument extraction due to the lack of a
driving force, yet this contradicts the facts. Interestingly, while CCs disallow topicalization, they still

permit CP adverbs associated with ForceP.

(22) a.  You know, of course, that (fortunately) the guys in the Caucasus drink the stuff and
(??fortunately) live to be a hundred.
b.  If fortunately the guys in the Caucasus drink the stuff, they live to be hundred.
c.  You know, of course, that (stupidly) you drink this can of beer and (??stupidly) you get
kicked out.
d.  You know, of course, if stupidly you drink this can of beer, you will get kicked out.
(23) You know (seriously) that you drink this can of beer and (??seriously) you get kicked out.

(*manner adverb / °*® illocutionary adverb)

“You know that, speaking seriously, if you drink this can of beer, you will get kicked out.’
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In (22) and (23), the CCs exhibit the characteristic of the peripheral by permitting high adverbs in the
CP domain within the clause. In addition to this, considering the fact that CCs allow argument extraction
from the first conjunct, it is assumed that the emergence of the Force with edge features occurs due to

agreement between the topic feature of the first conjunct and the TopP of the main clause.

3.4. Derivation of the Conditional Conjunction
Let us now examine how our proposal captures the derivation of CCs without violating the CSC, as

illustrated in the tree diagram in (24).

(24)  ? This is the loot; that you just identify # and we arrest the thief on the spot. (= (3b))

ForceP (TopP) 2

P

the loot; F (Top)
'orce (To
p)2 TopP;

that
M’ 2
&P

OP top; /}%e (Top)’

/\
Force (Top), FinP,
t. /\Fin, 1

Force (Top)P;

v¥P

tiarrest the thief on the spot
]

Similar to Weisser (2015a, b), the base position of the first conjunct (TP;) lies within the vP domain of
the second conjunct (TP-), aligning with the interpretation of TP, as a conditional clause and TP, as the
main clause. At this stage, the DP subject we of TP, merges into the specifier of vP, and no extraction of
the argument the loot occurs, avoiding a minimality problem and ensuring proper subject movement.
Next, TP; moves to the specifier of &P, forming an A-and-B structure. However, since TP; expresses
conditionality and links to topichood, it further moves to the specifier of TopP in the main clause, where
the Subordinate Phrase and Topic head establish Topic Agreement. *> Although TP; exhibits features of
central adverbial clauses and forms a defective CP, it permits high adverbs associated with Force
projection. To satisfy Topic Agreement, the emergence of ForceP or TopP within TP; is triggered by
topic operator movement. With an edge feature of ForceP, the topic operator in TP; moves to the edge
of ForceP, allowing the argument the /oot in the main clause to associate with the topic operator, thereby

legitimizing the sentence.

3.5. Agreement That Motivates Extraction
Data from Tagalog support the importance of agreement in facilitating extraction. In Tagalog, object
shift for specific arguments requires agreement between the verb and the shifted argument. Examples in

(25) demonstrate that wh-movement is possible only when the verb agrees with the embedded clause.
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(25) a. Kailan; [sa-sabih-in ng sundalo [ra O-u-uwi ang pangulo t]]?
when ASP-say-ACC CS soldier that NOM-ASP-go.home ANG president
‘When will the soldier say that the president will go home?’

b. * Kailan; [m-agsa-sabi ang sundalo [na @-u-uwi ang pangulo #]]?
when NOM-ASP-say ANG soldier that NOM-ASP-go.home ANG president
‘When will the soldier say that the president would go home?’

c. Kailan; [i-p-inangako ng sundalo [ra O-u-uwi ang pangulo t]]?
when OBL-ASP-promise CS soldier that NOM-ASP-go.home ANG president
‘When did the soldier promise that the president would go home?’

d. * Kailan; [n-angako ang sundalo [na @-u-uwi ang pangulo #]]?
when NOM.ASP-promise ANG soldier that NOM-ASP-go.home ANG president
‘When did the soldier promise that the president would go home?’

e. Kailan; [p-in-aniwala-an ng sundalo [na O-u-uwi ang pangulo t]?
when -ASP-believe-DAT CS soldier that NOM-ASP-go.home ANG president
‘When did the soldier believe that the president would go home?’

f. * Kailan; [n-aniwala ang sundalo [na @-u-uwi ang pangulo #]]?
when NOM.ASP-believe ANG soldier that NOM-ASP-go.home ANG president
‘When did the soldier believe that the president would go home?’

(Rackowski and Richards (2005: 586), emphasis added)

4. Argument Extraction out of Central Conditional Clauses
We examine how our analysis captures the derivation of regular conditional if~clauses. Notably, our
derivation also explains the extraction of elements from clause-initial if-clauses. Examples and their

characteristics are shown in (26), with derivations outlined in (27).

(26) a. Rich’s sports car;, if Michelle buys #, her insurance premium will increase.
(Taylor (2007: 191))
b. * IfRich’s sports car; Michelle buys #, her insurance premium will increase.

c. 7 If (un)fortunately Michelle buys Rich’s sports car, her insurance premium will increase.

The if-clauses in (26) are central adverbial clauses, modifying events in the main clause and disallowing
topicalization (26b). However, like CCs, they permit high adverbs, allowing Topic Agreement. This
movement of the topic operator to the edge of the if~clause validates the topicalization of the argument

Rich's sports car.

5. Conclusion

This paper have examined the derivation of CCs within generative syntax, showing that CCs form
an asymmetric structure similar to conditional if-clauses, with the first conjunct expressing
conditionality through Topic Agreement. We also demonstrated how the activation of Force with an edge

feature enables their derivation without violating the CSC. Our approach further explains the derivation
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of central if-clauses , although CCs categorized as Type A (narration) remain for future research.

* A preliminary version of this paper was presented at the ELSJ 17th International Spring Forum, held
at Kyoto University on May 25-26, 2024. I am grateful to the audience for their insightful comments
and to Nobuaki Nishioka, Toshiaki Inada, Toshiaki Nishihara, Akira Hiroe, Masako Maeda, Sho
Shimokariya, Tomonori Otsuka, Takanori Nakashima, Takashi Munakata, Takaaki Hirokawa, and the
graduate students of English linguistics at Kyushu University for their invaluable feedback.
NOTES

! Lakoff (1986) and Altshuler and Truswell (2022) categorize exceptions into three types: Type A
(narration), Type B (violated expectation), and Type C (result). Types B and C typically allow extraction
only from the first conjunct, while Type A permits extraction from multiple locations. This paper focuses
on Types B and C, leaving Type A for future research.
? Bruening and Khalaf (2020) and Bruening (2023) argue that category mismatches in and-coordinate
structures, though rare, involve connections between elements of the same category via upercategories
like Pred and Mod or null heads. In example (i), the NP and TP/CP are actually of the same category.

(i) One more can of beer and I’'m leaving. (Culicover and Jackendoff (1997: 196))
3 Oda (2017) and Boskovié (2020, forthcoming) propose separating the CSC into two conditions: (i)
extraction out of conjuncts and (ii) extraction of conjuncts. As some languages allow conjunct extraction,
Force (Top)P movement from the specifier of &P may be possible or justified by treating CCs as quasi-

coordination without a strict A-and-B configuration.
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1. Introduction

At least two syntactic views on how passive semantics is assigned are available in the
generative literature. On the mainstream (Chomskyan) view, passive semantics is
configurationally assigned by promoting the patient and suppressing the agent. By contrast, it
was recently proposed that passive semantics is assigned by a dedicated Voice head that does
not project agents (Embick 2004b, Schifer 2008b, Bruening 2012, Harley 2013, Legate 2014,
Alexiadou et al. 2015, Legate et al. 2020). I label such a head and its equivalents “—D Voice”.
—D Voice was postulated in parallel with Kratzer’s (1996) Voice, which introduces the external
argument (agent). —D Voice has nothing to do with passivization as a syntactic operation, yet it
was assumed to contribute to producing a passive meaning. On the mainstream (Chomskyan)
view, however, passivization as a syntactic operation goes hand in hand with producing a
passive meaning.

This controversy, as we will see in this paper, is due to the failure to correctly identify
passivization as successive-cyclic movement and correctly characterize Voice as a syntactic
head introducing (potential) subjects. Ever since Chomsky (1981), it has been assumed that
passivization is one-step movement of the patient to the surface subject position. In this paper,
I demonstrate that the subject of passives stops over in an intermediate position before reaching
the NOM position.

2. Evidence for passivization as a short movement

I use the informal term “short movement” to refer to the object’s movement that targets
Spec of a head in the voice domain and “long movement” to refer to its movement that targets
Spec of T. In this section, I present evidence that passivization is a short movement, rather than

a long movement.

(1) Passivization as a short movement: [tp [voicer DP [vp fpp ]]]

(2) Passivization as a long movement: [tp DP [voicer [ve 2op 1]
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Evidence comes from Japanese causative-of-passive sentences (passive embedded under
causative) in which the patient of the verb stem occurs as a causee and is assigned dative case
(DAT). Obviously, causative-of-passive sentences such as (3) are derived out of a passive
phrase, as discussed by Saito (1982: 92) and Aoyagi (2021: 99).

(3) Ziroo-ga Hanako-o/ni Taroo-ni  sikar-are-sase-ta.
Ziro-NOM Hanako-ACC/DAT Taro-DAT scold-PS-CS-PST
‘Ziro made Hanako be scolded by Taro.’ (Tsujimura 1996: 259)

In (3), the passive phrase is not directly embedded under T, which is spelled out by -7a, but by
a causative head, which is spelled out by -sase. A passive phrase can certainly be embedded
under T, as in (4).

(4) Hanako-ga Taroo-ni  sikar-are-ta.
Hanako-NOM  Taro-DAT scold-PS-PST
‘Hanako was scolded by Taro.’ (Tsujimura 1996: 258)

Note that the patient Hanako in (4) is not base-generated in its surface position since that

position is not thematic, but within the thematic domain vP as an object.

(5) ... Hanako; ... [vp Taroo [vp ¢ sikar] -are] ...

The same holds true in (3), in which the surface position of Hanako cannot be thematic. If it
were a theta position, sikar-are ‘be scolded’” would be a complex intransitive verb, which
assigns a theta role to Hanako as a thematic subject, and -are would not be a passive morpheme
but part of the verb stem. However, as a fact, sikar-are is not an intransitive verb but the passive
form of the transitive verb sikar ‘scold’, as evidenced by its ability to occur with the agentive
by-phrase ni yotte.

(6) Ziroo-ga Hanako-o/ni Taroo-ni yotte sikar-are-sase-ta.
Ziro-NOM  Hanako-ACC/DAT Taro-to owing scold-PS-CS-PST
‘Ziro made Hanako be scolded by Taro.” (Hoshi 1999: 208)

The surface position of the non-NOM subject Hanako is not Spec of a non-finite TP. If it were,
Hanako would not be differentially marked by DAT (-ni) and ACC (-0), given that only
alternation of NOM (-ga) and GEN (-n0) is possible in Spec of TP in Japanese. In addition, in
Japanese, which is an agglutinative language, causatives, syntactic or lexical, do not involve
projection of embedded TP (Harley 2008, 2013); a causee always occupies Spec of a non-T
head.

To conclude the above discussion, in (3), the non-NOM subject Hanako is base-generated
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as an object and is promoted to Spec of a head lower than T, which is a NOM-assigner. This
leads to the possibility that the surface subject (SBJ) of the sentence is in fact promoted from
the same position as that where the embedded Hanako in (3) occurs, assuming that uniformity
of derivation obtains between the passive phrases in (3) and (4). That is, passvizations of
Hanako in (3) and (4) are identical operations. The structure of the uniform passive phrase is
represented in (7).

(7) [xp Hanakoi [vp Taroo [vp # sikar]] -are ]

When XP, which is not TP, in (7) is selected by a causative head -sase, Hanako remains in Spec
of XP, thereby yielding a causative-of-passive structure as in (3), and when XP is selected by T,
Hanako further moves into Spec of TP, yielding an unembedded passive structure as in (4).
Importantly, passivization is already completed by promoting Hanako, regardless of where it
ends up in the surface structure. That is, passivization is a short step movement, not a long step
one. This is exactly what Baker’s (1985) Mirroring Principle (MP) predicts. Affixation of the
passive morpheme -are and promotion of the patient by the head spelled out by -are are linked
and mirror each other. The linking and mirroring fail if promotion of the patient targets Spec of
TP directly, skipping over Spec of XP, because that promotion is not owing to X, which is
spelled out by -are. Therefore, treating passivization as a one-step movement (Chomsky 1981
and much subsequent literature) is wrong, as correctly predicted by MP.

In what follows, let us elaborate on the morphology-syntax mirroring of A-to-D raising in
causative-of-passive sentences. Notate the passive morpheme -are as PS and the causative one
-sase as CS. Passivization takes place before causativization, which are both syntactic
operations, as mirrored by the morphological string PS-CS. This means that promotion of
Hanako must precede introduction of Ziroo.

v |
(8) [ Ziroo-ga [Hagako-o/ni [ Taroo-ni [ Hanake sikar | -are ] -sase ] ...

Assume that to promote an element is to reintroduce (internally merge) it in a higher position.
As predicted by MP, (re)introduction of the patient Hanako and the causer Ziroo take place
hand in hand with affixation of PS -are and CS -sase, respectively, as shown by the dotted lines.
(Re)introduction of Ziroo in Spec of TP (left out in (8)), which follows that of Hanako in Spec
of XP, then takes place hand in hand with affixation of the tense morpheme -7a, which follows
PS-CS. Obviously, one-to-one correspondences hold between (re)introduction of the arguments
as syntactic operations and affixation of the morphemes in order.

Similarly, in (9), affixation of -are mirrors and bound with (re)introduction of Hanako in
Spec of XP, whose head is -are. What mirrors (re)introduction of Hanako in Spec of XP is not
affixation of the tense morpheme -fa, since -ta is not the exponent of X, but of T. Affixation of
-ta, however, mirrors and is bound with (re)introduction (further promotion) of Hanako in Spec
of TP.
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v |
(9) [Hanako-ga [ Taroo-ni [Hanake sikar ] -are | ...

On the one-step movement/long movement view of passivization, (re)introduction (further
promotion) of Hanako would be mirrored and bound by the affixation of -za, not by that of -
are, rendering -are irrelevant with passivization of Hanako, contra the fact.

All this holds true of the case in which the causee, the passivized patient Hanako or Dorz
in (10), is assigned ACC.! In (10), a Mongolian causative-of-passive sentence, the patient Dor
undergoes promotion and precedes the agent aav. As represented in (11), affixation of PS -gd
1s bound with reintroduction of DorzZ, which represents passivization, and affixation of CS -uul/
with introduction of the causer (dropped in this sentence), which represents causativization.

(10) Dorz-ig aav-d-ni tani-gd-uul-h-gui-in tuld sahal naa-san.
Dorz-ACC father-DAT-RX recognize-PS-CS-INF-NEG-GEN for beard attach-PST
‘In order not to make DorZ recognized by his father, I attached beard to his face.’
(Umetani 2006: 95)

v I
(11) [ Causer [ Dorz-ig [ aav-d-ni [ PetZ tani ] -gd ] -uul ] ...

To sum up this section, passivization is created by promoting the patient to a position higher
than the agent, which is suppressed (case-downgraded), and, importantly, passivization that

involves a NOM subject is succesesive-cyclic.

3. Introducing passive subjects through Voice

A consequence of the elaboration on the successive-cyclicity of passivization is that the
subject of passives is introduced by an argument-introducer much as in active sentences. Given
that promotion of the patient and suppression of the agent make up the core property of the
passive, which is the voice proper, it is not deniable that a passivizing head can introduce an
argument. This means that the passivizing head X in (7) is an argument-introducer like Kratzer’s
(1996) Voice (or Chomsky’s 1995 v). Note that X, a passivizing head, internally merges
(reintroduces) arguments and Voice, a transitivizing (or causativizing) one, externally merges
(first-introduces) them. Importantly, then, this yields no difference between the passivizing head
X and the transivizing head Voice (roughly the same as v in (7)) with respect to their ability to
introduce arguments. It then follows that the passivizing head X is also Voice, following
Kratzer’s argumentation that Voice is an argument-introducer. Accordingly, the syntactic
difference between actives and passives lies in the difference between external merge (EM) and
internal merge (IM) and the height of the positions where EM and IM take place.

However, the passivizing Voice and the transitivizing Voice are not the very same head; they
are distinct instances of Voice instead. That is, VoiceP splits into two separate projections and

the head of each (re)introduces the agent and the patient, respectively. Thus, the voice domain
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is in fact a Voice-over-Voice configuration as in (12).
(12) ... [voicer2 Patienti [voicer1 Agent [vp &
To rewrite (7) using (12), we get (13).

(13) [voicer2 Hanakoi [voicer1 Taroo [ve fi sikar]] -are ]

This leads to Nie’s (2020) argumentation that causatives have a Voice-over-Voice structure.
Combining Nie (2020) and (7), we arrive at the conclusion that causative-of-passive sentences
have a three-layered Voice structure, in which the causer, e.g. Ziroo in (3) and the dropped
subject in (10), is introduced by Voice3 via EM, as represented below.

(14) [VoiceP3 Causer [VoicePZ Patient; [VoicePl Agent [VP ti

In (14), the passivizing head Voice2 is sandwiched between Voicel and Voice3, which are both
transitivizing heads. Importantly, all the separate heads split out of Voice are argument-
introducers. In this sense, VoiceP is a split projection much like CP, which splits into separate
projections such as FocP and TopP.

If the Split VoiceP analysis is on the right track, it predicts that it is always the highest
argument (the last-merged one) that is promoted to the NOM subject (SBJ), regardless of
whether the sentence is active/causative or passive. This is not predicted by the mainstream
one-step movement approach to passivization. It then naturally follows that SBJ of both active
and passive sentences is a Voice-internal subject. Much as vP-internal (VoiceP1-internal)
subjects of actives, subjects of passives are internal to VoiceP2, where they are assigned
subjecthood. That is, all arguments are potential subjects (Sbj). In the course of derivation,
clauses can have more than one sbj introduced by Voice but only one SBJ. The the last-merged
sbj (the highest one) becomes SBJ.

This leads us to the conclusion that Voice is not merely an agent-introducing head; it is
instead a sbj-introducing head, sbj being either an agent or a patient. The split property of Voice
connects to its ability to derive voice alternants including passives and causatives. That is, Voice
is the single engine that syntactically derives voice alternations. This challenges previous
approaches that were proposed in favor of division between argument-introducing Voice (+D
Voice) and —D Voice.

Since the passive, as one of the voice alternants, does not necessarily realize an overt agent,
quite many studies including Embick (2004b), Schifer (2008b), Bruening (2012), Harley (2013)
and Alexiadou et. al. (2015) have assumed agent-less/~D Voice in various flavors. They,
however, are explicitly criticized by Collins (2024), who presents empirical evidence for and
theoretical reasoning to the position that external arguments, whether overt or implicit, are

syntactially projected in passives.? Collins’ (2024) theoretical reasoning is based on his
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Argument Criterion, which is presented in parallel with Chomsky’s (1981: 36; 1986: 97) Theta-

Criterion.

(15) Argument Criterion (AC)
a. Each argument is introduced by a single argument-introducing head.
b. Each argument-introducing head introduces a single argument. (Collins 2024: 8)

One effect of Argument Criterion is that it prevents an argument-introducing head from
introducing no argument because it forces a bijection (one-to-one relation) between argument-
introducing heads and arguments (Collins 2024: 9). Incorporating Argument Criterion into the
Split VoiceP analysis brings about the following condition.

(16) Anti-Vacuous Condition (AVC)
A morphologically overt Voice head does not project a semantically vacuous Spec.

AVC, being well compatible with AC, predicts that no head with voice semantics (i.g. passive,
causative, etc.) exists without introducing sbj, contra the —D Voice view. According to the —-D
Voice view, passive and causative semantics is predetermined by dedicated voice-specifying
features like [PASSIVE] and [ACTIVE]/[CAUSE] postulated for a Voice-like head. However,
a feature-based creation of passive and causative semantics is in fact a last-resort and not
preferred since such features, unlike [CASE], [phi] and [FINITE/TENSE], which are all
primitive, are not well-motivated. Chomsky’s (1981) classic analysis predicts that a passive
meaning is produced by a configuration in which the patient is promoted skipping over the
agent, but not produced by postulating semantic features on formal heads. Unfortunately, the
classic one-step movement analysis, though it is rooted too deep to cast off from sentence syntax
and word syntax, faces empirical problems, not regarding passive semantics though.

The crux of the matter in dealing with the dilemma in the classic analysis and the
controversy between it and the lately developed —D Voice analysis is to abandon the deep-rooted
one-step tradition and to find an alternative way to account for what was intended by Chomsky
(1981), without violating the conceptual standards such as the severing of the external argument
from the verb and making nominative subjects originate as potential subjects invariably in
actives and passives. As to the technical machinery to use for this purpose, —D Voice should be
abandoned, too, for the above mentioned reasons.

Taking external and internal arguments to be instances of sbj as a conceptual standard, the
Split VoiceP analysis accounts for the problems with both the one-step movement approach and
the —D Voice approach. On the Split VoiceP view, passive semantics is assigned by the Voice-
over-Voice configuration.® That is, introducing an argument through Voice via IM produces

passive semantics.*

4. Conclusion
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In this paper, I have argued for the claim that arguments are introduced as potential subjects
by Voice, which is the single syntactic head endowed with the argument-introducing ability in
the universal inventory of functional elements, echoing Kratzer’s (1996: 120) statement that
Voice is truly at the heart of a theory of voice. To summarize the discussion in this paper:

a. Passivization is created by internally merging the patient argument through Voice;

b. The NOM subject of passives as well as that of actives is a Voice-internal subject in that

it is introduced beforehand by Voice to get assigned subjecthood;

c. The voice domain is a Split VoiceP structure and clauses are built by introducing (a)

potential subject(s) through separate Voice heads and promoting a last-merged one to the
NOM position, with others being suppressed or demoted;

d. Voice is not merely an external-argument-introducing head; it is a potential-subject-

introducing head;

e. Voice as a syntactic head is the single engine that manipulates voice alternants such as

passives and causatives;

f. Passive and causative semantics is assigned by the Voice-over-Voice configuration of

Split VoiceP;

g. No dedicated heads such as Passive, Voiceppassive], VOiC€[active], Cause, v and their

equivalents are necessary, nor are dedicated voice-specifying features;

h. Introduction of arguments comes down to the simplest operation Free Merge (Chomsky

2013, 2015): (Re)merger of an argument, external or internal, is unconstrained; UG

requires just this much for voice phenomena.

NOTES

! The differential case-marking of the causee in Japanese causatives, including causative-of-
passive sentences, seems to have to do with semantic factors such as affectedness, volition,
animacy, and so on; it is not purely syntactic.
2 Surprisingly, however, Collins (2024) refutes Kratzer (1996) altogether with those who
advocate Inert Voice, by introducing agents through v, a head lower than Voice and stating that
“VoiceP has nothing to do with projecting the external argument, but is rather implicated in how
the argument DPs are realized in A-positions” (Collins 2024: 109). However, Collins’ (2024)
separation of Voice from its argument-introducing ability remains problematic because if agents
were introduced by v, not by Voice, they would not be argument severed from the verb. Note
that Voice, in Kratzer’s (1996) theory, is the lowest head that can severe the external argument
from the verb.
3 This paper adopts the following definition of passive subject.

(1) If DP instantiates DP(Ay (P y, x, t,)), where y is lower than x, x being non-nominative, in

the thematic hierarchy with respect to the predicate P, then P is passive and DP is subject of

P.
“Passive semantics” then refers to the meaning interpreted for such a configuration. On a —D

Voice view, it would be the case that what solely contributes to producing the passive meaning
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is the agent-suppressing property of the —D voice head, or a dedicated voice-specifying feature
like [passive/non-act] on it. That is, syntax is not truly autonomous in producing the passive
meaning on a —D Voice view, which would not specify a configuration such as “(P x, y)”,
appealing only to non-nominative y, for deriving passives.

4 Introducing an argument via EM produces causative semantics. Also see Nie (2020: 105, 115),
who demonstrates that causative semantics is assigned configurationally.

REFERENCES

Aoyagi, Hiroshi (2021) “On the Causative and Passive Morphology in Japanese and Korean,”
Open Linguistics 7: 87-110.

Alexiadou, Artemis, Elena Anagnostopoulou and Florian Schifer (2015) External Arguments
in Transitivity Alternations: A Layering Approach, Oxford University Press, Oxford.

Baker, Marc (1985) “The Mirror Principle and Morphosyntactic Explanation,” Linguistic
Inquiry 16: 373-415.

Bruening, Benjamin (2012) “By-phrases in Passives and Nominal,” Syntax 16: 1-41.

Chomsky, Noam (1981) Lectures on Government and Binding, Foris, Dordrecht, The
Netherlands.

Chomsky, Noam (1986) Knowledgeof Language: Its Nature, Origin, and Use, Praeger, New
York, NY.

Chomsky, Noam (1995) The Minimalist Program, MIT Press, Cambridge, MA.

Chomsky, Noam (2013) “Problems of Projection,” Lingua 130: 33-49.

Chomsky, Noam (2015) “Problems of Projection: Extensions,” Structures, Strategies and
Beyond: Studies in Honour of Adriana Belletti, ed. by Elisa Di Domenico, Cornelia Hamann
and Simona Matteini, 3-16, John Benjamins, Amsterdam.

Collins, Chris (2024) Principles of Argument Structure: A Merge-Based Approach, MIT Press,
Cambridge, MA.

Embick, David (2004b) “On the Structure of Resultative Participles in English,” Linguistic
Inquiry 35: 355-92.

Harley, Heidi (2008) “On the Causative Construction,” Handbook of Japanese Linguistics, ed.
by Miyagawa, S. and Saito, M., 20-53, Oxford University Press, Oxford.

Harley, Heidi (2013) “External Arguments and the Mirror Principle: On the Distinctness of
Voice and v,” Lingua 125: 34-57.

Hoshi, Hiroto (1999) “Passives,” The Handbook of Japanese Linguistics, ed. by Natsuko
Tsujimura, 191-235, Blackwell, Malden MA.

Kratzer, Angelika (1996) “Severing the External Argument from Its Verb,” Phrase Structure
and the Lexicon, ed. by J. Rooryck and L. Zaring, 109-137, Kluwer, Dordrecht.

Legate, Julie A (2012) “The Size of Phases,” Phases: Developing the Framework, ed. by Angel
J. Gallego, 233-250, Mouton de Gruyter, Boston, MA.

Legate, Julie A (2014) “Voice and v: Lessons from Acehnese,” MIT Press, Cambridge, MA.

Legate Julie A., Faruk Akkus, Milena Sereikaité, Don Ringe (2020) “On Passives of Passives,”

319



Language 96: 771-818.

Nie, Yining (2020) “Morphological Causatives are Voice over Voice,” Word Structure 13: 102-
126.

Saito, Mamoru (1982) Case Marking in Japanese. Unpublished manuscript, MIT Press,
Cambridge, MA.

Schéfer, Florian (2008b) The Syntax of (Anti-)Causatives. External Arguments in Change-of-
state Contexts, John Benjamins, Amsterdam.

Shibatani, Masayoshi (1976) “The Grammar of Causative Constructions: A Conspectus,”
Syntax and Semantics: The Grammar of Causative Constructions, ed. by Masayoshi
Shibatani, 1-39, Academic Press, London.

Tsujimura, Natsuko (1996) An Introduction to Japanese Linguistics, Blackwell, Malden, MA.

Umetani, Hiroyuki (2006) “Serial Use of the Passive and Causative Suffixes in Mongolian,”
Gengo kenkyuu no shyatei, ed. by Kato Shigehiro and Yoshida Hiromi, 83-102, Sanbi Insatu,
Tokyo.

320



Question-Response Pairs with Subjective Predicates”

Akira Watanabe
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Keywords : focus, question-answer congruence, subjective predicates

1. Introduction
The goal of this article is to show that subjective predicates can disrupt the question-answer
congruence. The discussion centers around one of the important observations by Kuroda (2005).

The question-answer congruence is illustrated in (1).

(1) Q: Who stole the cookie?
A: John stole the cookie.

As is well known (Krifka and Musan (2012), Rooth (1992), Velleman & Beaver (2016)), in an answer
required by a wh-question, the phrase that corresponds to the wh-phrase must be focus marked. In (1A),
for example, John is phonologically prominent, fulfilling this requirement. When examining this point,
it is important to distinguish answers from responses (Belnap (1982)). Though (1Q) can be followed by

(2), it is clear that (2) does not count as an answer.
(2) I don’t know.

It is just one of the possible responses. This article points to the existence of more subtle types of
responses.

Now, Kuroda takes up the status of Japanese wa-marking in a response to a wh-question. His claim
is that the particle wa cannot be the topic marker, as is usually thought, because it can be attached to the
focused phrase in an answer to a wh-question. Curiously, Kuroda uses the term “response” instead of
“answer” in the relevant cases, but since responses do not bring question-answer congruence into play,

I assume that Kuroda meant “answers” in the technical sense of the term.

2. Kuroda’s Argument
Let us examine the case that concerns us. Kuroda observes that the exchange in (3) is not odd, despite
the fact that Natsume Soseki, which corresponds to the wh-phrase, is marked by the particle wa, usually

regarded as the topic marker (Tomioka 2016).
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(3) a. Dare-ga nihon-ichi-no sakka-desu-ka?
who-Nom Japan-one-Link writer-be.Polite-Q
‘Who is the greatest writer of Japan?’
b. Natsume Soseki-wa, dare-ga  nan-to itte-mo, nihon-ichi-no sakka-desu.
Natsume Soseki-Top who-Nom what-Quot say-MO Japan-one-Link writer-be.Polite

‘Natsume Soseki is the greatest writer of Japan, no matter who says what.’

If (3b) counts as an answer to (3a), it is not correct to characterize wa as the topic marker, assuming that
the topic marker cannot be attached to a focused phrase. Kuroda concludes, in view of other examples
as well, that wa is something other than the topic marker.

Notice that this is not a general phenomenon in Japanese. As an answer to the Japanese version of

(1Q), (4) is clearly odd, whether the parenthesized material is present or not.

(4) “John-wa (dare-ga nan-to itte-mo) kukkii-o nusunda.
John-Top who-Nom what-Quot say-MO cookie-Acc stole

‘John stole the cookie (no matter who says what).’

Of course, replacing wa with the nominative case particle removes the oddness, putting aside the
problematic nature of the parenthesized material. What makes the difference between these two cases,
then?

I would like to suggest that research results accumulated since 2005 enable us to identify what lies
behind the difference. Once this is done, Kuroda’s argument about the particle wa based on cases like

(3) will lose its force, though this is not our major concern here.

3. Faultless Disagreement and Answerhood

This section reviews the behavior of subjective predicates in the discourse context. The idea is that
problematic cases like (3) feature subjective predicates, which readily allow a response to a wh-question
that does not match the information structure configuration required by question-answer congruence.
This is why responses like (3b) are possible. Let me proceed step by step.

Kolbel (2002) and Lasersohn (2005) point out that predicates of personal taste including tasty and
fun exhibit the phenomenon of faultless disagreement. In (5), it is not the case that either John or Mary

is wrong, even though they are disagreeing.

(5) John: The chili is tasty.
Mary: No, the chili is not tasty.

The situation is radically different in (6), which involves an objective predicate. Here, either John or

Mary is wrong.
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(6) John: Bill stole the cookie.
Mary: No, he didn’t.

It has since been recognized that subjective predicates give rise to faultless disagreement in dialogues
like (5).
Turning to Japanese, we find that the predicate used in (3) also gives rise to faultless disagreement,

as in (7), which is to follow the wh-question given in (3a).

(7) A: Kawabata Yasunari-desu.
Kawabata Yasunari-be.Polite
‘It’s Kawabata Yasunari.’
B: Iya, chigau.
no differ

‘No, it’s not.’

Since the predicate in question is a kind of superlative, let me make sure that faultless disagreement

arises in the case of superlatives. As noted by Kennedy (2013), this is indeed the case.

8) A: Skiing is the most fun.
B: No, skating is the most fun.

(8) contrasts sharply with (9).

) A: Skiing is the most expensive.

B: No, skating is the most expensive.

At this point, it is worth mentioning that the phrase dare-ga nan-to itte-mo ‘no matter who says what’
in (3b) is an expression that presupposes a possible disagreement of this sort. (3b) anticipates that other
people may have a different opinion. One wonders whether an answer to a wh-question can be
accompanied by such hedging. It is very odd to add dare-ga nan-to itte-mo to an answer in the case of
objective predicates. The nominative subject version of (4) above is ok as an answer only when the
parenthesized material is absent. Perhaps opinions must be distinguished from answers when one tries
to understand what is going on in (3).

Note also that faultless disagreement is a discourse phenomenon. Beltrama (2018) takes up the
discourse profile of subjective predicates from a more general perspective of Common Ground update.
The discussion is based on two experiments, one assessing the effects of a silent response and the other
how a denial is handled.

Both experiments start with three types of utterances, a subjective assertion, an object assertion, and
a polar question. In the first experiment, the interlocutor responds by silence, and the subjects are asked

to evaluate whether the mutual knowledge of the interlocutors has changed with the addition of a new

323



proposition. (10) gives a rough outline.

(10) Experiment 1

Greg: The movie was awesome. [Subjective Assertion]
The movie was set in 1995. [Objective Assertion]
Was the movie set in 1995? [Polar Question]

Mary: Silence
Statement to assess: “It is now part of Greg and Mary’s mutual knowledge that p.”

The silence following a polar question, of course, does not lead to an update, whereas the content of an
objective assertion is added to the Common Ground to a significant degree. A subjective assertion comes
in between, leading to an update to some extent but not as dramatically as an objective assertion.

The second experiment examines how denial of an assertion is treated as a conversational move. Two

types of reactions to a denial, welcoming and insisting ones, are contrasted, as in (11).

(11) Experiment 2
Greg: The movie was awesome. [Subjective Assertion]
The movie was set in 1995. [Objective Assertion]
Was the movie set in 1995? [Polar Question]

Mary: No, it was not!
Greg: Aha, interesting to hear. [Welcoming]
No way! That can’t be true. [Insisting]

Q: How natural does Greg’s response sound?

The task for the subjects is to judge the naturalness of the welcoming and insisting responses to the
denial.

Note that this experiment helps measure reactions to faultless disagreement when a subjective
assertion is denied. The results indicate that the insisting response is less natural in the case of subjective
assertions than in the case of objective assertions, but more natural than in the case of polar questions.
The welcoming response displays the opposite pattern.

Beltrama interpret the results of these two experiments as showing that the Common Ground is not
updated in the case of subjective assertions unless all discourse participants share the same evaluation.
It is therefore not so disruptive to deny a subjective assertion, faultlessness of disagreement being a
straightforward consequence of the discourse properties of subjective predicates. See also Wolf (2016)
for a similar idea.

In view of this information structure status of subjective predicates, let us now return to question-
answer congruence. Wh-questions are usually thought to be requests to update the Common Ground.
Answers are added to the Common Ground, if not contested. Question-answer congruence helps make
sure that the proposition represented by the answer is indeed chosen from the set of alternatives specified

by the question. Notice that most of the job is done once the skeletal form of the proposition is identified.
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If asked “Who stole the cookie?”, for example, one only needs to check whether the answer is a
proposition of the form x stole the cookie, which is easily obtained from the answer by ignoring details
about the focused phrase. One does not have to run through all the alternative propositions to see whether
any one of them matches the answer. In other words, focus marking is used to monitor the Common
Ground update. See Krifka and Musan’s (2012: 9-10) discussion.

Things are different in the case of subjective predicates, though. If a subjective assertion does not
lead to updating of the Common Ground as straightforwardly as an objective assertion, wh-questions
cease to function as requests to update the Common Ground. A variety of responses, then, become
available as natural options, for a subjective assertion can simply be thrown into conversation for other
interlocutors to evaluate. One possibility is to use a version with an overt expression of the judge, as in
(12a). Another is (3b), repeated here as (12b).

(12) a.  Watashi-nitotte-wa, Natsume Soseki-ga  nihon-ichi-no sakka-desu.
I-for-Top Natsume Soseki-Nom Japan-one-Link writer-be.Polite
‘Natsume Soseki is the greatest writer of Japan for me.’
b. Natsume Soseki-wa, dare-ga nan-to itte-mo, nihon-ichi-no sakka-desu.
Natsume Soseki-Top who-Nom what-Quot say-MO Japan-one-Link writer-be.Polite

‘Natsume Soseki is the greatest writer of Japan, no matter who says what.’

As discussed in detail by Stephenson (2007), many predicates of personal taste can take an overt
judge argument in the form of PP. And in the presence of such an argument, disagreement is not faultless

any longer, as shown in (13).

(13) Mary: How was the party?
Sam: It was fun for me.

Sue: #No, it wasn’t.

Likewise, the presence of a judge argument in (12a) makes it impossible to disagree with it faultlessly.
You cannot respond to (12a) with a denial such as (7B).

The possibility of mentioning an overt judge suggests that subjective assertions are inherently
opinions entertained by specific individuals. Though Lasersohn (2005: 644) is hesitant about using the
term on the grounds that one can have opinions about anything, a subjective assertion is necessarily
accompanied by the holder of the view in question that is not yet shared by other speakers. (12a) makes
this opinion holder explicit. See Bylinina (2017) for some discussion of explicit judge expressions in
Japanese, though I do not agree with her take on nitotte ‘for’.

(12b) = (3b) is a response ignoring question-answer congruence. Since the Common Ground update
is not a default option in the case of subjective assertions, there is no need to focus the phrase that
corresponds to the wh-phrase. As far as this example is concerned, we can maintain the hypothesis that
wa is a topic marker.

Note also that Kuroda (2005: 9) observes that (12b) = (3b) might be odd if dare-ga nan-to itte-mo
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‘no matter who says what’ is absent. This hedge serves to indicate that the opinion expressed is none
other than the speaker’s. Perhaps a response to a wh-question with a subjective predicate needs to make
explicit the view holder for it to be relevant in the context. Apparently, an opinion cannot be put on the
table without an indication of who holds that view when question-answer congruence does not hold.
Interestingly, (12a) remains natural even if the judge expression is removed. In (12a), the nominative
subject can function as a focused phrase, maintaining the link to the question through question-answer
congruence.

From this perspective, it is interesting to see what will happen in the case of subjective predicates

that do not take an overt judge expression.

4. Acquaintance Inferences
— Let us discuss another characteristic property of subjective predicates. It has been observed (Ninan
(2014), Pearson (2013), Willer and Kennedy (2022)) that subjective assertions are accompanied by

acquaintance inferences, as illustrated in (14), cited from Willer and Kennedy (2022: 822).

(14) a.  Sea urchin is tasty, "’but I’ve never tried it.

a’. Apparently, sea urchin is tasty, but I’ve never tried it.

b. The Eiffel tower is beautiful, “’but I’ve never seen it.

The proper treatment of the phenomenon is a matter of debate, but an unmistakable feature of it is the
fact that the deviance of the continuation in (14a) is obviated by expressions like apparently, as in (14a”).
The deviance itself is due to a violation of the first-hand experience requirement. You cannot form an
opinion about taste etc. without such an experience. Objective assertions are not subject to requirements

of this sort, as can be seen from (15).
(15) Bryan’s new car is blue, though I’ve never laid eyes on it. (Klecha (2014: 451))

The Japanese predicate that has been our focus of attention behaves in a similar way. The deviance
of the continuation in (16a) disappears once a hedge indicating the indirectness of the information is
added, as in (16b).

(16) a. Natsume Soseki-wa Nihon-ichi-no sakka-da. ”’Watashi-wa yonda-koto nai-kedo.
Natsume Soseki-Top Japan-one-Link writer-be [-Top read-C Neg-though
‘Natsume Soseki is the greatest writer of Japan. I haven’t read his works, though.’

b. Natsume Soseki-wa Nihon-ichi-no sakka-da-sooda. Watashi-wa yonda-koto
Natsume Soseki-Top Japan-one-Link writer-be-hearsay I-Top read-C
nai-kedo.

Neg-though

‘It’s said that Natsume Soseki is the greatest writer of Japan. I haven’t read his works, though.’
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We can safely conclude that in Kuroda’s crucial example, we are dealing with a subjective assertion.

5. Uncertainty about the Standard

Let me briefly go over two more cases of unusual wa-marking discussed by Kuroda (2005). In this
section, I will take up a case where subjectivity of the standard plays a role.

Kuroda points to the obligatory wa-marking in (17A) in his attempt to refute the hypothesis that the

particle is a topic marker.

(17) Q: Dare-ga  oo-ganemochi-desu-ka?
Who-Nom big-rich-be.Polite-Q
‘Who is very rich?’
A: Maikurosofuto-no shachoo-no Geitsu-san-wa/#-ga  oo-ganemochi-desu.
Microsoft-Gen president-Link Gates-Mr-Top/-Nom big-rich-be.Polite
‘Mr. Gates, the president of Microsoft, is very rich.’

Kuroda remarks (p. 7) that ga-marking leads to an implausible exhaustive listing implicature, resulting
in infelicity. This much may be correct, but the information structure status of the subject as focused
may not hold here.

To approach the problem, we first need to ask what kind of situation prompts questions like (17Q).
One is where you are supposed to pick very rich people out of a specified group. But in this situation,
Kuroda’s comments do not necessarily hold true. There may be only one very rich person in a particular
group, in which case ga-marking should be perfectly all right.

A more plausible scenario for the existence of multiple very rich people is the one in which you are
asked about the standard of affluence and are expected to give a famous example. In this case, what is
focused is the degree of wealth. An unambiguous way to ensure the intended interpretation is (18), to

which the wa-marking version of (17A) can be a legitimate answer.

(18) Dore-kurai-da-to oo-ganemochi-desu-ka?
Which-extent-be-Cond big-rich-be.Polite-Q

‘How rich is very rich?’
I should add that before drawing any conclusion from (17), one needs to elucidate the contribution of a
conditional in (18).
The use of gradable predicates to give the standard is discussed by Barker (2013), who points to the

following exchange:

(19) Q:  I’m new around here. What counts as tall?

A: [pointing] John is tall.

Barker points out that (19A) helps clarify the standard of tallness. (17A) can be used for the same
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purpose, except that the size modifier oo- acts as an intensifier, pushing up the standard. See Watanabe
(2021) on this prefix.

Kennedy (2013: 274) claims that the standard value of vague predicates also belongs to the domain
of subjectivity and that it can give rise to faultless disagreement. How the Common Ground update
works in this type of subjectivity has not been addressed, as far as I am aware. Given the particle wa,

Japanese may provide informative testing grounds.

6. More on Answerhood
As our last example, let us turn to an example that does not involve subjectivity. Kuroda (p. 42)

points out that (20A) has a flavor of incompleteness.

(20) Q: Dare-ga  Toyota-no zimuin-desu-ka?
Who-Nom Toyota-Gen office.worker-be.Polite-Q
‘Who are office-workers of Toyota?’
A: Moita-san-wa Toyota-no zimuin-desu.
Morita-Mr.-Top Toyota-Gen office.worker-be.Polite

‘Mr. Morita is an office-worker of Toyota.’

We cannot appeal to subjectivity to account for why the subject is marked with wa. What is going on?
Tomioka (2010) discusses a similar example, which is treated as an example of contrastive

topicalization. Consider (21).

(21) Q: Dare-ga  shaken-ni ukatta-no?
Who-Nom exam-Dat passed-Q
‘Who passed the exam?’
A: Ken-wa ukatta.
Ken-Top passed
‘(At least) Ken passed.’

As the translation indicates, (21A) is a nuanced answer. That nuance is due to the incomplete nature of
the answer. In other words, (21A) is a partial answer in the sense of Groenendijk and Stokhof (1984).
(20A) is essentially the same. (21 A) may generate more subtleties because one may not want to talk
about other people’s failures, as detailed by Tomioka. But these differences do not matter. Contrastive
topicalization is something one needs to factor out when question-answer congruence is examined.
Answers to multiple wh-questions demonstrate the point straightforwardly, because contrastive

topicalization is the norm in that case, as illustrated in (22).
(22) Q: Dare-ga  nani-o katta-no?

Who-Nom what-Acc  bought-Q
‘Who bought what?’
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A: Taro-wa biiru-o, Hanako-wa wain-o, Tomu-wa chiizu-o  Kkatta.
Taro-Top beer-Acc Hanako-Top wine-Acc Tom-Top cheese-Acc bought

‘Taro bought beer, Hanako bought wine, and Tom bought cheese.’

See Biiring (2016) on contrastive topics in general, and Tomioka (2010) on various aspects of contrastive

topics in Japanese.

6. Conclusion

I hope to have shown that it is important to pay close attention to predicate types when investigating
discourse involving wh-questions. Subjective assertions do not lead to immediate updating of the
Common Ground, with the result that question-answer congruence ceases to be in effect. It is quite
remarkable that Kuroda (2005) concentrates on stative predicates in his discussion of topicalized
subjects. Such skewed data coverage may be an indication that we are missing something.

Delimiting the range of subjective predicates is on the current research agenda (Stojanovic and
Kaiser (2022)). This paper has picked up only one such predicate in the superlative. Quite interestingly,
the gradable predicate used is phonologically null. Judging from Kuroda’s translation, it is reasonable
to posit idai-na ‘great’. It is a topic for future research to figure out what licenses such a null subjective

predicate after superlative expressions like Nihon-ichi.

* The work reported here is supported by Grant-in-Aid for Scientific Research (C) 20K00660 from the

Japan Society for the Promotion of Science. I would like to thank the audience for discussion.
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<Special Lecture Reports>

Toward a Fuller Symbolic View of Grammar: The Theoretical Orientation of Cognitive

Phonology and Its Application to Japanese Prosody

Yuki-Shige Tamura
Osaka University

Keywords: cognitive phonology, subjectification, voice onset time

"Cognitive phonology is to be seen as an integral part of cognitive grammar. As such, it
assumes that phonology, like the rest of language makes use of general cognitive mechanisms,

such as cross-dimensional correlations.” George Lakoff (1993:118)

1. Introduction

This paper proposes a case study of how cognitive linguistics can be utilized to analyze phonological
phenomena. We shall demonstrate that the notion of subjectification (Langacker 2008), which has often
been employed in cognitive grammar to analyze grammar and meaning, can also capture the
phonologization process observed in phonological development from voiced/voiceless sound opposition
to tonal differences (Hyman 1984; Ohala 1993). Demonstrating the parallelism between the
grammaticalization process led by subjectification and phonologization, we suggest that the gradual
shifts of voice onset time (VOT) observed in Japanese word-initial stop consonants (Takada 2011) can
be reframed as a grammatical phenomenon that is in the early stage of subjectification. In Section 2, we
first review the essential theoretical tenet of cognitive grammar, which has been called the "symbolic
view of grammar" to clarify why the theory requires the accumulation of analyses of phonological
phenomena. With this theoretical background, in Section 3, we show that phonological analysis with

cognitive-grammar concepts is feasible through a case study of the Japanese VOT shift.

2. Theoretical Background

When Ronald Langacker launched cognitive grammar as a new paradigm of linguistic theory in the
1980’s, the phonological description, including the relationship between phonetics and phonology, was
in its descriptive range and progress was expected, as was that of semantic description, including the
relationship between conceptualization and semantics. As shown in Figure 1, which may be a good
illustration of how phonology fits into the overall theory, cognitive grammar is based on the symbolic
view of grammar, in which the relationship between phonological units and the vocalization (i.e.,

phonetics) is assumed to be parallel to that of semantic units and conceptualization.
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Langacker’s (1987) most significant proposal on phonology was that phonological phenomena can be
described utilizing the same theoretical notions (general cognitive abilities) as semantic phenomena
when the former are regarded, much like the latter, as a conceptual organization schematized/abstracted
from actual usage events (i.e., phonetic experience), the idea of which is shared by another founder of
cognitive linguistics, George Lakoff, as shown in the quote at the beginning of this article.

More than 30 years after its inception, cognitive linguistics has grown into a major linguistic theory
with many related conferences and journals. However, as many researchers have noticed, its success
primarily resulted from the vigorous linguistic analyses of the relationship between conceptualization
and semantic units, that is, the upper part of Figure 1, including construction-grammar analyses;
however since there is little accumulated research on the relationship between vocalization and
phonological units, this is not due to the phonological analyses found in the bottom part of Figure 1.
Nevertheless, Bybee’s series of studies (e.g., Bybee 2001) might be considered an exception though her
description does not actively incorporate the general cognitive mechanisms into an explanation of
phonological phenomena, placing more emphasis on the frequency effect on phonological structures. 1,
therefore, believe that more research is needed on the bottom part of Figure 1 to prove our thesis that

general cognitive abilities shape not only meaning but also the language as a whole.

3. Subjectification and the Japanese Voice Onset Time

With the characteristics of Japanese VOT, our goal is to provide a case study in which
phonologization can be explained in parallel with semanticization and grammaticalization. In this
section, we will first review a classic example of the semantic extension that accompanies the process
of subjectification, English be going to (Langacker 2008). Then, based on Ohala (1993) and Hyman
(1984), we observe the phonological process of how the tonal distinction could historically develop out
of the prevocalic voiced/voiceless sound opposition. After pointing out that these two linguistic
phenomena can be captured in an integrated way, we proceed to the issue of how the subtle historical
VOT shift observed in the Japanese word-initial stop consonants is characterized with regard to
subjectification.

Let us start our discussion by outlining how the notion of subjectification is characterized. Langacker
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(2008) considers subjectification phenomena as ubiquitous in language, and he provides the following
characterization for the notion: "[M]ental operations inherent in a certain kind of experience are applied
to situations with respect to which their occurrence is extrinsic (p. 528, the underlines are added)."
Examining the ambiguous interpretations in (1), let us see how well this subjectification process captures

the polysemy of the English be going to between the physical motion and future interpretation.

(1) Tom is going to mail a letter.
a. Tom’s spatial motion toward a goal with the intent of mailing a letter upon reaching it.

b. Tom will mail a letter (perhaps just by clicking a mouse). (Langacker 2008:538)

Following Langacker (2008:538), the reason why the future interpretation (1b) can be derived from the
original sense of physical motion (1a) is characterized as follows: in the original sense of (1a), "the
conceptualizer scans through time by way of tracking the subject's movement through space", and in the
derived future sense of (1b), "this subjective temporal scanning occurs independently of any conception
of spatial motion. It is merely a way of mentally accessing an event's location in time."

The essence of the subjectification process that derives the polysemous semantic structure lies in the
point that a certain semantic element that is considered intrinsic but incidental in the original meaning
is brought into focus and interpreted externally as an independent meaning. While Bybee et al. (1994:
267) point out the fact that the verb 'go' cross-linguistically tends to be recruited as a future tense marker,

the grammaticalization path of English be going to with subjectification can be schematized as follows:

(A) Stage I (intrinsic but incidental meaning) — Stage II (extrinsic and independent meaning

(polysemous difference)) — Stage III (future tense (grammatical difference)).

With this characterization of the subjectification process that derives the polysemous semantic
structures, let us now consider the well-known phonologization process of the tonal development from
prevocalic consonantal voiced/voiceless distinction. Ohala (1995:239-240) suggests that "[I]n East and
Southeast Asian languages certain tonal distinctions developed out of former (subsequently neutralized)
voiced vs. voiceless contrasts on prevocalic consonants; a higher tone developing after what had been
the voiceless consonant and a lower tone after the voiced." Table 1 shows that in a Kammu language,
the original contrast between voiceless and voiced stop consonants (i.e. k£ and g here as shown in the
Southern dialect)) has been shifted to that of tone in the Northern dialect (i.e. & (high) vs. a (low)) losing

the original voice/voiceless distinction (i.e. k and g are neutralized as k).

Fo
140 Hz{-

Southern Kammu  Northern Kammu Translation i _\,,

klaan klaan cagle / '

glaan klaan stone

time
100 ms

Table 1 (Ohala 1993:240) Diagram 1 (Ohala 1993: 214)
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Ohala (1993) claims that the replacement of voiceless sounds with a high tone and voiced sounds with
a lower tone, not vice versa, should be motivated by a strong phonetic tendency: when vowels are
pronounced with voiceless stop consonants, they sound higher than when pronounced with voiced
counterparts. Diagram 1 indicates that when [pa] and [ba] are pronounced, the former syllable tends to
be higher in pitch than the latter. In other words, the tonal difference between 4 (high) and a (low) in the
Northern dialect is not brought about from somewhere else but is the result of the original pronunciation
of voiced and voiceless consonants.

This phonologization process can be considered essentially the same as the process of subjectification
we saw earlier when subjectification is defined as a grammatical process in which the elements that are
intrinsic but incidental in the original domain are brought into focus (i.e. foregrounded) and as a result,
interpreted externally as an independent element. Hyman (1984) schematizes the phonological

development from the voiced/voiceless contrast to tonal distinction as in Table 2.

(B) Stage I > Stage [ >  Stage III

pa [—] pa[—] pa[—] (")=high tone
ba [—] ba [ /] pa [ —] (7)=rising tone
‘intrinsic’ ‘extrinsic’ ‘phonemic’

Table 2 (Hyman 1984: 69)

Table 2 indicates that the high tone /a/ and rising tone /a/ in Stage III originate the same /4/ in Stage I,
in which the rising part is attributed to the initial /b/ and it is considered as "an INTRINSIC by-product
of a neighboring segment and not part of the phonological tone"(p. 70). In Stage 11, "the low part of the
tone has become an EXTRINSIC part of the signal" (p. 70). Thus, it has become an allophone of /a/.
And finally, in Stage 11, /4/ has split into two distinct phonemes /4/ and /&/ with different tones.

With this parallel characterization of the phonologization with semantic subjectification, let us
consider why the voiced/voiceless distinction observed in Japanese word-initial stop consonants can be

regarded as being in the early stage of subjectification.

al, M 1910 FELIE

a2, ¥ | 1920~30 F4T a3. TR 194050 fF{E
- Kinki, born before 1910

Kinki, born in 1920-30 oy Kinki, born in 1940-50

ad. i 1960~ 70 a5. it - 1980 F(ALUS
0% Kinki, born after 1980

50% 4 0%

Kinki, born in 1960-70

2% Y 25% | it 2% 29%

2% EA ~ hN
A Pl B, AN N

Dt o 0 0% e PN TSRV et P U Y NYEY
Y YTYYYI Iy Teesrgseynckeshdy Tasshssasaiitaigs

s

(solid lines: voiced, broken lines: voiceless)
Table 3 (Takada 2011:145)

Takada (2011) examines how the VOT in Japanese word-initial stop consonants has changed over a 100-
year period. Though Table 3 shows the change in VOT observed in speakers in the Kinki region, the
same trend can also be observed nationwide. As shown in Table 3, the distinction of VOT between
voiced and voiceless stop consonants was very clear around 100 years ago (al), but the overlap between
them has progressed with the times (a2 to a4), and for speakers born after 1980 (a5), the phoneme

distinction is hardly functional for word-initial VOTs, indicating that the current Japanese speakers rely
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considerably on the initial frequency of FO (the pitch) and its transition to the following vowels, when
it comes to the word-initial voiced/voiceless consonantal differentiation (Takada (2011:194)).

The distinction between voiced and voiceless sounds in Japanese can be placed between Stage I and
Stage II in (A) and (B) above. While relying on the initial frequency of FO and its transition to the
following vowels for the voiced/voiceless distinction, as suggested in Takada (2011:193-194), Japanese
speakers rarely have communicative discrepancies such as mishearing /b/ and /p/ in Japanese
conversation, which indicates that the Japanese voiced/voiceless consonantal distinction have not
reached Stage III in (A) and (B). Furthermore, Japanese speakers seem to be unaware of the pitch
difference that occurs when voiced/voiceless stops are used, implying that the distinction is not regarded

as having reached Stage Il in (A) and (B) above, showing an allophonic/polysemous relationship.

4. Conclusion

This paper attempted to propose a case study of how cognitive linguistics can be utilized to analyze
phonological phenomena. After suggesting that the accumulation of analyses of phonological
phenomena is indispensable for cognitive linguistics to become a comprehensive linguistic theory, we
showed that subjectification can capture the phonologization process observed in the development from
voiced/voiceless sound opposition to tonal differences. Showing the parallelism between the
grammaticalization process led by subjectification and phonologization, we suggest that the gradual
shifts of VOT observed in Japanese word-initial stop consonants can be reframed as a grammatical

phenomenon that is in the early stage of subjectification.
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<Special Lecture Reports>

The English Verbal Prefix out- and the Relationship between its Spatial and Differential Types*

Akiko Nagano

University of Shizuoka

Keywords: West Germanic linguistics, preverb, separable/inseparable complex verbs,

grammaticalization

1. Introduction

The synchrony and diachrony of preverbs is a traditional research topic in West Germanic
linguistics. “Preverb” is a cover term that refers to “morphemes that appear in front of a verb, and which
form a close semantic unit with that verb” (Los et al. 2012: 7). In Dutch, be- in be+spreken ‘talk about,
discuss’ is always bound to the following verb, so it is a prefix, and the combination is called an ICV
(Inseparable Complex Verb). On the other hand, op- in op+belden ‘phone up’ is separable from the verb,
so it constitutes an independent syntactic head, i.e. particle, and the combination is called a SCV
(Separable Complex Verb). In German, be- in be+freien ‘free’ and mit- in mit+kommen exhibit the same
behavioral difference. SCV existed in Old and early Middle English, but as a consequence of the
subsequent word-order change, the type gave way to verb particle combinations. English also differs
from Dutch and German in the development of ICV. The latter languages maintain early Germanic
prefixes, including be- in the examples cited above. In some examples, such prefixes still compete with
particles; thus, be-lopen [prefix-verb] and df-lopen [particle-verb] ‘to walk down’ coexist in Present-
Day Dutch (see Los et al. (2012: 6) for more doublets). However, English is said to have almost
completely lost the cognate Germanic prefixes. Although some scholars suggest that the emergence of
verb particle combinations pushed them away, this view is under criticism (Thim (2012)).

Clearly, the intricate distribution of the preverb + verb combination in the contemporary West
Germanic languages requires further elucidation. Los et al.’s (2012) comparative study does not
thoroughly examine English data with the same level of rigor applied to Dutch data. Regarding English,
the authors revert to the traditional stance, asserting that “the vast majority of English particles are
resultatives, or have developed from resultatives” (Los et al. (2012: 69)). The authors’ conservatism is
further observed in the following passage: “It is very striking that the first type of prefix was highly
productive in OE and early Middle English (eME) and subsequently lost, and that the second type never
developed in English” (Los et al. (2012:13); italics added). This invited lecture utilizes an ongoing
research project to challenge these assumptions and demonstrate the commonality between English and

Dutch in the synchrony and diachrony of the preverb + verb combination.
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2. The Framework

According to Los et al. (2012), the grammar and history of the preverb + verb combination can
be explained by means of three theoretical tools: incorporation, lexical semantic decomposition, and
grammaticalization. First, SCVs exhibit paradoxical behaviors with respect to the syntax-lexicon divide
because the preverb is an optionally projecting syntactic head that is morphologically incorporated in

another head. The structure of an SCV is as follows:

(1) [vov: X° V] where X°=P, Adv, Aor N (Los et al. (2012: 67); slightly modified)

As suggested in (1), particle is an incorporated preposition, adverb, adjective, or noun.

Secondly, employing the methodology of lexical semantic decomposition, the authors
demonstrate that SCVs allow a broader range of semantic structures than previously suggested by their
predecessors. As indicated by the following semantic classification, Dutch particles do not always

correspond to the resultative predicate component (Los et al. (2012: 69)):

(2) Semantic classification of particles
a. Resultative particles:
—Particles conceptualized as resultative predicates, licensing a Figure participant.
b. Non-resultative particles:
—Particles conceptualized as modifiers, not licensing any participant.
—Particles conceptualized as relators, licensing a Ground participant.
—Particles conceptualized as pure Aktionsart markers, blocking the presence of participants (other
than the AGENT).

The detailed study of these classes is the core of Los et al.’s theory. From this, they argue against the
numerous attempts in the literature that posit a one-to-one mapping between the syntax and the
semantics of SCVs. Indeed, while the classes in (2) have different Lexical Conceptual Structures, they
are all mapped to the single syntactic structure in (1).

Thirdly, ICVs are diachronic developments of SCVs. Contrary to the prediction based on
traditional views, it has been found that adposition-based particles resist further grammaticalization into
prefixes when their semantic function is resultative. Instead, prefixization is prompted when such
particles materialize a relator function. Thus, early Germanic prefixes such as be-, ver- and ont- are
grammaticalized resultative predicates (see the list in Los et al. (2012: 177)); however, newer prefixes
such as over-, door-, and om- are grammaticalized paths. For instance, the resultative SCV over-brengen
‘to carry over’ does not have a corresponding ICV. The diachronic source of the prefixal over- is the
homophonous relator particle, as evidenced by the parallelism between the following two structures
(Los et al. (2012: 189)):

(3) a. SCV: de brief 6ver-lezen (lit. the letter over-read) ‘to read over/through the letter’

b. ICV: de situatie over-zien (lit. the situation over-see) ‘to survey the situation’
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These over-verbs, differing in separability, share the path semantics.
It is noteworthy that both earlier and newer types coexist in Present-Day Dutch. This observation
indicates that the grammaticalization of the preverb + verb combination undergoes a repetitive cycle,

resulting in a stratum of layered morphology.

3. Application
To recap, Los et al. (2012) advance the hypothesis that ICVs represent the final stage of a

grammaticalization cline. This hypothesis naturally leads to the following prediction:

If the structural development in (30) represents a grammaticalization cline, we would expect it to
be accompanied by a corresponding loss of lexical meaning and the development of more abstract,

metaphorical meanings (semantic bleaching; [...]). (Los et al. (2012: 192))

To prove the above prediction, Los et al. present ICVs that are morphosemanically related to SCVs while
at the same time having a construction-specific meaning (Booij (2010)). Thus, the over-verbs in (3),
reproduced below as (4a, b), share the path semantics but differ in separability, while the inseparable

over-verb in (4c) is distinct from the one in (4b) in its non-spatial, quantificational meaning.

(4) a. SCV: de brief over-lezen (lit. the letter over-read) ‘to read over/through the letter’ (= (3a))
b. ICV: de situatie over-zien (lit. the situation over-see) ‘to survey the situation’ (= (3b))

c. ICV:Jan over-spant de boog (lit. John over-stretches the bow) ‘John overstretches the bow.’

Importantly, a similar paradigm is offered by the English verbal prefix out- and the relationship between
its spatial and differential types (Nagano (2011), Kotowski (2023), Nagano and Togano (2024)).

In OE and eME, motion verbs formed SCVs in combination with ut ‘out.” Although Los et al.
(2012: Ch.6) highlights the resultative type such as (5a), there were also instances of the relator type
such as (5b) ((5a) from Los et al. (2012: 140); (5b) from the Oxford English Dictionary Online).

(5) a. And seo helle Pone deofel ut a-draf. (Old English)
and the hell the devil out prefix-drove
‘And Hell drove out the devil.’
b.  Pe harnes out sprange pe harnepan. (Middle English)
the brains out sprang the brainpan

‘the brains went out of the brainpan springing; the brains sprang out of the brainpan.’

In (5a), the NP referring to ‘the devil’ and ut ‘out’ are in the subject-predicate relationship, whereas in
(5b), the NP referring to ‘the brainpan’ is the source argument of out. Both SCVs conform to the structure
in (1). Since ut/out is an incorporated head, it can have a syntactico-semantic relationship with the NP

outside the complex verb (cf. Haspelmath (2023)). In (5b), the NP ‘the brainpan’ receives its case and
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theta-role from the incorporated P.
Diachronically, the resultative type was replaced by the verb particle combination (Los et al.
(2012: Ch.6)), but the relator type was not, as evidenced by ouz-ICVs such as follows (OED Online):

(6) A..second Brother liued, whose ill out-sprung..the elder. (Modern English)

The out-verb in (6) is related to the relator type such as (5b), with its object NP (the elder) having the
source function. Just as the path in (4b) slightly differs in meaning from the one in (4a) (Los et al. (2012:
189-191)), the source in (6) differs from the one in (5b) in not being literal space. Furthermore, in
Modern English, the type known as differential out- (Kurafuji (2013)) emerged, leading to examples
such as (7):

(7) Mary outran Fred by three meters. cf. Mary ran (*by) three meters.

In (7), Fred is no longer a source but standard of comparison, as is confirmed by the availability of the
differential measurement by phrase (Morzycki (2015)). The out-verb denotes the emergence of a degree
gap between the two scalar points represented by its subject (“Mary”) and object (“Fred”). Crucially,
this usage is absent from the free-standing out. It is a construction-specific meaning.

There is an independent empirical support for the conclusion that the source-denoting types ((5b),
(6)) and the differential type ((7)) are related by grammaticalization. The historical development of an
ablative marker into a comparative standard marker (“A > CS”) is widely attested in typologically
unrelated languages (Heine and Kuteva (2002)). The reason for the frequent transition from the ablative
function (“from ~”) to the standard of comparison (“than ~”) lies in the cognitive similarity between
spatial path and property scale. The source-specified path can be quite naturally extended to the lower-
bound degree scale (Kennedy (2012)). For instance, the phrase headed by yori in Japanese functions as
a source or a standard of comparison; and this polysemy is due to the A > CS grammaticalization
(Shibasaki (2023)). In our case, the comparative standard marker takes the form of a derivational prefix
because it comes from an incorporated ablative marker. The formal incorporation profoundly impacts
the verb lexical semantics, leading to a shift of the Lexical Conceptual Structure from the change-of-

place type in (8a) to the change-of-state type in (8b) (see Nagano and Togano (2024) for more details).

(8) a. [x EXIT y (the source) by verb-ing]
b. [x EXCEED y (the standard) by verb-ing]

4. Conclusion

This paper critically reviews Los et al.’s (2012) theory of complex predicate formation and argues
against their basic assumption that English differs from Dutch in the synchrony and diachrony of the
constructions under investigation. By demonstrating that English is not an exception, it is argued that a
theory, by definition, should be put to use to reveal hidden commonalities across languages, rather than
to talk about their differences. While the relationship between the SCV/ICV distinction and the
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phrase/incorporation/compound/prefixation distinction is not delved into, it merits careful scrutiny in

more sophisticated morphosyntactic theorizing.

*I would like to thank the audience of the ELSJ 17th International Spring Forum, as well as Yo
Matsumoto, Chigusa Morita, Reijirou Shibasaki, Masaharu Shimada, and Yuri Togano for their valuable
input and feedback. This work was supported by JSPS KAKENHI Grant Numbers JP18KK0324,
JP24K03966.
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