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Child’s Sentence Production and 

Comprehension Based on Child-Parent 
Conversations  

 Nobuyo Fukaya  
Shibaura Institute of 

Technology  

, , , 
, where  

1.  

Hendriks 
(2014)

where

where
where

where
where wh

where

Hendricks
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CHILDES

where

where
3

 
 
2 CHILDES  
2.1. Nina where  

CHILDES Nina
1 11 3 3

Nina
where grep

(1) 564
 

 
(1) 

 
 

where (2) 4
(2a) Where’s …?
 

 
(2) a. Where Aux S V? 

b. Where S V? 

3



c. Where S Aux V?  
  d.  

 
564 458 (81.2%) (2a)

(3a) (3b) SAI
(3c) 15  

 
(3) a. Where's my candy? (2;1) 
   b. Where Mary Lou go? (2;2)   

c. Where Justin is gonna go xxx? (2;5) 
 

Nina SAI

Nina

where
(4) 3  
 
(4) a.     

b.     
c.  

 
564

240 199
125 Nina where

2 2 3
2 1

2 4 1 2 11 3
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(5) Nina where  
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1
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35 
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58 
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52 
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2 2
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3 2
 

140 
(53.0%) 

87 
(32.9%) 

37 
(14.0%) 

 
(5) 2 1

1
145 35 (24.1 ) 2

264 140 (53 )
2

1 145 52 (35.8 )
2 264 37 (14 )

2 Nina

Nina where
1 80 SAI
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2.2. Nina where  

where (6)
2011  

 
(6)  

 

4



where
(4)
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1985 1328 (70 )
511 (25 ) 146
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303 
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114 
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(66.0%) 

142 
(24.9%) 

47 
(8.2%) 
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(10) Where is the giraffe's neck?    

Nina Rabbit.  
(11) Where's the horse's tail?     

Nina Here.   
That's right. 

(12) Where are Mommy's teeth?  
Nina Here.  

Here? What are these? 
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540 785
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1 2
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2  174 391 
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(14) a.     

b. here     
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(14a) (15)

(14b) here
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(15) Where is the lamb? 

Nina: In the barn. (1;11) 
: In the barn ? 

(16)  Where are Nina's feet? 
Nina: Eyes. (1;11) 
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0.1
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3.  

(19) 4
1  

 
(19) a. CASE: DP must be Case-marked. 

(Grimshaw (1997: 374)) 
b. STAY: Trace is not allowed. 

(Grimshaw (1997: 374)) 
c. PARSE: Parse input constituents. Failed 

by unparsed elements in the input. 
(Grimshaw and Samek-Lodovici (1998: 
194)) 

d. Q-SCOPE: [+Q] elements must 
c-command VP at the surface structure.       

(Ackema and Neeleman (1998: 17)) 
 

1 4 (20)
 

 
(20) 1 1 11 2 2  

Q-SCOPE, PARSE, STAY>>CASE 
 
CASE 3

CASE
Tableau (21) Where is the 
rabbit?

 
 
(21) 

Where is 
the 
rabbit? 

Q-SC
OPE 

PARSE STA
Y 

CAS
E 

a. [VP 
wherei [VP 
the rabbit 
ti]] 

 * * * 

b. [IP 
wherei isj 
[VP the 
rabbit tj 
ti]] 

  ** * 

c.  [VP 
the rabbit] 

 **  * 

d. [CP 
wherei isj 
[IP the 
rabbitk tj 
[VP tk tj ti]]] 

  ***!
* 

 

 
(a) where VP

Q-SCOPE STAY 1
Q-SCOPE [Spec, CP]

wh [Spec, IP]
VP IP

(a)
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PARSE 1
VP CASE

(b) where [Spec, IP]
is IP
STAY 2 CASE 1

(c) where is
PARSE 2 CASE 1

(d) where [Spec, CP]

(d)
where

(20) (d)
STAY 4

(a)(b)(c) 2
CASE 1 3

 
(a)(b)(c)

where
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(a)(b) Q-SCOPE 

where
the rabbit

1
430 303

83 here

(c) where
Q-SCOPE 

where

where

where
1

430 109 (25 )
(c)

 
2 9 3 0

2 2
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(22) 2 2 9 3 0  
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(22) PARSE STAY

Tableau (23)  
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the rabbit? 

Q-SC
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a. [VP  *! * * 

wherei [VP 
the rabbit 
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wherei isj 
[VP the 
rabbit tj ti]] 
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wherei isj 
[IP the 
rabbitk tj 
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barring * 
On the Historical Development of the 

Deverbal Preposition barring  

 Tomoaki Hayashi  
Kyoto University  

,  

1.
concerning, considering, regarding

deverbal prepositions; cf. 
2002

cf.
 2002;  2001; Kortmann and König

1992;  2013
barring

Oxford English Dictionary (OED)
Corpus of Historical American English (COHA)

barring

2.
2.1  

Mair (2004: 123) 2

 (“dynamic” type) 

(de)spite 18

notwithstanding  (Rissanen 
2002) 

 (“static” type) 

Mair (2004) 
seeing (that), supposing (that) 

Hopper and 
Traugott (2003: 107) 

 (cline of 
categoriality)  

(1) major category (> intermediate category) >
minor category (ibid.)

major category intermediate 
category minor category

 (semantic bleaching) 

 (ibid.: 
94-98) go  (be going to) 

2.2  
Hopper (1991) 

(2)
(participal clause) 

(2) Considering its narrow beam, the boat is
remarkably sea-worthy.         (ibid.: 31)
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(dangling participle)
cf.  2002: 190; Kortmann and König 

1992: 679  (2005) 

barring except for

(3) Barring accidents, we should arrive on
time.  OALD;  2005: 247  

save/saving

 (2001: 90-91) 
safe, save

save/saving

 (ibid.)  (2001) 
bar/barring

barring

 (Kortmann and König 1992)  (2014: 
209)

 (2014) 
 (4b) barring

immediately
1 

(4) a.  They immediately barred him from the
  casino. 

b. * Immediately barring accidents, we
should arrive on time.      (ibid.: 211)

barring

3 OED
COHA

3. 
3.1  

OED

concerning, considering, 
regarding, relating to, touching  2002
excluding  2013 seeing (Mair 2004)
notwithstanding (Risannen 2002) OED

Mair 
(2004: 124) 

OED

OED

OED
52 barring

COHA
barring

3.2 1: OED  
OED barring

2 

(5) yardes, barin one pese, of lynnen cloth.
(1481–90 Howard Househ. Bks. 283, vjxx.)

OED barring
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59
52

 (2013)  (6) 

 (6b-d) Hopper and Traugott 
(2003: 107)  (1)  
 
(6) a.  major category:  
 b.  intermediate category (adjective):  
  
   
 c.  intermediate category (adjective/
  ): 
  
   
 d. intermediate > minor category
  : 
    
 

(6) OED
1  

(7a-d)  (6a-d)  
 
(7) a.  For beauty of barring the Celery fly may 
  compare with most. 

(1882 Garden 14 Jan. 23/3) 
         

    
 
 
 
 
 
 
 
 
 
 
 

 b.  The author started…to produce an  
  autosexing Barnevelder by adding the  
  barring factor to the ordinary lace brown  
  Barnevelder. (1936 tr. A. L. Hagedoorn 
  in Scient. Rep. VIth World's Poultry  
  Congress III. 54)                   
 c.  He will enforce new ordinances barring 
  U turns in the public square and  
  regulating parking.  

(1937 Sun (Baltimore) 27 July 6/3) 
 d. That immense army (barring accidents) 
  will be completed. (1793 Gouv. Morris 
  in Sparks Life & Writ. (1832) II. 281)   
 
(6a) of, for, with

 (6b) (7b) [the barring 
NP] 

(6c) 

barring NP
NP […, 

barring NP] 
barring

3 
(6d) 
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(6c) (6d) 
bar excluding

1 19  (6a) (6c) (6d) 
 

 (6d) 

Mair (2004) 
seeing

barring

 
 
3.3 2: COHA  

COHA 19 20
1159

1137 barring
2 3.2

 (6) 3 barring

2 19 (6d) 
 

3  
 
 
 
 
 
 
 
 
 
 
 
 
 

(6d) 19
1874

 (8) 20
20  

 
(8) Barring this, it only remains to relieve 
 somewhat the monotony of our food, by 
 variety in the modes of dishing it up.          

(1874, FIC, Idolatry A Romance; COHA) 
 

(6d) 1980
 (6c)  

 
3.4  
3.4.1  

 (2002: 183, 184) concern
concerning

OED
 

 
(9) a. a matter intimately concerning your 

friend. 
 b. He made to me a communication 

concerning your friend. 
 c. I will communicate with you concerning 

your friend.  
(ibid.: 183) 
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 (9a) 
a matter a matter (which is) 

concerning your friend. (9c) 
concerning

(9b) 
concerning

 (ibid.)
 

 
(10) Concerning this solemn incoronation, we

have from the pen of an eye witness, Guido 
d’Arezzo, details etc..  
(1836 F. Mahoney Rel. Father Prout, Songs 
Italy ii. (1859) 349) 

 
barring

1870
barring concerning

 2005: 622

barring concerning
barring

1874 barring

barring

4

(6c) 

(2) 

5

 [NP barring…] barring

NP

 
COHA

19

barring
20

Mair (2004) 
 

 
3.4.2 barring  

 2001: 75
save/saving cf. ibid. considering

cf. Kawabata 2003;  2015
OED COHA

barring
cf.  1984: 528

barring that
 (11a) that

 (11b)  
 
(11) a. The praast, Father Murhy, ye sae, had a 

beautiful niece, as was jist my age, 
barring that she was a couple o’ year 
younger. 

(1849, Fic, Leni-Leoti Adventures; COHA) 
 b. Me father -- pace to his ashes! -- barring 
  I niver saan the proof he was me father, 
  and there was dispute about it -- was a  
  gintleman laborer, as had plenty to do all 
  his life and little to ate. 

(1849, Fic, Leni-Leoti Adventures; COHA) 
 

barring Fiction
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1840

 (Emerson Bennett)  (Leni 
Leoti Or Adventures In The Far West) 

 (12)  
 
(12) “I don't know anything against the kid, 

barring that he’s been a little wild,” 
Maloney testified. 

(1936, FIC, Crooked Trails Straight; COHA) 
 
4.  

OED, COHA
barring

(i) OED

(ii) COHA

considering, 
concerning cf.  
2002 19
20

barring 15
19 20

 

: (i) 
(ii) barring concerning, considering

 (9) 
6 

 
(i) 
(ii) bar/barring (iii) excluding, 
without, except for, saving

cf.  2013: 147 (iv) 
barring (v) barring

 

* 33 2015
11 22

: 15J00373  

 
1 (4a) 

 (2014: 211) immediately
bar They 

immediately bar him from casino. 

 (4a)  
2 ME -ende, 
-ying -ing

barring

barring

 
3 Hopper (1991) participal 
clause

 
4 

 
5 Fukaya (1997) 

 (pied-piping and 
stranding)  (prepositional 
adverbs)  
(prepositional property) 

 (identical-subject 
rule) 

Fukaya (1997) 
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6  (cf. Ramat 
1992) 

(9a-c) 
 

 
 

 (2002)
, . 

 (2005) , 
. 

 (1984) A
10 , . 

Fukaya, Teruhiko (1997) “The Emergence of 
-ing Prepositions in English: A 
Corpus-Based Study,” Studies in English 
Linguistics: A Festschrift for Akira Ota on 
the Occasion of his Eightieth Birthday, ed. 
by Masatomo Ukaji, Toshio Nakao, Masaru 
Kajita and Shuji Chiba, 285-300, 
Taishukan, Tokyo. 

 (2013) excluding 
― ― ,

19 , 127-150, . 
 (2014)

—
— KLS (Kansai Linguistic Society) 34, 
205-216. 

 (2015) considering
―

― , 17
10 , 105-112. 

Hopper, Paul J. (1991) “On Some Principles of 
Grammaticization,” Approaches to 
Grammaticalization 1, ed. by Elizabeth 
Closs Traugott and Bernd Heine, 17-35, 
John Benjamins, Amsterdam/Philadelphia. 

Hopper, Paul J. and Elizabeth Closs Traugott 

(2003) Grammaticalization (2nd edition), 
Cambridge University Press, Cambridge. 

Kawabata, Tomohiro (2003) “On the 
Development of Considering: The 
Prepositional, Conjunctive and Adverbial 
Usages,” Studies in Modern English (The 
Twentieth Anniversary Publication of the 
Modern English Association), 139-152,  
Eichosha, Tokyo. 

 (2001)  ( ) save, 
saving ,  ( )

― ― , 73-95, , 
. 

Kortmann, Bernd and Ekkehard König (1992) 
“Categorial Reanalysis: the Case of 
Deverbal Prepositions,” Linguistics 30 (3), 
671-697. 

Mair, Christian (2004) “Corpus Linguistics and 
Grammaticalization Theory: Statistics, 
Frequencies, and Beyond,” Corpus 
Approaches to Grammaticalization in 
English, ed. by Hans Lindquist and 
Christian Mair, 121-150, John Benjamins, 
Amsterdam/Philadelphia. 

Ramat, Paolo (1992) “Thoughts on 
Degrammaticalization,” Linguistics 30 (3), 
549-560. 

Rissanen, Matti (2002) “Despite or 
Notwithstanding? On the Development of 
Concessive Prepositions in English,” Text 
Types and Corpora: Studies in Honour of 
Udo Fries, ed. by Andreas Fischer, Gunnel 
Tottie and Hans Martin Lehmann, 191-203, 
Gunter Narr, Tübingen. 

 

 
Corpus of Historical American English 
Oxford English Dictionary (2nd edition, 

CD-ROM Ver. 4.0) (1989) Oxford 
University Press, Oxford.  
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Broad Syntax
 

Parameters Revisited: Synchronic and Dia-
chronic Variation in Broad Syntax  

 Michio Hosaka  
Nihon University  

null subject parameter, nar-
row/broad syntax, dynamic model of language, 

LoT, LoC 

1.  
�

Chomsky 
(1981)

Narrow Syntax
Broad Syntax

Complex 
Adaptation)

 
 
2.  
�

Baker (2001)

Newmeyer (2005)

rule-based
 

Null Subject 
Parameter

Minimalist
 

�

Lexicon (1)
Borer-Chomsky Conjecture

 
 
(1) All parameters of variation are attributable to 

differences in the features of particular items 
(e.g., the functional heads) in the lexicon.                 

(Baker (2008: 353)) 
 

17



Gallego (2011)
Boeckx (2014)

Minimalist
Narrow Syntax

NS

Boeckx

 
�

computational 
efficiency communicative efficiency

 
 
3. Dynamic Model of Language 
�

Chomsky (2014:7)

”Language is not sound with meaning but 
meaning with sound.”

(2)
(Language of 

Thought)
 

 
(2) The apparent asymmetry of BP (Basic Prin-

ciple) provides additional reasons for return-
ing to a traditional concept of language as 
essentially an instrument for construction and 
interpretation of thought – in effect providing 
a “language of thought” (LOT).   

(Chomsky (2015: 5)) 
 

Dynamic 
Model of Language  
 

 
 Dynamic Model of Language 

(  (2014: 261)) 
 

LoT
Conceptual Interface

SEM1 Communicative 
Interface

LoC
SEM2

 
�

(3)

 
 
(3)  [gave √Tom<ag>  [gave √Mary<rec>� [gave √ring<th>  

√gave]]]    
 

LoT
Conceptual Interface

SEM1)
LoT

Communicative In-
terface Transfer

(4) Visibility Requirement  

18



(4) Visibility Requirement 
   Thematic roles of NP must be visible at the 

Communicative Interface.  
 (2014: 268)  

 
(5)

Agent, 
Recipient Theme

 
 
(5) [VP <ag← > [V’ <rec← >  
 [V’ <th← > ]]]   
 

(6) Tom Agent, 
Mary Recipient, ring Theme
FP  
 
(6) [FP Tom<ag> [F’ gave+F<ag> [FP Mary<rec> [F’  

gave+F<rec> [FP the ring<th> [F’ gave+F<th> [VP  
Tom<ag> [V’ Mary<rec> [V’ the ring<th> 
gave]]]]]]]]] 

 

Agent > Recipient > Theme)

 
  Conceptual In-
terface LoT LoT

Communicative Interface
LoC

LoT Conceptual Interface
Perfect

External Merge
Narrow Syntax LoC

Communicative Interface
Conceptual Interface

, 

, 

Broad Syntax

SEM1
SEM2

 
� Null Subject

 
 
4.  
4.1. P&P  
  

(7a)
(7b)

 
 
(7) a.  Parla francese.         
   b. *Speaks French. (Radford (2004: 17))   
 

Chomsky (1981)
pro-drop parameter

−

 
�

(8a)
(8b)

 
 
(8) a. (Ich) hab’  ihn  schon   gesehen. 
      I   have  him  already  seen 
   b. Ihn  hab’ *(ich) schon  gesehen.  

          (Huang (1984: 547))  
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zero-topic param-
eter Baker

 
 
4.2.  
�

Sigurðsson (2011)  
�

(9)
pro-drop type topic-drop type

discourse drop type  
 
(9) A. The Romance pro drop type, conditioned 

by agreement 
   B. The Germanic topic drop type, condi-

tioned by an empty Spec,C 
   C. The Chinese discourse drop type, not 

clause-internally constrained.      
(Sigurðsson (2011: 268)) 

 
(10) C/Edge-Linking Gener-

alization CP
Logophoric Agent (speaker), Logophoric 

Patient (hearer), Topic
 

 
(10) C/Edge-Linking Generalization 

Any definite argument, overt or silent, pos-
itively matches at least one CLn in its local 

C-domain, CLn {ΛA, ΛP, Top, . . .}. 

 
(11b)

V2 Topic
Topic

 
 

(11) a. The Romance pro drop type 

      [CP . . . {CLn} . . . [TP -Tφ . . . 

    b. The Germanic topic drop type 

      [CP . . . {CLn}φ . . . φi-VFin . . . [TP  ti . . . 

    c. The Chinese discourse drop type 

      [CP . . . {CLn}φ . . . [TP . . . [vP  . . . 

 

(12)
2nd Factor 3rd Factor

 
 
(12) I propose that the language faculty does not 

contain any wired-in parametric instruc-
tions, the desirable goal being to analyze 
language variation in terms of interacting 
general 2nd and 3rd factor effects and prin-
ciples. One such effect is incorporation. It 
can be formulated as a simple statement 
saying “Incorporate Y into X.”            
(Sigurðsson (2011: 274)) 

 
T V
incorporation

3rd 
Factor

(11)

(13)
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(13) However, these languages (English and 
French) have an exceptionally strong “sub-
ject coercion”, perhaps as a result of a spe-
cial EPP or “nexus” requirement on the fi-
nite verb. I must put these issues aside here.           
(Sigurðsson (2011: 299)) 

 
DML

 
 
4.3. DML  
  

(14) discourse pro type
Visibility Re-

quirement F<θ> F<top>

 
 
(14) a.  (sensei-ga)  kita. 
    b.  [VP (sensei<ag>-ga<ag>) kita] 
 

VP
 

   topic-drop type
Visibility Requirement

F<θ> V2
F<top>

F<top>

discourse-linking F<top>

Spec
(15a,b)
topic (15c,d)

 
 
(15) a.  (Ich) hab’  ihn  schon gesehen.�  
    b. [FP (ich<top>)[F’ hab’+F<top> [VP ich<ag←nom> 

ihn<th←acc> hab’ schon gesehen]]]    
    c. Ihn hab’ *(ich) schon gesehen.    
�  d. [FP Ihn<top> [F’ hab’+F<top> [VP *(ich<ag← 

nom>) ihn<th←acc> hab’ schon gesehen]]]  
 

pro-drop type
Agreement Visibility 

Requirement

(16a)
VP

 
                           
(16) a.  [VP (Giovanni<ag>)  parl-a<ag>  ] 
    b. [FP[F’ parla-F [VP Giovanni<ag>parl-a<ag> ]]]  
 

(16b)

F

 
  non-pro-drop type

Visibility Requirement (17)
F<θ>

 
 
(17) [FP he<ag>  [F’ speaks-F<ag> [FP Italian<th> [F’ 

speaks-F<th> [VP he speaks Italian]]]]]  
 

Table 1  
 
Table 1  Null Subject Types in a Synchronic 
Perspective 

 Visibility  F<θ> F<topic> Type 

 + ( ) − − discourse- 
pro 

 + ( ) − + topic-drop 
 ± ( ) ± ± pro-drop 

 − + ± non-pro- 
drop 
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Visibility, FP

Broad Syntax
 

�

van Gelderen (2013)

(18)
topic nearwe topic

 
 
(18) Nearwe    ___   genyddon  on  
    anxiously   pro   hastened  on 
 norðwegas. 
 north.ways 
 ‘Anxiously, they hastened north.' 

(Exodus 68; van Gelderen (2013: 275)) 
 

van Gelderen
pro-drop type

 
  

Table2
 

 
 Visibility  F<θ> F<topic> Type 
OE + ( ) − + topic-drop 
OE ± ( ) − ± pro-drop 
ME

 − + ± non-pro-drop 

Table 2  Null Subject Types in a Diachronic 
Perspective 

 

pro-drop
topic-drop

F<θ>

� Null 
Subject Parameter LoC

Visibility Requirement FP

 
 
5.  
� Chomsky (19)

 
 
(19) so the emerging system should just follow 

laws of nature, in this case the principles of 
Minimal Computation – rather the way a 
snowflake forms. � (Chomsky (2014: 10)) 

 

(Complex Adaptive Sys-
tem)

Gell-Mann (1994)

Dynamic Model
 

 

 DML and CAS 
 

Conceptual Interface
Computational Efficiency

Narrow Syntax
LoT

Communicative Interface
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Communicative Efficiency Computational 
Efficiency

Broad Syntax

Broad Syntax

 

�  
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Bang goes * 
On the Bang goes construction  

 Kairi Igarashi  
Ryukoku University  

quotation, construction, go, bang, 
sound emission 

1.  
bang

go
go

 
Bang goes

go

 
 
2.  
2.1.  

Taylor (2004) bang 
goes Bang goes construction
Bang goes

OALD (1)  
 

(1) a. Bang went my hopes of promotion.  
b. used when you say that something you 

hoped to have or achieve is no longer 
possible   (OALD 8th edition, p. 104)  

(2) Bang goes my weekend!  
(Taylor (2004: 64))  

 
(1) Bang goes

OALD
Taylor (2004)

 
 
2.2.  

bang go
(3)

smack
went

around the table
Riemer (1998)

bang, 
snack, slap

OED
 (4a)

(4c) (4d)

Riemer (1998) (5)
[a]~[e]  

 
(3) Smack went the cards around the table. 

(Katherine Mansfield, “At the Bay.”) 
(4) a. Slam went his hand to the ground.  

b. They ran slap up to the door.  
c. We have got a decision which is smack 

against us.      (OED, smack v2 7b) 
d. The train left bang on time.  
e. I was sprung at the pictures, so bang 

goes my sickie.  (Riemer (1998: 171)) 
(5) OED bang (Reimer) 

a. noise and impact; (noise and) impact (Bang 
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went the magazine.) 
b. impact implying suddenness (We came bang 

against each other.) 
c. suddenness, immediacy; physical proximity 

(The moment I got interested in anything, 
bang goes my sleep.) 

d. physical proximity implying exactitude 
(Here they were right bang on hand.) 

e. exactitude (As a realistic tale of low-life in 
London, it is bang on.) (Riemer (1998: 175)) 

 
Riemer (1998) (5c)

(5d)(5e)
bang

(5a)(5b)  
 
3.  
3.1.  

Bang goes + NP

20
(6)(7)(8)

 
 
(6) Bang went the door open, and, ….  

(COHA 1885 FIC HomeScenesHome) 
(7) Bang went the front door open and shut. 

 (Katherine Mansfield, “Bliss.”) 
(8) I went down feet first, bang went the door 

open and….  
(William Moosman, Sept 15, 1956:  
https://familysearch.org/photos/stories/810939) 

 
bang open

bang
 

3.2.  
2.1. (1)(2)

(9) 1993
COHA

20

(10)

Bang goes  
 
(9) …when they get into power, you can own 

only one property. So bang goes my trout 
farm, …   (COHA 1993 FIC AreYouMine?) 

(10) I was frightened to death that he'd take me 
right on the nail and bang would go my three 
years' savings for a Ford.  

(COHA 1917 FIC ParnassusOnWheels)  
 
3.3.  

(11) bang
2

3

bang 3
bang went the 

rifle went
came bang

(the shots) came
1 (12) bang went

a terrific report

Bang goes

 
 
(11) …Now, Jim, fight for all you’re worth.” 
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Bang! bang! went the two rifles. Bang! bang! 
bang! came the shots…   

(COHA 1890 FIC SunsetPass)  
(12) …but I had no sooner shout eel when bang! 

went a terrific report which shook the whole 
camp.        (COHA 1917 MAG Atlantic) 

 
(13)

bang go
(14a)

Bang goes

(14b)

 
 
(13) I heard an awful bang go off.  

(COHA 1951 FIC ChosenCountry) 
(14) a. …passed him the loaded pistol. In ’bout 

two seconds he lifted it and bang she went, 
an’ down come the hawk.”  

(COHA 1922 FIC DaysPoorRichard ) 
b. …Dynamotors – rather. And all of a 

sudden they had too much juice turned on. 
Bang went their insulations – whatever 
they were.” Bang went they. Burned out – 
short circuited…  

(COHA 1945 FIC MetalMonster) 
 

Bang goes
(14b)

Bang goes go

(1)(2)
(14b)

Taylor 
(2004)  
 

4.  
4.1. 1 Taylor (2002, 2004) 

Bang goes
Taylor (2002, 2004)

Bang 
goes (15)

[X V NPsubj]
Bang goes

Bang goes

 
 
(15) a. There’s Harry with his red coat on. 

 
b. Away ran the children.  
c. Up on the hill used to stand the 

governor’s residence.  
(16) a. [X V NPSubj] 

b. *Bang it does. / *Bang goes it. 2   
((15)(16): Taylor (2004: 66-67)) 

 
go (The milk went 

sour. ) (The road goes 
from Denver to Indianapolis. )

(17)

(18)
go Taylor 

(2002) (18b)
(18c)

pop bang
go

 
 
(17) The tune goes like this.  

(Taylor (2002: 581))  
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(18) a. He went [ʃ:::].  
b. *He went a hushing sound.  
c. The light bulb went pop. (Ideophone 

(pop, bang ): ) 
(Taylor (2004: 68)) 

 
(19a)

bang
(19b)

(19c)
(20)

bang go

Taylor
(1)(2)

3   
 
(19) a. He shut the door, bang!  

b. He banged the door shut.  
c. slam, slap, crack, clap, flap, crash, …  

[æ] (Taylor (2002: 582)) 
(20) a. The balloon went bang, as it burst.  

b. Bang went the balloon, when it burst.  
(Taylor (2004: 70))  

 
(20a) go
bang (20b)

Vandelanotte (2012: 194)
be like go

go
Levin, Song, 

and Atkins (1997: 38)

4 �  
Taylor (2002, 2004)

Bang goes

 

(2006)  
 
4.2. 2  (2006)   

 (2006) go

go

go

Sweetser (1988)
go be going to

1

(  (2006: 160))
 

 
 

� � � � � � � � � � � � � � � � � � �  
○�     ○� � � � � � � � � �  ○       � � � � � �

� � � � �  
 

 
� � � � � � � � �  

○� �   ○� � � � � � � � � �  ○ 
� � � � �  

 
1. 

 (  (2006: 160)) 
 

(21a)(21b)
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Bang goes
(12)

(a terrific report)

go
(22)

(23)

 
(2006)  
 
(21) a. ?The sound of the bell goes, “dingdong.”  

b. The bell goes, “ding dong.”  
(  (2006: 161)) 

(22) Cows go, “moo.”     (  (2006: 164)) 
(23) a. Patter, patter, goes the rain.  

b. Bang went the rifle. (  (2006: 169)) 
 

go

(23b)  (2006)
Bang goes

Bang goes

(14b)
Taylor (2004) Bang goes

go

1
5  

 

5.  
3.1

Bang goes
 

 
5.1. Levin, Song and Atkins (1997) 

Levin, Song and Atkins (1997)
(unergative)

whisper, 
rumble

jingle, rattle 2

(24)

(complement)  
 
(24) “Shakespeare!” hooted Carrie.  

(Levin, Song and Atkins (1997: 54)) 
 

hoot (manner of 
speaking verb)

Carrie
hoot

Bang goes
(11)

(6)(7)(8) bang went the 
door open

cf. 
(2006) go  
 
5.2. Goldberg and Jackendoff (2004) 

Goldberg and Jackendoff 
(2004) (25)
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(26)
rumble

(27a)
bang

 
 
(25) Sound-emission path resultative 

Syntax: NP1 V PP2  
Semantics: X1 GO Path2  
RESULT: [verbal subevent: x1 emit sound]  

(Goldberg and Jackendoff (2004: 541)) 
(26) The trolley rumbled through the tunnel. 

(Goldberg and Jackendoff (2004: 540)) 
(27) a. The door banged open.  

b. Here, unlike other resultatives, the verbal 
subevent (banging) is a result of the 
constructional subevent (coming open) 
rather than a means to it.  

(Goldberg and Jackendoff (2004: 546))�  
 

Goldberg and Jackendoff
(6)(7) bang went the door open

bang open

2
 

 
6. Bang goes NP 

Bang goes
(28)

go
 

 
(28) …fire until we got within five yards of 

them, when bang! bang! bang! went their 
revolvers at us. We replied, and…  

(COHA 1867 FIC WearingGrayBeing) 
(29) *The box arrived open. (Verbs of directed 

motion)         (Goldberg (1991: 371)) 
 

Bang goes go
Goldberg (1991)

open
bang went (24)(25)

(29)

arrive

open
go

 
 
(30) (i)  

(ii)  
 

Levin, Song, and Atkins (1998)
(30i)

(6)(7)(8) Bang went the door.

Talmy self-contained 
motion internal motion

bang went the door

open/shut

open/shut (30ii)
(28)

at us
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(their revolvers) (at 
us)

4.2
 

 

* 

COHA (http://corpus.byu.edu/coha/)

 
 

1 come Riemer (1998)
 

2 (14)

 
3 (14b)

 
4 quotative inversion

 
5 

away
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hot under the collar

furious boil
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stormy

39
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sweet

heavy
sullen
angry

bitter sweet dark dull
 sweet

sharp hot bitter
vivid
sullen grim cheerful 

angry furious modest 
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Thoughts and 
Utterances: The Pragmatics of Explicit 
Communication

Metaphor in 
Cognitive    Linguistics

From 
Perception to Meaning: Image Schemas in 
Cognitive Linguistics

Emotion Concepts

Women, Fire, and 
Dangerous Things: What Categories Reveal 
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* 
On Sequence of Tense and Double Access in 

Finite Complement Clauses  

 Yoshiaki Kaneko  
Tohoku University  

sequence of tense, double access, 
LF-movement of CP, chain 

1.

sequence of tense SOT
(double access)

SOT

(1) (2a)
(simultaneous) (2b)
(shifted) (Enç (1987)) 1 

(1) Taro said that Hanako was a college
student.

(2) a.  Taro said, “Hanako is a college student.”
b. Taro said, “Hanako was a college

student.”

(3)

(3) John heard that Mary is pregnant.
(Hornstein (1990: 120)) 

(3)
(3)

Mary John
(3)  

2.

(2009) Kaneko (2014)  
(2009) Kaneko (2014) Reichenbach 
(1947)

(Evaluation Time=EvT) (Reference 
Time=RT) (Event Time=ET)

EvT  
(identification) 

(4)  

(4) [PfmP Pfm-<ST> [TP DP [T´ T-<EvTD>
[ModP will-<RTwill>[PerfP Perf-<RTPerf> [vP tDP

[v´ [v-V-<ET>][VP tV ...]]]]]]]]

PfmP(=Performative Phrase)
ST T EvT
PerfP RT

V ET TP PerfP
ModP(=Modal Phrase)

RTmodal

(5) a. T-[+Pres(ent)]
  EvT RT   (RT, EvT) 

b. T-[+Past]
RT EvT   (RT < EvT)

(6) a. Perf-[−Perf] (=ø)
  RTPerf ETV   (ETV, RTPerf) 

b. Perf-[+Perf] (=have)
ETV RTPerf   (ETV < RTPerf)

(7) WILL :
RTPerf RTwill (RTwill < RTPerf)
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(deictic)
EvTD PfmP Pfm

(8)
Pfm ST

EvTD

(ST=EvTD)

EvT
ST  

(9a) (9b)
(9c)  

(9) a. Bill will leave Tokyo tomorrow.
b. [PfmP Pfm-<ST> [TP Bill T-<EvTD>

 -[+Pres] [ModP will-<RTwill> [PerfP Perf
 -<RTPerf>-[−Perf] [vP tBill [v´ [v-leave
-<ETbuy>] [VP tleave Tokyo tomorrow]]]]]]]]

c. (ST=EvTD) & (RTwill, EvTD) & (RTwill <
RTPerf) & (ETbuy < RTPerf)

will
RTPerf

Bill

3.

2 

3.1.  
Kaneko (2014) SOT

(10)

(10) SOT
ET

ST
SOT

(11) Jill said that she had too many
commitments.

(Huddleston and Pullum (2002: 151)) 
(12) I have never said that she had too many

commitments.             (ibid.: 153)
(13) John has often believed/thought/said that

he was unhappy.   (Stowell (2007: 143))

(11) SOT
(12) (13)

(14) a. (11) (ST=EvTD) & (RTPerf <
EvTD) & (ETsay, RTPerf)  

b. (12) (ST=EvTD) & (RTPerf,

EvTD) & (ETsay < RTPerf)  

ET ST

(10)  
(10) SOT

(15)
SOT

TD-[+Past]

Higginbotham (2002)
SOT

(16) Gianni said that Maria was ill.
(Higginbotham (2002: 208)) 
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(17) *Two years ago, Gianni said that Maria was
ill last year.                   (ibid.)

(17) Gianni
2

(18a)
(18b)
(18c)

(18) a. In 1989, Joseph met a woman who loved
him then. 

(Ogihara and Sharvit (2011: 641)) 
b. In 1989, Joseph met a woman who loved

him in the 70s. (ibid.)
c. In 1989, Joseph met a woman who loved

him in the 90s. (ibid.)

SOT

3.2.  
SOT
Kaneko (2014)

Pfm
(20)

(19)  (non-deictic) 

EvTND ETmatrixV

(ETmatrixV=EvTND)
(20) SOT

SOT
(RT < EvTND) 

(RT, EvTND) 

(20)

(21) (22)
(23)  

(21) Gianni said that Maria was ill.
(22) [PfmP Pfm [TP Gianni TD-[+Past] [PerfP

Perf-[−Perf][vP tGianni say [that [TP Maria
TND-[+Past] [PerfP Perf-[−Perf]  tMaria be
ill]]]]]]]

(23) (ST=EvTD) & (RTPerf < EvTD) &
(RTPerf, ETsay)

(ETsay=EvTND) & (RTPerf <
EvTND) & (RTPerf, ETbe)  

(23)

SOT
(24)  

(24) (ST=EvTD) & (RTPerf < EvTD) &
(RTPerf, ETsay)

(ETsay=EvTND) & (RTPerf , EvTND)
& (RTPerf, ETbe)  

Gianni

will
SOT Freidin (2012)
(25) (26a) (26b)

(25) John said he would help.
(Freidin (2012: 259, note 3)) 

(26) a. John said, “I would help.”       (ibid.) 
b. John said, “I will help.” (ibid.) 
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(27)
(28)  

(27) (ST=EvTD) & (RTPerf < EvTD) &
(RTPerf, ETsay) 

(ETsay=EvTND) & (RTwill < EvTND) 
& (RTwill < RTPerf) & (RTPerf, EThelp) 

(28) (ST=EvTD) & (RTPerf < EvTD) &
(RTPerf, ETsay) 

(ETsay=EvTND) & (RTwill, EvTND) 
& (RTwill < RTPerf) & (RTPerf, EThelp)  

(27)
will

RTwill

ETsay

(28)

John

4.

3 

4.1.  
SOT

(29)
(30)

(29) Leo found out that Mary is pregnant.
(Wurmbrand (2014: 412)) 

(30) Leo found out that Mary will be pregnant.
(ibid.) 

(30)
2

(31) 2
will

 

(31) Leo decided a week ago that he will go to
the party (*yesterday).

(Wurmbrand (2014: 413)) 

SOT

(Kaneko (2014), (2015))  

(32)
SOT

TND-[+Pres]

(33) SOT

(33)  

 (15)

(32)  SOT 

4.2.  

Leder (1991)
Leder (1991)

Leder (1991)
parallel tense serial tense

(u)
(single access) u

utterance  

(34) John said Mary is happy.
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(35) John say-PAST [Mary be-PRESENT
happy]    

u 
u  

“same-sayers” (cf. 
Davidson (1968))

(Leder (1999: 314))  

(36)  

(36) On Monday John told me that he will
come to the meeting on Friday.

(Baker (1995: 550)) 

(36)

John

4.3.  

 
LF

Uribe-Echevarria (1994)
Uribe-Echevarria  (1994: Chapter 3)

SOT (37a, b)
will (37c)

(38)
(40) (37c)

(37c)
any (39)

 
will

(37c) (39) LF

(37) a. Mary didn’t say [that Ann would read
any books tomorrow]. 

(Uribe-Echevarria (1994: 98)) 
b. Mary didn’t say [that Ann had read any

books last week].             (ibid.)
c.*/*?Mary didn’t say [that Ann will read

any books tomorrow].          (ibid.)
(38) Mary will not say/believe [that Ann will

read any books the fall].         (ibid.)
(39) Mary didn’t say [that Ann will read these

books].   (Uribe-Echevarria (1994: 100))
(40) Mary doesn’t think [that Ann read any

books last week].               (ibid.)

(37c) (39) LF
(41a) (41b)

(41) a.  LF of (37c): [CP that Ann will read any
books tomorrow][Mary didn’t say tCP] 

b. LF of (39): [CP that Ann will read books
tomorrow][Mary didn’t say tCP]

(41a)
any didn’t

(41b) any

Uribe-Echevarria

(42) a. LF

b. 

c. SOT

(32)
(32)
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(42c)
LF

PfmP

LF

2

(29) (29) LF
(43) (44)

(29) Leo found out that Mary is pregnant.
(43) LF of (29)

[PfmP Pfm-<ST> [CP ... TD-[+Pres]-<EvTD> ...]

[...found-<ET>...[CP ...TND-[+Pres]-<EvTND>...]]] 

(44)  (ST=EvTD) & (RTPerf,
EvTD) & (ETbe, RTPerf)

(ST=EvTD) & (RTPerf < EvTD) &
(ETfind, RTPerf)
 (ETfind=EvTND) & (RTPerf,
EvTND) & (ETbe, RTPerf)

ST

ETfind  
(36) (36) LF

(45) (46)

(36) On Monday John told me that he will
come to the meeting on Friday.

(45) LF of (36):
[PfmP Pfm-<ST> [CP ...TD-[+Pres]-<EvTD>...]

 [...told-<ET>...[CP ...TND-[+Pres]-<EvTND>...]]] 

(46) (ST=EvTD) & (RTwill,
EvTD) & (RTwill < RTPerf) & (ETcome,
RTPerf)

(ST=EvTD) & (RTPerf < EvTD) &
(ETtell, RTPerf)

(ETtell=EvTND) & (RTwill,
EvTND) & (RTwill < RTPerf) & (ETcome,
RTPerf)

ST

ETtell

Leo

(31) (31) LF
(47) (48)

(31) Leo decided a week ago that he will go to
the party (*yesterday).

(47) LF of (31):
[PfmP Pfm-<ST> [CP ...TD-[+Pres]-<EvTD>...]

[...decided-<ET>...[CP ...TND-[+Pres]-<EvTND>... 
]]]         
(48) (ST=EvTD) & (RTwill,

EvTD) & (RTwill < RTPerf) & (ETgo, RTPerf)
(ST=EvTD) & (RTPerf < EvTD) &

(ETdecide, RTPerf)
(ETdecide=EvTND) & (RTwill,

EvTND) & (RTwill < RTPerf) & (ETgo,
RTPerf)

yesterday
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5.
Kaneko (2014) SOT

LF
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and * 
The Grammar of the Numeral Noun and Noun 

Construction  

Satoru Kobayakawa  
Dokkyo University  

, ,  

1.
Jespersen

 

(1) Sometimes, . . . a numeral is placed before
such a collocation as brothers and sisters:
“they have ten brothers and sisters,” which
may be = 2 brothers + 8 sisters or any other
combinations. (Jespersen 1924: 189)

McCawley
(2) A1

A2 brothers
sisters A3

three brothers and sisters
McCawley (3)

(2) Q: Do you have any brothers and sisters?
A1: Yes, {three/two/one}.
A2: Yes, {%three/*two/*one} brothers and

sisters. (cf. *one brother {and/or} sister) 
A3: Yes, one brother and two sisters. 

(cf. McCawley 1973: 359) 
(3) [A]pparently some people can say Yes, three

brothers and sisters. (McCawley 1973: 359) 

Quirk
(4) cf. Postal
1976: 223-224, n. 6

(4) There are ten boys and girls in the
playgroup. (Quirk et al. 1985: 966)

three boys and girls
X and Y Num + 

X + and + Y

(5) a. Num X Y

b. Num X Y  (cf.
Green and Piel 2002: 144; Postal 1976:
223-224, n. 6)

 

(6) a. X Y

b. X Y

2. (6a)

level 1
level 2  

 level 2 

 level 1 

boys girls level 1
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children level 2  
three boys three girls three 

children  

(7) a. three [level 1 boys] [M-F: 3-0] 
b. three [level 1 girls] [M-F: 0-3] 
c. three [level 2 children]

[M-F: 3-0, 2-1, 1-2, 0-3] 
d. three [level 1 [level 1 boys] and [level 1 girls]]

[M-F: 2-1, 1-2] 
e. three [level 1 boys] and (three) [level 1 girls]

[M-F: 3-3] 

M-F
3-0

three children

(7d)
(7e)

*two boys and 
girls *one boys and girls *two boy and girl

 

(8) a. *{two/one} [level 1 [level 1 boys] and [level 1

girls]] (cf. McCawley 1973: 359; Stampe 
1976: 598) 

b. *two [level 1 [level 1 boy] and [level 1 girl]] (cf.
Heycock and Zamparelli 2005: 228)

(9) (5a)

(5b)

(9)

(10) a. two boys and zero girls ≁ two boys and girls

b. two boys and two girls ∼ four boys and girls
(cf. (5a)) ∼ two boys and girls (cf. (5b))

(10a) two boys and zero girls two boys and 
girls

(10b) two boys and two girls
four boys and girls

two boys and girls four boys and girls

(9) (11)
(9)

(12) two boys girls

(11)*two X and Y, *three X, Y, and Z 
(12) There were . . . Michael and Anne with

their two boys and girls. (M. Ridgeway,
How Brave the Irish Heart)

(7d)
(13) three 

brothers and sisters three sisters  

(13) Eleven-year-old Ken is one of four
children. . . . Ken and his three brothers
and sisters ran very high fevers for days
after their DPT shots. . . . Two of Ken’s
sisters, who also had high fevers for several
days after their DPT shots, are also in
learning disability classes. . . . His youngest
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sister was given only one DPT shot, and she 
has no learning disabilities at all. (H. L. 
Coulter and B. L. Fisher, A Shot in the Dark) 

brothers and 
sisters siblings

cf.  2012  

(14) a. three [level 2 siblings]
[M-F: 3-0, 2-1, 1-2, 0-3] 

b. three [level 2 brothers and sisters]
[M-F: 3-0, 2-1, 1-2, 0-3] 

(14a) three siblings
(14b) siblings

brothers and sisters (14a)
(14a, b)

(13)
three brothers and sisters
(14b)  

 
 

 
 brother sister

 brother sister sibling

 sibling formal technical
Yallop 2004: 69  

 brother sister
Kock 2001: 1151  

(5a) (15a, b)

(15) a. Num [level 1 [level 1 X] and [level 1 Y]] (9)
X Y

b. Num [level 2 X and Y] (9)
X Y

(15b) siblings
brothers and sisters level 2 brothers 
and sisters
two cf. two

two siblings
level 1 brothers and sisters two

(16a, b)  

(16) a. two [level 2 siblings] [M-F: 2-0, 1-1, 0-2]
b. two [level 2 brothers and sisters] (cf. *two

[level 1 [level 1 brothers] and [level 1 sisters]])

(17, 18) two
{two/two or three/one or two} brothers and sisters

(15b)  

(17) a. Since no two people anywhere are
exactly alike, no two brothers and 
sisters get along the same. (M. B. 
Rosenberg, Brothers and Sisters) 

b. [T]he list of family members, while longer
than the usual two brothers and sisters of
the nuclear family today, is significantly
shorter than it would have been two
hundred years ago. (M. Griffin and A.
Spanjer, “The Nisga’a Common Bowl in
Tradition and Politics,” Aboriginal Canada
Revisited, ed. by K. Knopf)

(18) a. [C]onsider the kids with two loving
parents—they . . . jockey for position 
with two or three brothers and sisters 
to gain the focus of their folks. (S. T. 
Olivas, When Good Kids Go Bad) 

b. It’s not good for a child to be with adults
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or one or two brothers and sisters all 
the time; he must be allowed to be a child, 
with other children. (N. Grant, Society, 
Schools and Progress in Eastern Europe) 

level 2 brothers and sisters

cf. 
Taylor 2012: 131-133  

(19) brothers n sisters (cf. bed n breakfast, bread
n butter, cup n saucer (Turner 2000: 117))

brothers and sisters fellow 
{believers in Christ/Christians} cf. 
brethren, brothers brothers and sisters

 

(20) a. I cannot understand God’s word alone, so
now I study the word of God with two or 
three brothers and sisters. (W. Nee, 
The Body of Christ) 

b. Perhaps one or two brothers and sisters
need to visit from village to village. (W.
Nee, Further Talks on the Church Life)

siblings boys girls
children formal technical

boys and girls children
level 2 (21)

two {two or three/one 
or two} boys and girls

cf. (7e)  

(21) a. With the glare of the furnaces and of the
torches around the carrier, it was a pretty 
picture and of course the young people 
danced—they always did in the South in 
those days when two or three boys and 

girls got together. (J. M. Morgan, 
Recollections of a Rebel Reefer) 

b. I used to send to the national school to ask
them to let me have one or two boys and
girls who could read well, and they were
to come up to me and read in the evening.
(N. Morris, “An Historian’s View of
Examinations,” Examinations and English
Education, ed. by S. Wiseman)

level 2 boys 
and girls

 

(22) a. Write down here the names of the three
boys and girls from this class you 
would like to play with most during 
break. Be sure to put down your first 
three choices, first the person you would 
like best to play with, then your second 
choice and then your third. (E. M. 
Anderson, The Disabled Schoolchild) 

b. [A]t most, one or two boys and girls out of
every ten thousand would develop cancer
eating French fries that they would
otherwise not have developed if they hadn’t
eaten French fries. (M. Greger, “Cancer
Risk From French Fries,” Care2.
<http://www.care2.com/greenliving/cancer-
risk-from-french-fries.html>)

c. At their New York office, she had more
supervisory experience than she had had at
Bailey Williams and was in charge of 2 or
3 boys and girls who helped with the filing
and other office work. (S. Richardson,
Fearless and Free)

(22a)
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children boys and 
girls (22b)

children
boys and 

girls (22c)
level 1

level 2

boys and girls
level 2  

3. (9b)
Num + X + and + Y X Y

semantic distance X
Y

cf. Allan 1986: 191-194

(23) a. five {sons and daughters/aunts and uncles/men 
and women/ladies and gentlemen/cocks and 
hens} 

b. five {children and grandchildren/sons and
grandsons/daughters and granddaughters}

c. five {brothers and uncles/sisters and aunts/uncles 
and granduncles/aunts and grandaunts} 

(cf. McCawley 1973: 359-360) 

(23a) X Y
X Y

(23b)
(23a)

X Y
(23a)

(23c)

(23b)
children and grandchildren

sons and grandsons
(23c)

(23b, c)

(24)??five {pumpkins and watermelons/potatoes 
and onions/owls and ravens/raspberries 
and blueberries} 

(25) *There are five fountain pens and ballpoint
pens on the desk. (Kobayakawa 1995:
181; cf. Wierzbicka 1988: 510-514) 

(24, 25)
X

Y X Y
(23a)

X Y
 

(26-29) (24, 25)
X Y

X Y
(24, 25)

X Y

(23a) X Y

(26) a. They also discovered five dead cats and dogs
frozen in her freezer, two dead dogs in her 
shop and dozens of sickly, starving animals 
roaming around her apartment. (P. Caulfield, 
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“Pet Shop Owner Busted after Cops Find Five 
Dogs & Cats in Her Freezer, Dozens More 
Sick and Hungry,” NY Daily News. 
<http://www.nydailynews.com/news/national/
pet-shop-owner-busted-cops-find-dogs-cats- 

   freezer-dozens-sick-hungry-article-1.115190>)
2013 11 29  

b. Q. What kinds of regulations are there on
dogs and cats? 

A. All pets are required to be under their
owner’s control at all times. Pets should be
on a leash or confined in a home or yard. A 
residence is allowed a maximum of five 
dogs and cats over the age of six months,
provided that no more than three of the
animals are dogs. (“FAQ,” Prairie City. 
<http://prairiecityiowa.us/?page_id=268>) 

(26a) “In all, cops 
rescued 26 pets—dogs, cats, a rabbit, a bird and 
a hedgehog. . . .” dogs cats

pets
(26b)  

(27a, b)

(27a)

(27) a. [H]e juggled six apples and oranges.
(B. Fife, How to Be a Goofy Juggler) 

b. [W]ith four apples and oranges already
down, she has another orange to go. (Life
34.14)

(28a)

(28b) Apple-Pear Crisp

 

(28) a. If 10 apples cost a penny, and 25 pears cost
two-pence, and I buy 100 apples and pears 
for nine-pence halfpenny, how many of 
each shall I have? (P. Nicholson, A Popular 
Course of Pure and Mixed Mathematics for 
the Use of Schools and Students) 

b. 8-10 apples and pears (Granny Smith
apples and Bosc pears are a good
combination) (T. Horton, Bring It!)

(29a, b)
(25)

a pocketful of pens (and pencils)
a 

cup(ful) of pens (and pencils)  

(29) a. Reger put on his own orange vest—with the
six pens and pencils lined up in their pocket 
compartment. . . . (N. Lord, Early Warming) 

b. He carried a briefcase and in his shirt pocket 
were no less than thirty-six pens and pencils. 
(V. L. Mendoza, Son of Two Bloods) 

(30)

(30) a. five {cups and saucers/bows and arrows/knives 
and forks/husbands and wives/horses and carts} 

(cf. Quirk et al. 1985: 966) 
b. five {gin and tonics/ham and eggs/fish and

chips/horse and carts} 

(30a) X Y
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cf. five sets of cups and saucers, five 
cup-and-saucer sets (30b) X Y

4.

and

cf. Jespersen 1924: 
188-189; Wierzbicka 1988: 510-514; Kobayakawa 
1995

* 33 2015 11
21 22  
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* 
(Scope of Quantificationally Interpreted Null 

Arguments) 

 Takeo Kurafuji  
Ritsumeikan University  

, , 
,  

1. VP  
VP (1a)

(1b) Fox 
(2000: 91) LF

 
LF

 
 
(1) a. A boy admires every teacher.  
  A girl does, too. 
  a > every  

 every > a  
 b. A boy admires every teacher. 
     Mary does, too.   

1 *every > a  
 

Takahashi (2008) (2)
 (null argument) 

 
 
(2) a. 2  t2  
  3  

   t3  
  some > most  

 most > some  
 b. 2  t2  
    
      

1 *most > some  
 

Takahashi
(i)  (ii)

 (iii) 

 
 
2.  
2.1  

E

 
 
(3) 2  
  t2  
 3  t3  
      
(4) 2  
  t2  
 3  t3  
      
 
Takahashi (2008) (3)

(4)

 
(5)-(7)

 
 
(5) 5  
 5  
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(6)  
  
(7)  
  
 
(5) 2

5  (more than 5 
> not) 

1~4  (not > more than 
5) (6)

some > every; 
every > some; 

(7) 1
2  (many > 

want)  (want > many) 
(8)

 
 
(8) 

QP

QP

 
 

(5)-(7)

 
 
2.2  

Inagaki (2001) 

 
(9a, b)

(9b)
pro

Takahashi (2008) (10)

 
 
(9) a. *[pro2 ]  
  2  
 b. 2 [pro2  
  ]  t2  
(10) 2  [pro2 

]  t2 

2  [pro2 ]  t2 
   Takahashi (2008: 320) 

 
(10)

most > 
(10) 2

1
1

 (9b) = (10) 1

(11)
E

 
 
(11) 2 [pro2  
 ] t2  
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(i) 
(ii) 

Fox  
 
3.  
3.1    

DP

 (12) DP
 

 
(12) [DP ƒ [NP ø ]] 
 ƒ  
 

DP NP
NP

ƒ

(13)
Winter (2000: 118) 

 
 

(13) CH=def λƒ�P[P ≠ ø → P(ƒ(P))]   
 SK=def λƒ�R�x[R(x) ≠ ø → R(x)(ƒ(R)(x))]  
 

(14)

(14b) ø λxλy[y is CAR 

� x owns y] CAR

 (atomic individuals)  
(plural individuals) 
ø ƒ

ƒ
2

(14b) (15)
ƒ ƒ

 
 
(14) a. .  
 b. 2 ƒ2 [ø] . 

(15) ∃ƒ[SK(ƒ) � Bill washed  
  ƒ(λxλy[y is CAR � x owns y])(b)] 

 

 (6)
2 2 (16a, b)  
 
(16) a. �ƒ[CH(ƒ) � �x[x is a faculty meeting  
  → A meets ƒ(λy[y is PERSON]) after x]] 
 b. �x[x is a faculty meeting →�ƒ[CH(ƒ)  
  � A meets ƒ(λy[y is PERSON]) after x]] 
 
(16a)

(16b)

 
 
3.2  

indefinite

Hackl (2009)
Hackl most (17)

C
¬[y●x] x

 
 
(17) �most teachers� = 

 λx[�y � C [¬[y●x] →  
 max{d: teachers'(x) � |x| ≥ d} >  
 max{d: teachers'(y) � |y| ≥ d}]] 
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(17)  “majority of teachers” 

(18a, b)
(19a, b) (19b) ø
 z majority of professors x R

 “a majority of professors at z45”  
 
(18) a. 25  
   
 b. 45  
  ƒ45 [ø] . 
 
(19) a. �x[H criticizes x ���y[PROF(y) � y is at  
  z25 � ¬[y●x] → max{d: PROF(x) � x is at  
  z25 � |x| ≥ d} > max{d: PROF(y) � y is at  
  z25 � |y| ≥ d}]]] 
 b. �ƒ[SK(ƒ) � M criticizes (ƒ(R)(z45))] 
  R = λzλx[�y[PROF(y) ∧ y is at z  
     � ¬[y●x] → max{d: PROF(x) � x is  
     at z � |x| ≥ d} > max{d: PROF(y) � y  
     is at z � |y| ≥ d}]] 
 
4.  

2 Fox
(8)

(20)
 

 
(20)  
 (i) S1 S2

 (ii) S1 S2

 (iii) S1 S2 LF
 S2 LF
 S1 LF  
 

Hackl

(21) QP
ƒ

(22)
D DP

 
 
(21) � [QP ƒ [ ]] � =  
 ƒ(λx[�y[PROF(y) ∧ y is at zi � ¬[y●x] →  
 max{d: PROF(x) ∧ x is at zi � |x| ≥ d} >  

 max{d: PROF(y) ∧ y is at zi � |y| ≥ d}]]) 

(22) �Dα� = λQ[ a � ATOM[a ≤ �α� → Q(a)]] 
 

(4) 2
LF (23a, b)  
 
(23) a. 32  D[ ]2  

   t2  
 b. 37  D[ƒ37[ø']]2  ƒ37[ø]  t2  
   
 
(23a) (24)

 
 
(24) �ƒ[CH(ƒ) � �a �ATOM[a ≤  

 ƒ(λx[�y[PROF(y) � y is at z32 � ¬[y●x] →  
 max{d: PROF(x) � x is at z32 � |x| ≥ d} > 

max{d: PROF(y) � y is at z32 � |y| ≥ d}]]) 
 → �x[G-STUDENT(x) � x criticize a]] 

 
(23b) 2 NP ø = λzλx[x 
is g-student at z] ø' = λzλx[x is a majority of 
professors at z] (23a)

(23b)

(20)  
(20)

 (20)
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(25) 2 
 t2 

 
 
(25) 2

(25) 1

 
(5)-(7)

(20)
(20iii)

2 LF
(5)

1 (20)
(6)-(7)

λƒ �ƒ numeration
merge

(6)-(7)
(20)  

 
5. 

 

 
 
(26) a.  [ ]  
  2  ƒ2[ø]  
   
 b.  
  [ ]  

  4  ƒ4[ø]  
   
 
(26a) 2

PF LF

(26)
λxλy[y = x’s wife]

y = x’s 
wife → y = x’s spouse 2

2 λy[y = x2’s 
spouse] y = x’s husband

(26b) 2

 λyλx[y is 
BICYCLE � x owns y] 

y is BICYCLE → 
y is VEHECLE 2

ø  
λyλx[y is BOAT � x owns y]  

 
6.  

Fox (2000)
Fox

PF LF
(26)
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“Problems of Agree” in Problems of 
Projection *

Kenta Miwa
Gakushuin University

Keywords Agree, labeling, coordination

1. Introduction
As a result of introducing the labeling 

algorithm in Chomsky (2013), a theoretical shift 
has occurred in the treatment of Agree, and
introduces some problems. I call these problems
problems of Agree (POA) in problems of 
projection (POP). This paper aims at solving the
problems.

2. Problems of Agree
The POA consists of two problems. The first

problem is that Chomsky (2013) has proposed a 
new Agree system different from the existing 
one, and the two systems co-existent. In 
Chomsky (2000, 2001), Agree is assumed to
occur in the relation between X, Probe, and Y,
Goal, in (1), both of which carry unvalued/
uninterpretable features.

(1) [XP X [ … [YP … Y… ] … ]]]

In (1), the valueless features on the Probe X 
search for their identical features on the Goal Y
for the purpose of their valuation. After finding 
Y, the features on Y assign their values to the 
identical ones on X. This way of Agree is called

the P(robe)-G(oal) system.
Chomsky (2013) introduces a new way of 

Agree, applies in the configuration in (2), called 
{XP, YP} structures, as a side effect of the 
labeling algorithm.

(2) [[XP … X …] [YP … Y …]]

Before explaining the new Agree system, it 
is in order to look at three types of the labeling 
algorithm in Chomsky (2013).

(3) a. (T)he labeling algorithm will select H 
as the label. (LA (H-COMP))

b. (A): modify SO so that there is only 
one visible head, (LA (A))

(B): X and Y are identical in a relev-
ant respect, providing the same 
label, which can be taken as the
label of SO. (LA (B))

(Chomsky 2013: 43)

The first algorithm applies when a head and 
a non-head syntactic object are merged. In this 
case, the head determines the label of the 
syntactic object; I call it LA (H-COMP). The 
other two algorithms work on {XP, YP} 
structures where two non-head syntactic objects
are merged. If Internal Merge applies to either 
syntactic object, the head of the rest becomes the 
label of the syntactic object; this way of labeling 
will be referred to as LA (A). When both 
syntactic objects share relevant features, the 
shared features become the label of the syntactic 
object; this way of labeling will be referred to as
LA (B). 1

According to Chomsky (2013), LA (B) 
requires the identification of the relevant 
features by some operation, and he regards 
Agree as the operation for the identification. I 
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call this way of Agree in terms of LA (B) as the 
{XP, YP} structure system.

The co-existence of the two Agree systems,
the P-G system and the {XP, YP} structure 
system, brings about a problem concerning their 
driving forces. In the current theory, Agree under
the P-G system occurs for valuation of the 
unvalued/uninterpretable features X and Y have,
while that under the {XP, YP} structure system
occurs for the identification of the shared 
relevant features. It is undesirable, within the 
strong minimalist thesis, that the two similar
operations have different motivations. I call this 
problem the co-existence problem.

The second problem concerns the application 
of the labeling algorithm in {XP, YP} structures.
Chomsky (2013) has offered (4) as the syntactic 
structure of coordination. In light of (4), the DP 
coordination in (5a) will have a structure as in
(5b).

(4) [γ XP [α Conj [β XP YP]]]
(Chomsky 2013: 46)

(5) a. … [John and Paul] …

b. … [[DP John] and [[DP John] 
[DP Paul]]] …

The structure in (4) derives in the following way. 
First XP and YP merge into the syntactic object 
labeled β. Then, β merges with Conj to form the 
syntactic object labeled α. Finally, Internal 
Merge applies to XP in order to determine the 
label of β by LA (A), and the derivation of 

coordination labeled γ converges.

Notice that in (5b) both heads of the two
conjuncts, two DPs, carry the φ feature with the 
same values, [singular], [1st person], [masculine], 
which apparently meets the condition on the 
application of LA (B). In fact, however, LA (A), 
not LA (B), applies and John (or Paul) must be 

internally merged. This suggests that the 
application of LA (A) is prior to that of LA (B) 
in the {XP, YP} structure, but it is unclear why 
such a priority exists. 2 I call this problem the 
priority problem.

A clue to the solution to the problems will be 
obtained by examining the labeling in 
coordination and some agreement systems to be 
discussed in the following sections.

3. Identification in the {XP, YP} Structure 
system
A problem arises in determining the label γ

in (4). 3 What is γ? It has to be determined by 

LA (B) because the application of LA (A) to the 
first conjunct XP will violate the coordinate 
structure constraint (CSC). Then, this leads to 
another question: what features are shared 
between the heads of XP and the syntactic object 
labeled α, namely X and Conj. I will tackle the 
second problem by investigating the issue of the 
feature addition in coordination, in the rest of 
this section.

3.1. The Feature Addition in Coordination
Coordinated singular DPs are regarded as 

plural though the both conjuncts are singular.
The comparison of number agreement in (6) 
shows that the coordinated subject George and 
Eric is a plural DP.

(6) a. George and Eric love Patti.
b. *George and Eric loves Patti.

This result suggests that the conjunction and has 
the additional function of number features. 4

The feature addition can be more clearly 
observed with regard to number features in DP 
coordination in Slovenian. The number feature 
in Slovenian has the value of [dual] besides 
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[singular] and [plural]. The coordinated singular 
DP agrees with T as dual, not singular, in (7a),
and the coordination of further singular 
conjuncts in (7b) or that of a singular and dual 
conjuncts in (7c) agrees with T as plural.

(7) a. Tonček in Igor sta 
Tonček-Sg and Igor-Sg are-Du  
prizadevna.
assiduous-Du

b. Tonček, Igor in Marta 
Tonček-Sg Igor-Sg and Marta-Sg 
so prizadevna.
are assiduous-Pl

c. Marta in njegova brata 
Marta-Sg and his brothers-Du 
boro prišli.

will come-Pl (Corbett 1983: 177)

The feature addition can be observed not 
only in number features but also in gender 
features. In Serbo-Croatian, gender features on T 
agree with those on its closest conjunct, which 
may be named the first/last conjunct agreement 
system.

(8) a. Juče      su uništena 

yesterday are destroyed.Pl.Neut

sva sela i sve varošice.

all villages.Neut and all towns.Fem

b. sva sela       i sve varošice

all villages.Neut. and all towns.Fem

su (juče) uništene.

are yesterday destroyed.Pl.Fem

(Bošković 2009: 455)

When the conjuncts are singular, however, 
the first/last conjunct agreement disappears. The 
singular counterparts to (8) do not show the first/
last conjunct agreement, and instead, require 

their values of gender features to be masculine
in (9c, d)-(10c, d).

(9) a *Juče su uništena 

yesterday are destroyed.Pl.Neut

jedno selo     i jedna varošica.

one village.Neut and one town.Fem

b. *Juče su uništene 

yesterday are destroyed.Pl.Fem

jedna varošica i jedno selo.
one town.Fem and one village.Neut

c. Juče     su uništeni  

yesterday are destroyed.Pl.Masc

jedno selo     I jedna varošica.

one village.Neut and one town.Fem

d. Juče    su uništeni 

yesterday are destroyed.Pl.Macs

jedna varošica i jedno selo.
one town.Fem and one village.Neut

(10) a. *jedno selo       i jedna varošica 

one  village.Neut. and one town.Fem

su (juče)   uništene.

are yesterday destroyed.Pl.Fem

b. *jedna varošica i jedno selo 
one town.Fem and one village.Neut

su (Juče)     uništena.

are yesterday  destroyed.Pl.Neut

c. jedno selo      I jedna varošica 

one  village.Neut and one town.Fem

su (juče)      uništeni.

are  yesterday destroyed.Pl.Masc

d. jedna varošica i jedno selo 
one town.Fem. and one village.Neut

su (juče)      uništeni.

are yesterday destroyed.Pl.Macs

(ibid.: 459)

The disappearance of the first/last conjunct 
agreement can be regarded as a piece of
evidence for the feature addition, in this case, 
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the addition of gender features. The addition of 
gender features results in the crash of the 
computation because gender features, unlike 
number features, cannot conceptually be added;
consequently, [masculine] is valued as a 
default. 5

3.2. Feature Subsuming and the Identity 
Condition

I have demonstrated the feature addition in 
coordination in 3.1, but the problem still remains 
how the operation works, and what is shared in 
the {XP, YP} structure labeled γ in (4). I assume 
that the feature addition occurs on Conj, which 
follows the fact that it owes to the property of 
Conj. Thus I posit that Conj gains the relevant 
features by the operation, Feature Subsuming,
shown in (11).

(11) Feature Subsuming 6

Conj shares copies of relevant features 
with conjuncts by subsuming them.

Feature Subsuming enables Conj to carry the 
relevant features on conjuncts. Here let us call 
them ω features. Ω1 on the first conjunct DP1

and ω2 on the second conjunct DP2 are 
subsumed onto Conj and they are added to those 
in Conj in (12).

(12) [γ DP1[ω1] [α Conj[ω1, ω2] [β DP1[ω1] DP2[ω2]]]]

Following the assumption, the heads, D1 and 
Conj, both of which are the closet heads in the 
{XP, YP} structure, share the same relevant 
feature ω1. Shared in the {XP, YP} structure, 
<ω1, ω1> is taken as the label of γ by LA (B).

Notice that the identification via Feature 
Subsuming does not result from Agree against 
Chomsky’s (2013) claim. Ω1 on D1 is originally 

valued, and that on Conj is assigned not by 
Agree, but by Feature Subsuming. This shows 
that the operation required for labeling of the 
{XP, YP} structure in (12) is not Agree, but the 
identification of the shared features.

Although both features of syntactic objects 
in β and those in γ are identical, the way of 
identification distinct between β and γ. In β, the 
features are accidentally identical as the result of
LA (A), while in γ, which is labeled by LA (B), 

the shared features are necessarily identical 
because they are copies of ω1 on the base 
generated D1. Thus I posit that the following 
condition works on the application of LA (B).

(13) The Identity Condition
For LA (B) to apply, both heads in some 
{XP, YP} structure, X and Y, have to share 
the copies of relevant features.

Given the Identity Condition, the priority 
problem can be settled. It demands that identical 
features on both heads are copies. The features 
on D1 and D2, however, are not copies of each 
other although they have identical values. This is 
the reason why LA (B) does not apply in
labeling the syntactic object labeled β in the DP 
coordination.

4. The driving force of Agree
The first problem is still unsolved. In this 

section, I specify the driving force of the two 
Agree systems through the investigation of long
distance agreement. 7

First, let us consider why Agree is driven 
under the P-G system. The application of the 
system can be seen in the long distance 
agreement in (14a), whose syntactic structure is 
shown in (14b). In (14b), T and the subject
books, corresponding to Probe and Goal 
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respectively, agree despite the internal merger of 
the expletive there.

(14) a. There *seems/seem to be books on 
the desk.

b. [C [there [α T [v V [there seem to be 
books]]]]]

According to Chomsky (2014), the labeling 
capacity of T varies cross-linguistically in 
accordance with richness of agreement. In
languages with rich agreement like Italian, T is 
regarded as a head for LA (H-COMP). On the 
other hand, in poor agreement languages like 
English, T has no labeling capacity without 
being enriched by Agree under the {XP, YP} 
structure system. 

The assumption predicts that T in (14b) does 
not have the labeling capacity because it is not 
enriched by the {XP, YP} structure system and 
that α is not determined. But the prediction is 
wrong; the sentence in (14a) is grammatical, 
which means that α in (14b) is labeled. This 
implies that T’s agreement with the subject 

enriches its own labeling capacity and that Agree 
under the P-G system also gives a head (or 
Probe) the labeling capacity for LA (H-COMP). 
If it is true, Agree under the P-G system is 
considered to be driven to enrich the labeling 
capacity of the head. 8

Then, let us move onto the discussion on the 
driving force of the {XP, YP} structure system 
and see its prime example, a canonical subject-
predicate agreement in (15a).

(15) a. John loves his wife.
b. [C [α John [β T [John loves his 

wife]]]]

The subject John agrees with T in the {XP, YP} 

structure labeled α, and α is labeled <φ, φ>
because their heads, D and T, share the φ feature 
due to the feature inheritance from C to T
(Chomsky 2008, Richards 2007).

The φ feature on D is valued while the 
inherited one on T is not before Agree, but it 
violates the Identity Condition. They have to 
meet the condition for α to be labeled by LA (B) 

because failure in labeling causes the syntactic 
object not to be interpreted at the interfaces.
Thus, Agree under the {XP, YP} structure 
system applies and enables α to meet the 

condition. The assumption suggests that it is the 
Identity Condition which drives Agree under the 
{XP, YP} structure system.

I have identified the driving force of Agree 
under the P-G system as the enrichment of T’s 

labeling capacity and that under the {XP, YP} 
structure system as the Identity Condition. This 
suggests that the two distinct Agree systems 
have the same motivation, that is, they both
apply for the purpose of support for labeling. 
The conclusion gives an answer to the
co-existence problem. The two different Agree 
systems co-exist, but they only apply in the 
separate configurations in (1) or (2) for the same 
purpose.

5. Conclusion
In this paper, I have investigated the 

problems of Agree (POA), which I suggest 
problems of projection (POP) in Chomsky 
(2013) bring about; the co-existence problem 
and the priority problem. I have demonstrated 
that the driving force of the two distinct Agree 
systems, the P(robe)-G(oal) system and the {XP, 
YP} structure system, is commonly to support 
labeling. This is the answer to the co-existence 
problem. Concerning the priority problem, the 
Identity Condition gives an answer. Given the 
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condition, LA (A) has to apply to {XP, YP} 
structures when identical features on their heads 
are not copies.

* An earlier version of this paper was presented 
at the 33th Conference of the English Linguistic 
Society of Japan, held at Kansai Gaidai 
University on November 21-22, 2015. I would 
like to express my gratitude to Professor Heizo 
Nakajima and the audience for helpful 
comments and suggestions. My thanks also go to 
Professor Alison Stewart for suggesting stylistic 
improvements. Any remaining errors are of 
course mine.

NOTES
1 Chomsky (1995) supposes that it is (ic) that is 
a source of a label of some syntactic object 
consists of α and β among the following 
candidates.
(i) a. the intersection of α and β

b. the union of α and β

c. one or the other of α, β

The proposal of LA (B) may imply that 
Chomsky (2013) adopts (ia) besides (ic).
2 I point out copura sentences or small clause 
construction as other cases where the priority 
problem occurs. Moro (2000) argues that the
subjects of the two constructions have to be 
internally merged. The copura sentence in (ia)
and the small clause construction in (ib) will 
have structures as in (iia) and (iib).
(i) a. Edna is a good actress.

b. Charles considered Edna a good 
actress.

(ii) a. [[Edna] copula [[Edna] [a good
actress]]]

b. Charles considered [[Edna] …

[[Edna] [a good actress]]]
This also shows that the priority problem can be
observed in the constructions.

3 Although Chomsky (2013) supposes that Conj 
has no labeling capacity, it seems to me that his 
supposition is doubtful. Here I simply posit that
β is taken as Y because of LA (A), and α as Conj 

owing to LA (H-COMP).
4 The result, in fact, holds another possibility that 
Conj lexically carries a plural feature. However, 
the possibility is ruled out by the following 
examples. In the there construction with 
coordinated subjects in (i), the first conjunct 
agreement applies.
(i) a. There is/??are a man and three 

children at the front door.
b. There *is/are three children and a 

man at the front door.
(Progovac 1994: 4)

The singular form is in (ia) implies that the 
possibility that Conj carries a plural feature is 
rejected.
5 Marušič et al. (2007) also treat [masculine] as a 
default of number features.
6 I consider that Feature Subsuming is a piece of
functions of Conj and that it does not impose 
any burden on the narrow syntax.
7 There are some arguments over the driving 
force of Agree. For other proposals for the 
driving force of Agree, see Miyagawa (2010).
8 In (14b), why the expletive there is internally 
merged is open to question. I suppose that the 
Internal Merge of there enables the Probe T to 
search for the Goal books by making the base 
generated expletive invisible.
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CP-Expletives 

CP
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2 1

V2

(4) (5)  
 
(4) Icelandic              (Vikner 1995: 70) 
 a.  Það  hefur  komið  strákur 
      there  has   come   a boy 
 b. * Í gær  hefur  Það komið stráku 
      yesterday has  there come  a boy. 
 c. Í gær    hefur  komið  strákur   
       yesterday  has   come  a boy 
(5) German              (Vikner 1995: 69) 
 a.  Es  ist  ein Junge gekommen 
  there is   a   boy   come 
 b. * Gestern ist es  ein Junge gekommen 
  yesterday is there a  boy  come 
 c.  Gestern ist ein Junge gekommen 
  yesterday is a   boy  come 
 

2
V2

(6b)
V2

(7b)
(6a)

V2
(7a)

Authier (1992) Watanabe (1993)
Iterated CPs

Iterated CPs
CP (6a) V2

(7a)  
 
(6) a.  Icelandic           (Vikner 1995: 72) 
   Jón  efasat um að  á morgun   fari  
   John doubt on that  tomorrow  will 

   María snemma á fætur. 
   Maria  get up  early 
 b. German�     (Vikner 1995: 66)  

  *Er sagt, daß diesen Film haben die 
He says, that this  film have   the 

  Kinder  gesehen. 
  children   seen 
(7) a. Icelandic  
  Eg veit að  Það  hefur  komið                  
  I know that  there  has   come    
   strákur 
    a boy 
  b. German 
   * Ich weiß, daß  es    ein Junge                

I  know that  there   a boy  
  gekommen ist 
  come     is 
 

(8a) V2
Topic Island (8b)

Topic Island
 

 
(8) a. * Maríui veit ég [CP1 að [CP2 Þessum hringj               

Maryi know I   that   this ringj 
    lofað [TP Ólafur  ei ej ]]] 

   promised     Ólafur  ei ej ]]] 
[lit.‘to Mary, I know that this ring Olaf 
promised t t’]    

(Rögnvaldsson and Thráinsson 1990: 32) 
 b. ? Þennan manni held ég [CP1 að [CP2 Það                
  This   man  think I    that  there                
  hafi [TP stundum verið talað illa um ei]]]              

has sometimes been talked bad about e]]] 
[lit. ‘This man, I think [that people have             
sometimes talked badly about t’]                    

(ibid : 33) 
 

(8)
escape hatch
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 (8a) Þessum hring CP2

(8b) CP2

CP2

edge
Topic Island

1 
 
(9)     CP1 

   C’ 
C1     CP2 
að         C’ 

              C1      TP 
              Það   C1 
                hafi    C1 
 

Spec-Head Relation

Chomsky (2013, 2014)

 
 
3. Stylistic Fronting 
�

EPP/edge

Stylish Fronting
 

 
(10) Ég hélt [CP1 að  [CP2 kysst hefðu hana  
    I  believed  that  kissed  had her 
 margir stúdentar]]                         

her  many students 
    ‘I believed that many students kissed her.’          

(Vikner 1995: 116) 

Stylish Fronting (11)
( Holmberg and Platzack 

(1995), Maling (1990), Rögnvaldsson & 
Thráinsson (1990) )  

 
(11) a. 

. 
 b.  �

 
 
Stylish Fronting EPP/edge

Stylish Fronting
Topic Island

(8a) (12)
 

 
(12) Um Þennan atburðj vona ég [CP að [CP rætti  
   About this incident hope     I [CP that  [CP talked+ 
  verði [ei ej á fundinum]]]                        
  gets+C  [at the meeting ]]] 
  ‘I hope that this incident will be discussed               
  at the meeting.’    

(Rögnvaldsson and Thráinsson 1990: 32) 
 
4. Allege /Wager 
� 2

1 EPP/edge

2

 
� Postal (1974)  Bošković 
(1997) ECM

 

escape hatch 
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� allege wager ECM
3  

( ) ECM
 

 
(13) a. * He alleged Melvin to be a pimp.  

(Postal 1974: 304) 
  b.* John wagered a stranger to have been in  
  that haunted house. (Bošković 1997: 58) 

 (cf. John believes Mary to have kissed Bill) 
 

Wh ECM
 

 
(14) a. Who did they allege to be a pimp?                  

(Postal 1974: 305) 
  b. Who did John wager to be crazy?                          

(Bošković 1997: 61) 
 

ECM
 

 
(15) a. He alleged there to be stolen                               
    documents in the drawer.  

(Bošković 1997: 58) 
   b. John wagered there to have been a                     
  stranger in that haunted house.  
                      (Bošković 1997: 58) 
(16) a. Mary alleged him to have kissed Jane  
                      (Bošković 1997: 58) 
  b. Mary never alleged him to be crazy.  
                      (Bošković 1997: 59) 

 
(17)

 
 

(17) a. * Mary alleged him and her to have    
kissed Jane      (Bošković 1997: 59) 

b.* Mary never alleged him and her to be          
crazy.        (Bošković 1997: 59) 

Bošković (1997) (15) (16)

(17)

ECM
(18)

 
 

(18) wager ECM

 
 

(18)
 

� ECM
believe (19)

ECM VP
(20) 2 

 
(19) I believed John to be crazy. 
(20) a. <  
   v(EPP ) [VP V [to be [John( ) crazy]]] 
  b. < v� V  
   v [VP V(EPP ) [to be John( ) crazy]]] 
   c. < > 
   v [< > John( ) [VP V(EPP ) [to be t                 
   crazy]]]]                           
 

v EPP V
[(20b)] John V

EPP John
V [(20c)]

V John

 
� wager ECM
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(21) a.  Mike viciously alleged/announced her                           
    to be a liar. 

  b.?*Mike viciously believed her to be a                       
    liar.  

(Nishikawa and Matsumoto 2007:235) 
 
(21) allege wager believe

ECM

wager v believe
v
wager ECM believe
ECM v

(22)
 

 
(22) allege /wager v Edge/EPP V

 
 

(22) wager
 

 
(23) * I alleged John to be crazy. 
(24) a. <  
   v(EPP ) [VP V [to be [John( ) crazy]]] 
  b. < v� V( )  
   v(EPP) [VP V( ) [to be John( ) crazy]]] 
   c. <v > 
   [?? John( ) [vP v(EPP) [VP V( ) [to be t 

crazy]]]]                                               
                 

v V EPP
v [(24b)] John

V
EPP John v

[(24c)] v
John

 

�

(14-16)
wager ECM

2

(14) (14b)
(25) 3 

 
(25) a. <  
   v(EPP ) [VP V [to be [who( ) crazy]]] 
  b. < v� V( )  
   v(EPP) [VP V( ) [to be who ( ) crazy]]] 
   c. <v who > 
  [?? who( ) [vP v(EPP) [VP V( ) [to be t                  

   crazy]]]] 
   d.< who > 

  who  [vP t [v’ v(EPP) [VP V( ) [to be t             
crazy]]]] 

  
(25c) 24

who John v

 
� (15-16)

CP-expletive
Stylistic Inversion

v
 

 
(26)           vP 
           v         VP  
  expletive/pronoun  v(EPP)    to be ……. 
 
5.  
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  EPP/edge

Spec-Head Relation

Labeling Algorithm
 

�

EPP/Edge

EPP/Edge

 

believe
ECM wager

EPP/Edge

EPP/Edge
 

edge-to-edge

 

 
* 

 
 

1  complex 
head

wager

 
2  ECM

 
3  

There
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1. Introduction 
   In the Relevance-theoretic account, verbal 
irony has been characterized as an echoic 
interpretive use, where speakers echo utterances 
or thoughts that resemble in the original content.  
  
(1) Jack: I’ve finally finished my paper.  

Sue (dismissively): You’ve finished your 
paper! How often have I heard you say 
that?              (Wilson (2009: 202)) 
 

   Wilson (2009) defined verbal irony as 
attributive, and the speakers express ironical 
attitudes that dissociate themselves from what 
they attribute to.  
 
(2)  “Ironical utterances, I have argued, are not 

only attributive but dissociative: the speaker 
expresses a dissociative attitude to the 
attributed thought, indicating that it is false, 
under-informative, or irrelevant.”  

     (ibid: 221, underline mine)          
 
As might be expected, there are also other 
expressions that satisfy Wilson’s definition and 

can be understood as verbal irony.  
 
(3) a.  Sue: That’s the most reliable words I 

have ever heard. 
 b. Sue: Finally. 
 c. Sue: Rome wasn’t built in a day.  
 
What we notice from the examples above is that 
there is a kind of gradualness within the 
category of verbal irony, such that the term 
encompasses various utterances that fit Wilson’s 
definition.  
   Although such gradualness can be observed 
in simple examples, the existence of gradualness 
is rarely supposed within a single category of 
verbal irony1. Since Wilson (2009) suggested 
two essential elements for verbal irony, it should 
be necessary to account for each element to 
examine which element affects the gradualness 
of verbal irony.  
   This paper focuses on the attributed source 
of verbal irony, as verbal irony essentially 
include hearer’s identification of what the 
utterance is attributed to. Verbal irony is also 
examined from both speakers’ and hearers’ 
perspectives. This paper also analyzes data from 
movies and TV cartoons.   
 
2. Previous studies  
   As mentioned in the introduction, the 
gradualness of verbal irony is rarely identified 
and featured in the literature. This could be 
because this gradualness is simply left as an 
assumption.  
 
2.1. Gradualness of lie 
   Since gradualness of verbal irony is not 
discussed in most studies, let us look at a study 
that deals with lying. Coleman and Kay (1981) 
suggested three prototype elements to 
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characterize English word lie as follows: 
 
(4) a. P is false. 
 b. S believes P to be false. 
 c. In uttering P, S intends to deceive A. 
         (Coleman and Kay (1981: 28)) 
 
In their study, they pointed out that even when 
not all three prototype elements are satisfied, the 
utterances are still considered to be a lie.  
 
(5) “The notion of prototype definition 

suggests that utterances which have all 
three of the elements above would be 
considered full-fledged lies, and that 
utterances which lack one or more of the 
elements might still be classed as lies, but 
less clearly so”  (ibid: 28, underline mine) 

 
As underlined above, the number of the 
elements present affect hearer’s understanding 
of the lie. Although they do not mention 
gradualness, their study implied that there are 
both “full-fledged” lies, and “incomplete” lies in 
the category of lie. 
 
2.2. Gradualness of verbal irony 
   As cited above, from the Relevance-theoretic 
approach, verbal irony is attributive and at the 
same time, speakers express their dissociative 
attitude toward the attributed utterance or 
thought. Wilson and Sperber (2012) stated that 
irony could be attributed to a broader source 
(e.g., people, objects, events).  
 
(6) “Notice that mockery and contempt are 

attitudes which can be expressed not only to 
thoughts, but also to people, objects, events, 
and so on.”  

        (Wilson and Sperber (2012: 141))  

It is also noteworthy that Wilson (2014) 
mentioned the salience of verbal irony.  
 
(7) “According to the echoic account, not only is 

echoing essential to irony, but the more 
salient the echoic element is, the more likely 
the irony is to be perceived.”           

                        (Wilson (2014: 7)) 
 
According to Wilson (2014), the echoic element 
is crucial to the salience of verbal irony. It also 
follows that understanding verbal irony depends 
on how salient the echoic element is. Let us 
compare two examples, one where the echoic 
element is explicit and the other contains an 
implicit or unclear echoic element: 
 
(8) a. Peter: Ah, the old songs are still the best. 
  Mary (contemptuously): Still the best!   �            
            (Wilson and Sperber (1988: 145)) 
 b. (Students are chatting with each other, 

and a teacher came in to the classroom) 
  Teacher: Looks like you guys are ready 

to work. 
 
In (8a), Mary’s ironical utterance is attributed to 
Peter’s utterance where he asserts his musical 
preference. Mary partially quotes Peter’s 
utterance, and expresses her dissociative attitude 
toward the attributed utterance.  
   What her attitude reflects is that Mary does 
not agree with the content of the utterance she 
echoes, and thus dissociates herself from that 
content. When hearers encounter such 
conversations, it is possible for them to identify 
the attributed source easily since the utterance is 
attributed to Peter’s immediately previous 
utterance.  
   As for (8b), the teacher’s utterance is 
attributed to a general expectation that students 
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should be working. Echoing such expectation in 
a situation where it is not satisfied is also 
considered a type of attribution. Nevertheless, 
for most of the hearers, (8a) is easily perceivable 
as a verbal irony. The difference between (8a) 
and (8b) is how easily hearers can identify the 
attributed source of the ironic utterance.  
   So far, by observing the previous examples, 
it is reasonable to think that the discussion of 
verbal irony should account for how easily 
hearers can identify the attributed source. It 
should also be pointed out here that the 
identification of the attributed source is one of 
the factors contributing to the various degrees of 
verbal irony.  
 
3. Analysis 
   The analysis in this section offers insight for 
the existence of the gradualness of verbal irony, 
and demonstrates how the gradualness affects 
hearers’ understanding of given utterances. The 
data was collected based on Wilson’s definition, 
which is cited in the introduction. The following 
analysis demonstrates two main points. Firstly, 
from the speaker’s perspective, we observe how 
explicitness of the attributed source affects 
verbal irony detection. The second point focuses 
on how and why hearer’s identification of the 
attributed source affects their understanding of 
verbal irony. 
 
3.1. Methodology  
   The analysis was conducted using a 
paper-based questionnaire. Five English native 
speakers participated in the examination. The 
questionnaire was conducted in consecutive two 
steps.  
   First, participants were asked whether the 
given examples were ironic. The participants 
then used a five-point scale to evaluate the ironic 

statement based on how clearly they were able 
to detect its verbal irony. On the scale, five 
indicates it was easily understood as ironic, 
while one meant it was the least easily 
understood. Below, the mean value is calculated 
for each example, and arranged from highest to 
lowest within the compared group.  
 
3.2. Results 
   First, we used the example from Wilson 
(2009) as in (9) along with two other examples 
where the explicitness of the attributed source 
was modified, like in (10). Participants’ mean 
rating value is given in (11): 
 
(9) Jack: I’ve finally finished my paper. 

Sue (dismissively): You’ve finished your 
paper! How often have I heard you say 
that?              (Wilson (2009: 202)) 

(10) a.  Sue: That’s the most reliable words I 
have ever heard. 

 b. Sue: Finally. 
 c. Sue: Rome wasn’t built in a day. 
(11) (10a) 3.8 , (9) 2.4 , (10b) 2.0 , (10c) 1.8 
 
It was hypothesized that (9) would be the 
highest scored since it best fits Wilson’s 
definition. Contrary to this expectation, (11) was 
rated the highest in the group. Two factors are 
considered to have led to this unexpected result.  
   First, for (10a), the demonstrative pronoun 
‘that’ in the sentence indicates that the utterance 
is attributed to something mentioned in the 
immediate context, or at least something 
identifiable by the hearer. The use of a 
demonstrative pronoun implies that the form of 
verbal irony does not have to precisely replicate 
the attributed utterances or thoughts.  
   Furthermore, in the questionnaire, the 
attitude denoted in the brackets was not shown 
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in order to examine the attributed source’s affect 
exclusively. Since the participants were shown 
the example without the attitude, it is possible 
that the participants recognized the utterance in 
its non-ironic echoic use. Having said this, the 
participants may have understood (9)’s verbal 
irony after they noticed how Sue’s response 
includes a rhetorical question. Considering these 
points, it is reasonable to think that (10a) was 
more salient to participants. Thus, the 
unexpected result is not considered a 
counter-example of this research.  
   Example (9) was from Wilson (2009), which 
was used to explain her definition of verbal 
irony. The following example is from a TV 
cartoon, which further illustrate the existence of 
verbal irony gradualness. 
 
(12) (Bart and Marge are looking at a picture 

from seven years ago.)  
 Bart: You don’t look like a mom. You look 
happy.  
Marge: We called ourselves the cool moms. 
Bart: There’s nothing cooler than calling 
yourselves cool.� � � � � �              

(The Simpsons (2011), brackets and underline 
mine) 

(13) a.  Bart: The cool moms. 
 b. Bart: Appearances are deceptive. 
(14) (12) 3.8 , (13a) 2.2 , (13b) 1.4 
 
In this example, Bart partially quotes his 
mother’s immediately previous utterance. 
Example (13) was shown to examine how 
quotation length affected the hearer’s 
identification of the attributed source. The order 
of the numbers in (14) attests that the longer the 
echoic element is, the easier it is for the hearer to 
identify the attributed source, especially when it 
was uttered in the immediate context.  

   The next example attested to how the 
attributed source could be outside of utterances 
or thoughts. The ironical utterance in example 
(15) was attributed to an expectation that 
Miranda had before she met Daniel:  
 
(15) (The children sit at the table, subdued. 

Miranda, angrily burst into the room. 
Daniel turns to her.)  

 Daniel: Hi. (Miranda looks around the 
room.) 

 Miranda: Oh, Daniel, charming. 
 Daniel: Thank you, Miranda. I…I was 

going kind for a refugee motif, you know, 
fleeing my homeland kind of thing. But 
look at you! This lovely Dances with 
Wolves motif! What’s your Indian name? 
Shop With A Fist?  

 Miranda: Are my children ready yet?  
      (Mrs.Doubtfire (1993), underline mine) 

(16) a.  Miranda: The San Diego Zoo. 
 b. Miranda: Alice in Wonderland. 
(17) (15) 3.6 , (16a) 3.0 , (16b) 2.6 
 
In example (15), Miranda went to her estranged 
husband’s home to pick up their kids. Miranda 
was visiting his home for the first time, and she 
walked into Daniel’s messy room. Miranda’s 
ironical utterance was attributed to her 
expectation of a clean room. By echoing her 
expectation when it is not satisfied at all, 
Miranda does not believe that the room is clean.  
   Example (16a) was from a previous situation 
in the movie where Daniel brought a mobile zoo 
truck home for his son’s birthday party while 
Miranda is out. The example was shown to 
compare with example (15), where the attributed 
source was immediate in respect to when it was 
uttered. Example (16a) was uttered previously, 
and not in the context in question. Thus, the 
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hearer needs to work harder to identify the 
attributed source when example (16a) is uttered 
in the context of the example (15). The result 
suggests that when the hearer cannot identify the 
attributed source from the context present, it 
takes more effort to identify the utterance’s 
attributed source. As a result, even though 
participants understand the given examples as 
ironic, the examples were not deemed explicit. 
   Having seen Wilson’s example in example 
(9), one might wonder if example (9) was less 
explicit than (10a) because example (9) was 
followed by a rhetorical question, and thus 
helping the hearer recognize that the utterance is 
not literal. What and how does the following 
ironic sentence work? Let us consider the 
example below: 
 
(18) Daniel: Look. The kids love it.  
 Natalie: Mommy, please, please.  
 Miranda: I’ll think about it.  
 Natalie: We’re his goddamn kids, too!  
 (Miranda looks accusingly at Daniel.)  
 Daniel: Kids say the darnedest things.  
 (Miranda chuckles in a phony way.)  

Miranda: Thank you. Any other choice 
phrases you’d like to teach our five-year old, 
Daniel?          
   (Mrs. Doubtfire (1993), brackets and

  underline mine) 
(19) a.  Miranda: Thank you. 
 b. Any other choice phrases you’d like to 

teach our five-year old, Daniel? 
(20) (18) 4.0 , (19b) 3.2 , (19a) 3.0 
  
In example (18), the couple’s daughter Natalie 
asked her mother Miranda for more time to see 
her father Daniel. However, Miranda disagreed 
with Natalie’s idea, and Natalie answered with 
words that a five-year old child is not supposed 

to use. Afterward, Miranda easily found out that 
Daniel taught Natalie the inappropriate words. 
Thus, as Daniel tried to protest his involvement, 
Miranda produces the ironic statement.  
   Like example (9), Miranda’s turn contains 
two sentences that are an assertion and a 
rhetorical question. Are both sentence 
understood as verbal irony, or is only the first 
sentence deemed as verbal irony? In examples 
(19a) and (19b), the form of the sentences from 
example (18) were maintained; these examples 
were shown were shown separately to the 
participants.  
   The mean value in (20) indicates that the 
original quotation containing the two sentences 
had the highest value. Comparing the mean 
value of (19b) and (19a), the rhetorical question 
scored slightly higher than the assertion. Since 
the mean value between (19b) and (19a) are not 
far apart, it can be said that sentence form does 
not directly contribute to the explicitness of 
verbal irony. Rather, the sentence’s form helps 
facilitate the hearer’s identification of the 
attributed source. For example, (19a) was scored 
slightly higher because the phrase like ‘any other 
choice phrase’ implied that Miranda was sure 
Daniel previously taught something 
inappropriate to Natalie; it subsequently helps 
Daniel, the hearer of the verbal irony, to identify 
what Miranda’s utterance is attributed to.  
   In sum, verbal irony is explicit to the hearer 
when it contains more sentences, but only if the 
sentence helps hearers to identify the attributed 
source.  
   The last set of examples in (21) to (23) 
illustrates how unintended verbal irony can be 
mistakenly understood. In example (21), Andy 
goes to a publishing company to interview for an 
assistant position. Emily is a secretary at the 
company and she waits for Andy at the entrance. 
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Once Emily meets Andy at the reception desk, 
Emily realized that Andy was not wearing 
clothes suitable for an assistant at a fashion 
magazine company:  
 
(21) Andy: Hi, uh, I have an appointment with… 

Emily Charlton?  
 (A young woman, Emily Charlton, appears 
by the receptionist desk.)  

 Emily: Andrea Sachs?  
 Andy: Yes?  

Emily: Great. Human Resources certainly 
has an odd sense of humor. Follow me.  

 (Andy gives a weak smile to the 
receptionist and follows Emily down a busy 
corridor.)   
(The Devil Wears Prada (2006), brackets and 

underline mine) 
(22) a.  Emily: Good. Human Resources 

certainly has an odd sense of humor. 
 b. Emily: You’re so fashionable. 
(23) (22b) 4.4 , (21) 3.2 , (22a) 1.2 
 
In the example, Emily’s ironical utterance was 
attributed to her expectation that interviewees 
will wear suitable clothes, which was not met 
when she saw Andy. Emily’s utterance was not 
intended to communicate to Andy, and Andy 
also did not interpret the utterance as verbal 
irony in the movie.  
   From Andy’s perspective, as the hearer, she 
did not have enough assumptions to recognize 
that Emily’s utterance is attributively used; in 
fact, she could not have access to attributed 
source. From the speaker’s side, Emily did not 
intend to communicate her utterance since she 
knows that Andy does not have enough 
assumptions to interpret Emily’ utterance as 
ironic. Instead of being ironic, Emily’s ironical 
utterance was meant for her own satisfaction.  

   So far, we have seen examples that were 
intended to communicate to the hearer directly. 
However, in example (21), verbal irony was not 
directed to the hearer but instead to other 
individuals in the situation. Thus, in the 
questionnaire, the participants were asked to 
judge the example as if they were the audience 
in that situation. Example (22a) was meant to 
examine how an adjective denoting evaluation 
generate non-literalness. Example (22b) is an 
example of an utterance clearly directed at the 
hearer.  
   The result in (23) attest that hearer’s 
intention to communicate ironical utterance is 
crucial to trigger the detection of verbal irony. 
Here, the purpose of showing ‘Great’, the 
example (21) and ‘Good’, the example (22a) to 
participants was to examine the affects that the 
object of the evaluation gets blurry, and the 
following sentence, ‘Human Resources…’ 
cannot be attributed to due to the lack of clues to 
identify the attributed source. 
 
3.3. Summary   
   So far, we have analyzed examples from 
previous studies, movies, and TV cartoons. We 
now summarize the results and claims from the 
previous subsection.  
   First, in the case where the attributed source 
of verbal irony can be identified from a given 
context, a hearer has more information on what 
could be the utterance’s attributed source. As a 
result, by being able to identify the source, the 
hearer can understand the utterance as ironic.. 
   On the other hand, for when a hearer cannot 
identify the attributed source from a given 
context, the hearer may not have access to the 
necessary information and fail to identify the 
attributed source of the utterance. In such cases, 
additional clues (e.g., tone of voice or facial 

84



expressions) would be necessary (Wilson 
(2014)). 
 
4. Conclusion 
   In this paper, I suggested that it was worth 
considering the varying degrees of verbal irony 
when discussing the understanding of verbal 
irony.  
   Since there are limited studies that deal with 
such topic, we have reviewed some studies that 
imply the existence of the gradualness. By 
looking closely at the attributed source of each 
example, I conclude that the explicitness of the 
attributed source of verbal irony contributes to 
the gradualness. Moreover, it is worth noting 
that the more easily hearers can identify the 
attributed source the better they are at 
understanding verbal irony.  
   This paper’s discussion further suggests the 
need for investigations into the varying degrees 
of other factors, such as speaker’s dissociative 
attitude or the harshness of the utterances.  
 

*This paper is the revised and extended version 
of the paper presented at the 33rd Conference of 
The English Linguistics Society of Japan held at 
Kansai Gaidai University on November 22, 2015. 
I would like to express my gratitude to the 
audience at the presentation for their 
constructive comments and questions.  This 
research was supported in part by Nara Women’s 
University Intramural Grant for Young Women 
Researchers. 

NOTES 
1 In association with the gradualness, Wilson 
(2014) discussed the continuum of verbal irony 
and relating expressions (e.g. hyperboles, jokes).  
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1. Introduction 
The aim of this paper is to show that the 

prefix a-, which goes back to stationary 
prepositions in Old English (OE) and remains in 
words like afoot, aloud, ashore, and asleep, is 
not an adjectivalizing affix but rather a bound 
form of the functional category Pred (Bowers 
(1993), Baker (2003)) or Path (Ramchand 
(2008)). Also, it will be shown that predicative 
a-words come from two different sources: 
grammaticalization (Hopper and Traugott 
(2003)) and a word-formation rule (Aronoff 
(1976)). Although a- has been largely neglected 
in word formation research due to its low 
productivity in Present-day English (PE), it is a 
significant affix that shows that diachrony can 
give rise to a synchronically peculiar affix. 
  There are several homophonous a- prefixes, 
but our topic is the one etymologically related to 
the prepositions on, in, and of (Markus 1998: 
137). We call words beginning with it 
“a-words.” Data without source information are 
taken from BNC. 
 
2. Synchronic Category of the Prefix a- 

   Let us start with the synchronic category of 
a- in the PE grammar. In the literature, we find 
three views: (i) a- as an adjectivalizing affix, (ii) 
a- as a bound form of the category P, and (iii) a- 
as a bound form of the category Pred. 
 
2.1. a- as an Adjectivalizer 
� Traditionally, a- is classified as an 
adjectivalizing derivational affix (Marchand 
(1969), Quirk et al. (1986), Beard (1995), Bauer 
et al. (2013), among others). In my view, the 
most serious challenge to this classification is 
the fact that derivational morphology rarely 
derives new words of a type nonexistent in 
simplex, canonical vocabulary (cf. Nagano and 
Shimada (2015)). That is, derivational 
morphology of a language does not change but 
rather expands its vocabulary. This means that if 
a- is an adjectivalizer, a-words should behave 
like common English non-derived adjectives.  

Now, consider the following three-way 
fundamental variation of simplex adjectives: 
 
(1) a. Adjectives that can be used both 

attributively and predicatively, often 
with a shift in meaning or form. 

 b. Adjectives that can be used 
attributively but not predicatively 

 c. Adjectives that can be used 
predicatively but not attributively 

 
According to Baker (2003: ch.4), some 
languages have the adjectival lexical stock that 
is limited either to the type (1b) or to the type 
(1c). Other languages, including English, have 
adjectives of the type (1a). English does possess 
several adjectives that belong to (1b) or (1c), but 
from a cross-linguistic standpoint, its adjectival 
vocabulary is of the type (1a). If so, a- cannot be 
counted as an adjectivalizing derivational affix 
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because a-words differ from English simplex 
adjectives in being predicative-only: 
 
(2) a. The children are asleep. 
 b. the children asleep  
 c. * the asleep children    
          (Markus (1998: 135)) 
 
For the treatment of affixes producing so-called 
relational adjectives, see Nagano and Shimada 
(2015). 
   In addition to the modificational/predicative 
functions, a-words differ from English simplex 
adjectives in the following points also: 
 
(3) a-words cannot be a complement of a 

Degree (Deg) head: 
 a. The mouse is too *(much/far) 

alive/asleep/adrift/aglow. 
 b. The mouse is as *(much) 

alive/asleep/adrift as not. 
    (Beard (1995: 290)) 
(4) a-words cannot be compared:1 

 *more aboard, *more abroad,  
 *more aloud, *more afire 

(5) Some a-words can be used as adverbs 
without formal change: abroad, acrawl, 
afloat, away, etc. (Bauer et al. (2013: 332)) 

(6) Adverbial a-words can be not only manner 
adverbs but also directional adverbs: 

 a. He read the book aloud.   <Manner> 
 b. He shove me aside and went on his 

way.                 <Direction> 
 
  Also, it is important to point out that if a- 
were a derivational affix, it would be deviant in 
terms of the right-headedness of English 
morphology (Marchand (1969), Kastovsky 
(1986), Nagano (2011)). In contrast, the 
alternative views to be introduced below are 

consistent with the left-headedness of a-words 
because they map a-words onto phrasal 
structures.2 
 
2.2. a- as a P 
� Markus (1998) and Dixon (2014: 265) claim 
that a- is a form of P, maintaining its original 
category. In the split P analysis to be discussed 
in section 2.3, this P is Place. They argue that 
this view accounts for the predicative-only 
function of a-words because PPs are also 
predicative-only. Dixon (ibid.) points out the 
following parallelism between an a-word and its 
etymological counterpart: 
 
(7) a. The duchess is in (the) bed. 
 b. * the in-bed duchess 
(8) a.  The duchess is a-bed. 
 b. * the a-bed duchess  
 
The view of a- as a P is also found in Jespersen 
(1942: 127) and Kayne (ms.: sec.4). 
  A full, phrasal realization of a PP is certainly 
predicative-only. However, if it is lexicalized or 
realized in a smaller size, it can modify a noun 
in the prenominal position. (9a) illustrates the 
lexicalization of a PP, while (9b) illustrates the 
word-level realization of a PP. 
 
(9) a. an after-the-party mess, an 

under-the-tree(s) picnic (Shimamura 
(1986: 24)) 

 b. on-base military club, in-city 
headquarters    (Morita (2006: 417)) 

 
This observation casts a serious doubt on the 
view of a- as a P because its claim is that 
a-words are word-level realizations of a PP.  
  The second problem with this view is that a- 
attaches not only to nouns but also to adjectives 
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(e.g. alive) and verbs (e.g. afloat). This 
categorial selection cannot be captured if a- 
belongs to P, a category which selects an NP. 
 
2.3. a- as a Pred 
  In Nagano (2014), I proposed that a- should 
be seen as a bound form of Pred. Pred is a 
functional category that establishes a predication 
relation between its specifier and its complement. 
In Baker’s (2003) analysis, Pred selects an AP, 
NP, or PP as its complement and takes a subject 
in its specifier, as depicted below. 
 
(10)  PredP 
 NP   Pred’ 
  Pred  XP    (X= {A, N, P}) 
 
  In English tensed clauses, Pred does not have 
a phonological realization. Bowers (1993) cites 
as in a small clause as the only overt realization 
of Pred in English. The following predicate 
coordination proves the involvement of the 
category Pred; if there were no Pred, 
coordination would not be possible: 
 
(11) They regard John as crazy and *(as) a fool. 
 (Bowers (1993: 605)) 
 
Nagano’s (2014) point is that English has at least 
one more overt manifestation of Pred, a-, and 
a-words are realizations of a Pred’ in (10). They 
are generally classified as adjectives because a 
Pred cannot bear tense. For example, afoot and 
alive are non-tense-bearing predicates that 
morphologically realize [Pred’ Pred + NP] and 
[Pred’ Pred + AP], respectively.  
  The Pred view accounts for the categorial 
selection of a- and the predicative-only function 
of a-words, for as in (10), a Pred selects a NP, 
AP, or PP complement and always introduces a 

subject. (Deverbal a-words will be discussed in 
section 3.2.) It can also account for the other 
properties of a-words from (3) to (6a). First, (3) 
and (4) results from the fact that a Deg head 
needs to bind a <grade> position in its 
complement but an intervening Pred prevents 
the binding (see Baker (2003: sec.4.3) for 
details). Second, a-words can be used as manner 
adverbs, as in (6a), because this class of adverb 
is predicated of an event argument (cf. 
Nishiyama (1999: sec.6, 2005: sec.2)). For 
example, (6a) involves a predication relation 
between reading the book and loudness. 
  Nagano’s (2014) analysis, however, should be 
improved in two respects. First, the Pred that a- 
realizes is the one for stage-level predicates.3 

Stage-level predicates allow spatio-temporal 
modifiers and can occur in the existential there 
construction, the depictive construction, and the 
complement of a perception verb (Ogawa 
(2001)). As follows, a-words occur in these 
contexts: 
 
(12) a. The cats have been asleep for days. 
 b. It was n’t a hoax because there were 

people asleep near the spot. 
 c. if no one came for her she could be 

buried alive, forgotten… 
 d. You can hear the chains a-jangle as you 

go about and reach for the other buoy. 
 
Moreover, a-words allow the modifiers of 
extension completely and all: 
 
(13) a. Darling, I was n’t completely asleep 

when you drove me home. 
 b. It was a chance in a million that I came 

through it all alive. 
 
As the following pair shows, unlike completely, 
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all modifies a stage-level predicate only: 
 
(14) a. This can is {completely/all} empty. 
 b. This idea is {completely/*all} empty. 

(Takshukan’s Unabridged Genius) 
 
   Next, the Pred view cannot deal with (6b). 
The directional adverbial use suggests that a- 
realizes not only stage-level Pred but also Path. 
Gehrke (2007), Ramchand (2008: ch.4), and 
Svenonius (2010) split a spatial P into two heads, 
Place and Path, roughly as follows: 
 
(15)  PathP 
 Path   PlaceP 
  Place  NP    
 
Under this view, the original prepositions on and 
in are Place heads. We propose that a- in (6b), 
on the other hand, realizes the Path head. 
 
3. Historical Development 
� We have seen that a- in PE corresponds either 
to stage-level Pred or to Path. Next, let us 
consider how this correspondence developed 
from the Place prepositions.  
 
3.1. Grammaticalization 
  In Nagano (2014), I discussed the issue as a 
case of grammaticalization. Many a-words show 
a developmental path which is a paradigm case 
for Hopper and Traugott’s (2003) 
grammaticalization cline: semantic abstraction 
or functionalization goes hand in hand with 
formal condensation. Witness, for example, the 
following developmental path of asleep (the 
sentences are taken from the OED): 
 
(16) a. c897   K. Ælfred tr. Gregory Pastoral 

Care xxviii. 195  Ðonne hnappað he oð 

he wierð on fæstum slæpe. 
 b. c1275Laȝamon Brut (Calig.)    
  Heo weren on slæpe. 
 c. a1375   William of Palerne    
  My lady lis ȝit a-slape. 
 d. 1611   Bible (King James) Matt. viii. 

24   But he was asleepe.  
 
(16a) shows that asleep is not deverbal but 
denominal; it came from the noun sleep. The 
noun sleep projects a full NP and occurs in the 
complement position of the Place head on. In 
(16b) the noun is directly selected by on, which 
then phonologically weakens and 
morphologically loses freedom into a- in (16c).4 

The morphologization of a- is complete in (16d) 
in that it combines with the base without a 
hyphen.  
  The semantic change of asleep in (16a-d) is 
not so clear, because the complement noun sleep 
itself expresses an activity. However, it is 
suggestive that asleep in PE is polysemous, 
expressing not only “sleeping” but also “numb” 
(e.g., My hand is asleep), “inattentive,” and 
“indifferent” (e.g., the executives who are asleep 
to the worker’s demands). The semantic effect of 
grammaticalization can also be detected in 
a-words such as afoot and ashore; afoot can be 
used in the sense of “on one’s feet,” keeping the 
literal sense of foot, but the BNC search 
indicates that it is an older usage. More 
commonly, afoot is used in the senses 
“happening,” “circulating,” and “in progress” 
(e.g., There are also some changes afoot.) 
Similarly, ashore can be used in the sense “be on 
[the] shore” (e.g., life ashore), but it also 
expresses “to the shore” (e.g., 
Jumping ashore with the bow line, he wrapped a 
clove hitch round the trunk of a palm). 
  The grammaticalization from the Place head 
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to the Pred head or the Path head can be 
analyzed as head movement in the structures 
(10) and (15), respectively (Roberts and 
Roussou (2003)). For example, asleep and 
ashore were formed from the PlacePs on sleep 
and on shore in the manner depicted in (17) and 
(18), respectively. 
 
(17)  PredP 
 NP   Pred’ 
  Pred  PlaceP 
          a-    Place      NP 
                 on      sleep 
 
(18)  PathP 
 Path PlaceP 
 a- Place NP 
               on        shore   
                         
The dotted arrows in (17) and (18) show the 
process of grammaticalization, a Place 
morpheme functionally and formally changing 
into the dominating heads Pred and Path. 
  Interestingly, a similar developmental process 
to (17) can be assumed for the small-clause as in 
(11), a free realization of Pred. According to 
Yokogoshi (2005: sec.2), in Middle English 
(ME) and Early Modern English (EModE), as 
was a preposition, selecting NP complements 
only. It was in the 18th century that as began to 
allow AP complements like (11). Yokogoshi 
(ibid.: 88) proposes that the following structural 
change took place in small clauses with as from 
ME to PE: 
 
(19)      PP                PrP 
     Subj    P’          Subj    Pr’ 
  P      XP           Pr     XP 
         as                 as      
 

3.2. Emergence of a Word-Formation Rule 
  A separate discussion is in order for deverbal 
a-words like awhir “whirring” and aglaze 
“glazing.” More examples from the 19th and 
20th centuries are listed in (20) and (21), 
respectively. 
 
(20) acrack, agasp, aglare, a-chuckle, aglow, 

a-sprawl, a-sweat, astraddle, atremble, 
awash, aboil  (Jespersen (1942: 128-129)) 

(21) aclutter, asmirk, a-pant, asquish, a-move, 
acrawl, afly (Bauer et al. (2013: 305, 332)) 

 
Characteristically, these a-words are used in 
participial constructions: 
 
(22) a. 2009 Jennifer raced about, … drops of 

perspiration aglisten on her upper lip. 
 b. 1867 I yearn to meet thee, soul to soul, 

With heaven’s delights aglisten. (OED) 
 
These a-words differ from asleep in being 
genuinely deverbal (Jespersen (1942: 128)) and 
refusing the grammaticalization analysis. While 
the PP expressions on sleep found in the OED 
quotations of asleep motivate the 
grammaticalization in (17), such PP counterparts 
are not found in the OED quotations of the 
a-words in (20) and (21). Also, they are puzzling 
in terms of the view of a- as Pred. If Pred selects 
an NP, AP, and PP complement but not a VP, as 
in (10), why can a- occur attached to a verb? 
  An important fact about deverbal a-words is 
that they are relatively new formations, attested 
from the 19th century. In Nagano (2014), I 
examined 327 a-words from the OED and 
revealed that de-adjectival and denominal 
a-words, including pseudo-deverbal ones like 
asleep, had been constantly formed from the 
13th century to the 19th century, while 
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genuinely deverbal formations had been very 
rare in ME and EModE until they made a sudden 
rapid increase in the 19th century. In fact, 67% 
of all the deverbal formations in my OED data 
were attested in the 19th century.5 Although this 
interrelation between the base category of a- and 
the age of an a-word is not paid due attention in 
Nagano (2014), it suggests that the historical 
development of a- is divided into two stages, the 
grammaticalization stage responsible for 
denominal a-words and the word-formation 
stage responsible for deverbal a-words.6 
  In the first stage, a-words were formed from 
their corresponding PPs via grammaticalization, 
as discussed in section 3.1. On/in phrases of 
high frequency were grammaticalized into 
denominal a-words, as in (17) and (18).  
  The second stage is marked by the emergence 
of a word-formation rule which maps the 
morphological combination [a- + Verb] onto the 
syntactico-semantic representation of Pred’. In 
section 2.3, we saw that PE a-words have the 
underlying structure of Pred’ in (10). The 
word-formation rule produces such words from 
verbs by changing their syntactico-semantic 
structures. For example, (20) and (21) indicate 
that a- combines with activity verbs (e.g., 
achuckle, acrawl, afly, a-move, astraddle) and 
emission verbs (e.g., aglow, aglare, asweat), 
among others. According to Rothmayr (2009: 
184, 185), these verbs have the following 
decompositional structure: 
 
(23) a. Irmi laughed.  <Activity> 
 b. The rubber duck squealed. <Emission>
   DOP  
  DP  DO’ 
   DO0  PREDP 
                      PRED’ 
    PRED0    LAUGH/SQUEAL 

When the word-formation rule of a- applies to 
an activity or emission verb, it changes (23) into 
(10), deleting the DO head. A PredP can be 
“extracted” from a verb because it is an essential 
component of the syntactico-semantic structure 
of a verb (Baker (2003: ch.2), Ramchand (2008), 
Rothmayr (2009: ch.7)).7  
  How did the word-formation rule arise? 
Crucial for this question is the fact that 
grammaticalized a-words include asleep and 
similar a-words such as afloat, ablaze, aswoon, 
awane, awork, ahunt, aroar, adrift, ahold, 
adream (Nagano (2014: 234)). They are 
historically denominal, but after the loss of 
morphological distinction between nouns and 
verbs, it became possible to reanalyze them from 
denominal formation to deverbal formation 
(Jespersen (1942: 127-128)). Thus, I assume that 
the pre-existence of pseudo-verbals like asleep 
led to the emergence of a mapping between the 
form [a- + V] and the structure PredP and it 
eventually developed into a word-formation 
rule. 
  The word-formation rule of a- requires more 
careful investigation. The first issue is its 
productivity. The second issue is that it goes 
against Monotonicity Hypothesis, which says 
that “[w]ord formation operations do not remove 
operators from lexical semantic representations” 
(Koontz-Garboden (2012: 143)).  
 
4. Conclusion 
� This paper focused on the synchrony and 
diachrony of the prefix a-. In PE, a- is the only 
bound form that realizes the functional category 
Pred. A-words are stage-level predicates. The 
Pred a- was historically established through the 
consecutive and interactive working of 
grammaticalization and word formation. 

* I thank the audience at the 33th ELSJ 
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conference, November 22, 2015. I have 
benefitted from the comments and questions 
from Masaharu Shimada and Osamu Koma. Of 
course, I am solely responsible for the contents. 
This study is financially supported by JSPS 
KAKENHI Grant Number 24520417.  

NOTES 
1 However, alive, awake, and asleep can be used 
in the comparison of two different states of one 
person: 
(i) a. Jeanna looked different, confused, 

more alive than usual.        (BNC) 
 b. The baby is more awake now than it 

was a few minutes ago.  
        (Kennedy and McNally (1999)) 
2 In Beard’s (1995) theory, this process is an 
instance of Functional Lexical-Derivation. In 
Ackema and Neeleman’s (2004) model, it 
belongs to Word Syntax.      
3 On the other hand, the Pred realized by as may 
be the one for individual-level predicates. 
4 There are also examples in which the 
weakened form a is morphologically 
independent, as in the OED example below. 
(i)  1598  Their pride and mettall is a sleepe.  
5 Significantly, a- differs from the verbalizing 
category-changing prefixes be-, dis-, en-, out-, 
un- in this respect. Nagano (2011) shows that 
historically, these prefixes were originally 
non-category-changing, selecting verbal bases, 
and started to occur with nominal bases only in 
the 16th and 17th centuries. 
6 Deadjectival a-words require a careful 
consideration in this scenario. I leave them for 
future research.  
7 A PredP is the sole component of a stative verb. 
Hence, a- does not attach to this type of verb. 
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(Aspects of Embodiment in Chaucer’s 

Language: Progressive Diminution in Sir 
Thopas)  

                           
 (Yoshiyuki Nakao) 

Hiroshima University  
 

, , ,
,  

 
 

1.  

(1339-1453)

1374 1386
Aldgate

(“Vision”)

 

 
Langacker 2000)

 
 
2.  

Loomis (1940)
Stanley (1972) Burrow (1984) Tschann (1985)
Burdie (2008)

18�9�4.5
(bob)

 
 
3.   
1) RQ1  

 
2) RQ2  

 
 

3) RQ3  
 

 
4) RQ4  

 
 

4 RQ
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4.  
1)  

 
 
 

Cf. Cp  
61 Cambridge MS Frontispiece  
2)  

 
 

3)  
 
 
 

Lakoff and Johnson 1980,  
Langacker 2000, 2000, Fauconnier and  
Turner 2003) 
 
5.  
5.1. RQ1  

 
“one”  

“many”
(cf. 2008)

8
‘this litel 

spot’ Tr 5.1816 Benson (1987)

‘Uncircumsript, and al 
maist circumscrive’ Tr 5.1865

 
 

29

Ellesmere 10 Fragment( )
Fragment 

VII

3 (Fit)
aabaab

6 1 a line 8
4 b line 6 3

bob line 2 1

10

 
 
5.2. RQ2  

3

(what)
how
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3

 

Adam Pinkhurst

Hengwrt (Hg) Ellesmere (El)
1 a line  2

b line 3 bob line

Languages are 
containers  

 
(Tale)

final –e

 

RQ3
b line bob

 
 
5.3. RQ3  
5.3.1.  
 
(1) Listeth, lordes, in good entent, / And I wol 

telle verrayment / Of myrthe and of solas, / 
Al of a knyght was fair and gent / In bataille 
and in tourneyment; / His name was sire 
Thopas. / Yborn he was in fer contree, / In 
Flaundres, al biyonde the see, / At 
Poperyng, in the place.  CT Thop VII 
712—20 ( ) 

 

 

Poperyng
Cf. 

popet CT VII 701.
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herken
listen entente entent verraily
verrayment

 
 

5.3.2. b line (6 3 ) 
 

elf-queene

1

 
 

(2) That he foond, in a pryve woon, / The 
contree of Fairye / So wilde; / For in that 
contree was ther noon / That to him durste 
ride or goon, / Neither wyf ne childe; CT 
Thop VII 801-06  Cf. In þis warld is man 
non / þat oʒaines him durst gon, / Herl, 
baroun, no kniʒt. The Romance of Guy of 
Warwrick 148 (7-9) 

 
a line

b line

 
childe

MED s.v. child 6. (a) A youth of noble 

birth, esp. an aspirant to knighthood

childe final –e

wilde
wilde violent untamed

childe

 
 
5.3.3. bob line 2 1

 
(2)

child (3)  
 

(3) The child seyde, “Also moote I thee, / 
Tomorwe wol I meete with thee, / Whan I 
have myn armowre; / And yet I hope, par 
ma fay, / That thou shalt with this launcegay 
/ Abyen it ful sowre./ Thy Mawe / Shal I 
percen, if I may, / Er it be fully pryme of 
day, / For here thow shalt be slawe.” CT 
Thop VII 817-26  Cf. Sir Amiloun, as fer 
of flint, / Wiþ wretþe anon to him he wint
/ & smot a stroke wiþ main; / Ac he failed 
of his dint, / þe stede in þe heued he hint / & 
smot out al his brain. / þe stede fel ded doun 
to grounde; Amys and Amyloun 1321-17 
 

mawe Burrow 
(1984) 3

Davis (1967: 152)
(4)  

 
(4) The bob ... was an afterthought of the 

author’s, and ... added after the poem was 
complete, with a few adjustments.  

 

Sir Gawain and the Green Knight  
Trisrem Sir Gawain 
and the Green Knight (SGGK): With tonge 32, 
On sille 55, In daye 80, With yʒe 198, etc.; 
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Auchinleck Trisrem: In lede 64, In tour 
75, At wille 394, On hand 427, In land 592, etc.
(2) childe wilde

Thy mawe
 

1) predicate 
 argument 2)

3)
perce

9
(Er it be fully pryme of day;  Cf. tomorwe … 
wol meet with…) 4
(shal) 5)

(if I may)
6)

Thy mawe … perce

childe

Auchinleck Amis and 
Amiloun

7)thy mawe –perce enjambement
8) 1

9)Adam Pinkhurst Hg El
3

10)
Hg mawe

El herbaud(coat of mail)

 

Thy mawe (… percen)

 
 
5.3.4.  

 
 
(5) Men speken of romances of prys, / Of Horn 

child and of Ypotys, / Of Beves and sir Gy, /           
Of sir Lybeux and Pleyndamour— / But sir 
Thopas, he bereth the flour / Of roial 
chivalry!  CT Thop VII 897-902  
   

“the flour of roial chivalry”
8 4 a line 6

3 b line

flour of roial chivalry

child
b line chilvalry Gy

chivalrie final –e

roial 

1 A
B

A B

 
[1] (flour) [2]

(bereth)
[3]

[4] (chivalry  
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1 ‘the flour of roial chivalry’   

 bereth ‘flour’ real/royal ‘chivalry’ 

A 

be 
called 
by a 
title 

paragon 
royal 
(El) 

 
knighthood 

B 
carry, 
give 
birth to 

flower / 
flour / bread 
(metonymy) 

Cf. real 
(Hg) 
MED 
s.v. real. 
(a) Of a 
narrative: 
true, 
actual 
 

‘horse rider’ < 
L caballari-us 

(rider, 
horseman) 

Cf. prike, 
prikasour (GP: 
Monk) 

 
) [5]

[6] (chivalry)
(flour) (bereth)  

 
 
5.3.5.  

 
 

(6) Hymself drank water of the well, / As dide 
the knyght sire Percyvell / So worly under 
wede, /Til on a day – CT Thop VII 915-18

Thop: VII 712-918 207  
 
(popet CT VII 701)

Poperyng
child 

Thopas

aabaab

 
Benson Perceval

“welle”  
 

(7) His right name was Percyvell, / He was 
fostered in the felle, / He dranke water of 
the welle: / And yit was he wyhgte Sir 
Perceval of Galles 5-8  

 
Perceval

Benson

 
 

(8) Till þe nynte day, byfell / þat he come to a 
welle / þer he was wonted for to duelle / 
And drynk take hym thare. / When he had 
drunken þat tyde,/ Forthimare gan he glyde; 
/ Than was he warre, hym beside, / Of þe 
lady so fre; Ibid., 2205-12  
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(fight debate)

2

Tale 
of Melibee VII 1860-65  

 
<  
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Metaphors of INTELLIGENCE in Terms of 
EATING: How Is Our Physical Image Projected 

on Metaphors in Japanese and English?  

Yuichiro Ogami  
Osaka University  

, ,  

1.  
� (1) (2)

 
 
(1) 1 
(2) I struggled to digest the news.2 

 

 

 (2004) (3)

 
 

������� �

������� �

����	��

�

����
��

�

 
Lakoff and Johnson 

(1980) (4)
IDEAS ARE FOOD

 
 
(4) a. What he said left a bad taste in my mouth.  

b. There are too many facts here for me to 
digest them all. 

   c. I just can’t swallow that claim. 
   d. That’s food for thought. 
 
(3) (4)

 

(3) (4)

(4a, 4d)
(4c)

3  
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2.  
�

Corpus 
of Contemporary American English COCA

 
 
2.1.  
2.1.1.  
� 1

 
 
�������

�

���

�

	��

�


��

�

 
(5a, b)

(5a) (5b)

(5c, d)

(5c)
(5d)

 
 
2.1.2.  
� 2

 

 
�������

�

���

�

����	��

�

 
(6)

(6a) (6b)
(6c)

 
 
2.1.3. [ ]  
� 3

 

 
������

�

�������

�

 

(7)
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(7a)
(7b)

 
 
2.1.4.  
� 4

 

 
�������

�

���

�

	��

 
 

(8a)

(8b)

(8c)

 
 
2.1.5.  
�

 

�������

�

���

�

	��

�

 
(9) (9a) (9b)

(9c)

(9b)

 
 
2.1.6.  
�

[
]

[[
]]

4

1 1
5

 
 
2.2.  
2.2.1. CHEWING  
� 1

CHEWING
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(10) a. Clinton likes nothing better than to chew 
over a problem endlessly. 

    b. “Kent Pearson,” she repeated, chewing 
over her knowledge of him. 

    c. She has been chewing on this thought for 
several months. 

 
problem

(10a) knowledge (10b) thought (10c)
(10a, 10c)

(10b)

CHEWING

 
 
2.2.2. RUMINATION  
� 2

RUMINATION
 

 
(11) a. He ruminated for hours about why noting 

worked. 
b. Members of the team ruminated on this 

question  for  days,  weeks,  even 
months. 

 
(11)

RUMINATION

 
 
2.2.3. DIGESTION  

3 DIGESTION

 
 
(12) a. For a moment she sat, digesting the 

words, looking thoughtful. 

b. I stared at him for a couple of beats 
while I digested the information. 

c. Then I nab a few books and am forced to 
read them and digest their contents so as 
to avoid embarrassment when the class 
time rolls around.  

d. She gave Tiffany a moment to digest 
that information, then continued. 

e. A rural and traditional society, with over 
90% of its population illiterate and 
unaware of modern world, could not 
digest this European idea in its original 
form. 

f. they emphasize painting as a psychic and 
bodily process, fueled in part by the 
devouring and digesting of previous art 
to formulate a new synthesis. 

 
(12a) (12b)

(12a)
(12b)

DIGESTION
 

� (12c) (12d)

DIGESTION

 
� (12e) (12f)

(12e)
(12f)

DIGESTION
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� DIGESTION

DIGESTION

 
 
2.2.4. ABSORPTION  
� ABSORPTION

 
 
(13) a. while learning the language, students 

also absorb some knowledge of Aztec 
history and culture 

b. once she was engaged in something, 
she absorbed knowledge and 
demonstrated almost immediately an 
ability to utilize this new 
understanding. 

 
(13)

(13a)
(13b)

ABSORPTION

 
 
2.2.5.  
�

[
] [[

]]

 
 

3.  
2

1 2
 

 

1  

2  

 
1 2

 

DIGESTION

1 2
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(14)
(15)

 
 
(14) a. I found his story a bit hard to swallow. 

b. Democrats in particular had to swallow 
things they didn’t like.  

(15) a. We were using technology to crunch the 
data and present to the user who we think 
they should connect to. 

    b. Even with computers crunching the 
numbers, architecture that flaunts 
traditional forms is pricey stuff. 

 
(14)

SWALLOW
(14a)
(14b)

SWALLOW

(15)
CRUNCHING

CRUNCHING

 

1

DIGESTION

2

SWALLOWING
CRUNCHING

2

 
 
4.  

6  
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Movement and Agreement under “Defective 
Intervention” 

 

Toshifusa Oka 
Fukuoka University of Education 

Keywords Subject Raising, Tough/Easy, Double 
Object, Passive, ECM/Object Raising 

1. Defective Intervention 
  McGinnis (1998) and Chomsky (2000), 
among others, point out that a parametric 
difference between English and French/Italian 
shows up when an experiencer PP (or dative DP) 
is added in the raising construction, as is found 
in (1)-(3), schematized in (4): 
 
(1) John seems (to me) to love Mary 
(2) Jean semble (??à Marie ) avoir du talent   
   Jean seems  to Marie  to have of talent      
   ‘Jean seems (to Marie) to have talent’            
(3) Gianni sembra (??a Piero) fare il suo dovere 
   Gianni seems  to Piero  to do the his duty 
   ‘Gianni seems (to Piero) to do his duty’ 
(4) DPnomi  TNS  PP/DPdat  [XP  ti      ]   
 
The intervention effect found here is called 
“defective” since the intervening phrase is 
“inactive” in that it does not need Case or 
agreement with Tense.  
  Hartman (2009, 2012) points out that the 
tough/easy construction reveals the intervention 
effect even in English:  
 

(5) John is annoying (*to those boys) to talk to 
(6) Sugar was very hard (*on me) to give up 
 
Assuming that the subject is raised from some 
periphery in the embedded infinitival clause, 
along the line of Hicks (2009) or Oka (2013), let 
us also analyze the tough/easy construction in 
terms of (4). 
  Bruening (2014) also points out that adjuncts 
behaves like they are defective interveners: 
 
(7) The budget is always annoying (*at   
   meetings) to talk about  
(8) Jean a semblé (?au cours de la réunion)  
   Jean has seemed during the meeting 
   avoir du talent  
   to have of talent 
(9) Gianni sembra (??in alcune occasioni)  
   Gianni seems on some occasions 
   fare il suo dovere  
   to do the his duty 
       
  The defective intervention effects are 
observed if the subject remains in situ in the 
raising construction, as in (10) and (11).  The 
same effect is observed by Holmberg and 
Hróarsdóttir (2003/2004), as in (12)-(14). 
 
(10) There seems/*?seem to Mary to be men in  
    the room       (Boeckx 2008)  
(11) On the wall seems/*?seem to Mary to be  
    standing many men        (Arano 2014) 
(12) Mér  virðast  hestarnir  vera  seinir  
    meDAT seemPL the-horsesNOM be slow 
(13)*Hestarnir   virðast  mér  vera  seinir  
    the-horsesNOM seemPL meDAT be slow   
(14) Það  virðist/*virðast  einhverjum manni 
    EXPL  seemSG/*PL   some manDAT  
    hestarnir  vera  seinir 
    the-horsesNOM be slow 
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   [2] Move                                 
                                [1] Agree       
DPnom      TNS             t’       DPdat /PP       t 

                       
[3] Move        [2] Agree      [1] Move                

ν

In the case of intervention here the finite verbs 
show the default 3rd person singular agreement. 
  In (4) the nominative DP needs to agree with 
the matrix Tense before raising, because it will 
be out of the search domain of Tense after 
raising and cannot have a probe-goal relation 
with Tense under the standard minimalist 
assumptions.  The intervening phrase blocks 
the agreement between Tense and the 
nominative DP even though it does not need to 
agree with Tense.  The question is, how a 
defective/inactive intervener blocks agreement. 
  In this paper we take a relativized minimality 
approach in terms of feature (type), developed 
by Oka (2000, 2001, 2013, 2015), to the 
defective intervention.  See (15) for illustration: 
 
(15)   α        γ    β 
      H      H/DP/PP    H    
     {τ, φ}    {τ, φ}   {τ, φ}     
 
Suppose that α is Probe, β is Goal, and γ is a 
c-commanding intervening head/phrase.  Each 
of the three elements contains a feature set {τ, 
φ}.  φ is a complex of agreement features such 
as person, number and gender with values, and 
is referentially interpreted on nominals.  τ is a 
semantic and inflectional feature that is 
propositionally or predicatively interpreted as 
[±Past] on Tense and [+assign Agent-role to its 
Spec] on ν*.  It is morphologically realized as 
verbal inflections, and as a variety of Case 
features on nominals.  Here we identify Case 
features with Case-checking/assigning ones.  
These two types of features are just the two sides 
of the same coin.  Conventionally we have 
been just referring to τ as Case when it appears 
on nominals. 
  Adopting some version of match-and-delete 
mechanism of agreement in the minimalist 

framework, α probes β in terms of {τ, φ} and 
delete relevant features of α and β in (15).  If  
γ has {τ, φ} and intervenes, then it blocks the 
probing and henceforce the agreement between 
α and β, assuming that the search looks so 
shallowly into the elements involved that it sees 
the (sets of) fatures of α, β, and γ, but not their 
values.  Thus, before the nominative DP is 
raised in (4), the probing of it by Tense is 
blocked by the intervening PP/dative DP which 
contains a τ-feature relaized as oblique or dative 
Case. 
  Without going further into the precise 
mechanism that yields defective interevention 
effects, let us see how the blocking can be 
circumvented.  Consider the two possible 
derivations illustrated in (16a) and (16b): 
 
(16)a.  
 
   b. 
 
As just seen, (16a) is ruled out because the 
agreement is unsuccssful.  In (16b), on the 
other hand, the nomintive DP first jumps over 
the intervener and lands on some position that is 
still inside the search domain of Tense.  Then 
the DP undergoes agreement with Tense.  
Finally it is moved to Spec, Tense.  The 
variations among languages and within a 
language are derived from parametric 
differences concerning whether the functional 
head to provide the wanted landing site can 
appear in some appropriate position in the 
relevant construction.  We will consider this in 
details in the following sections.  
 
2. Double Object and Passivization 
  First let us see the double object construction, 
which is subject to parametric differences.  Ura 
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[vP SUB [ ν(CAUS) [vP DO [ ν(ASP)  [VP  tSUB  V  tDO ]]]]] 
  

         Agree (Accusative Case) 

ν

[vP SUB [ ν(CAUS) [vP  IO [ ν(HAV) [vP DO [ ν(ASP)  [VP tSUB   tIO  V  tDO] … 
      Adverb 

         Agree(acc)        Agree(acc) 

νν(( ν(

ν

[vP SUB [ ν(CAUS) [vP IO [ ν(ASP) [vP t”IO [ ν(HAV)  [VP tSUB  tIO  V  DO] … 
        Adverb 

         Agree(acc)                    Agree(acc) 
    

ν(A ν(H

(2000), among others, argues that a correlation is 
found between whether an adverb can be 
interpolated immediately after IO and whether 
DO can be passivized over IO: 
 
(17) I gave Bill reluctantly the keys 
(18) The book was given Mary by John 
 
Both are allowed in British English (and, 
correspondingly, in Norwegian), whereas neither 
is allowed in American English (and, 
correspondingly, in Danish and Swedish).  
  Let us assume the followoing split verb phrase 
structure for the basic transitive construction: 
 
(19)   
 
The conventional ν* fissions into ν(CAUS) and 
ν(ASP), with connnotations of causative and 
lexical aspect, respectively.  SUB appears in 
Spec, ν(CAUS), whether it is assumed to be 
raised from inside the lexical VP or 
base-generated there.  ν(CAUS) is θ-selective 
and needs an external argument.  DO is raised 
to Spec, ν(ASP), and Case-checked by ν(CAUS) 
under agreement.  ν(ASP) isn’t θ-selective and 
takes any argumet in its Spec, but it does not 
Case-check anything.  
  In the double object construction we add 
ν(HAV), with the connotation of possessor: 
 
(20) The ordering of functional heads is 

prametrizaed: ν(CAUS) - ν(HAV) - ν(ASP) 
in American English, and ν(CAUS) - 
ν(ASP) - ν(HAV) in British English. 

(21) ν(HAV) is θ-selective and requires a Goal 
argument to move to its Spec from inside 
the lexical VP.  ν(HAV) probes into its 
search (complement) domain and checks 
accusative Case. 

Consider the following derivations, where the 
adverb is assumed to be licensed by ν(ASP) and 
therefore appear close enough to ν(ASP):    
 
 (22) American English 
 
 
 
(23) British English 
 
 
 
 
Here V is raised up to ν(CAUS) in the νP 
sturcture.  Tense is merged and agrees with 
SUB in Spec, ν(CAUS).  SUB is then raised to 
Spec, Tense.  In (22) IO is raised to Spec, 
ν(HAV) to satisfy ν(HAV)’s semantic property 
of requiring a Goal argument in its Spec, and is 
Case-checked by ν(CAUS) under agreement.  
DO is raised to Spec, ν(ASP), and Case-checked 
by ν(HAV).  The adverb appears next to 
ν(ASP), and therefore has no chance to appear 
between IO and DO.  In (23) IO is raised to 
Spec, ν(HAV) to satisfy ν(HAV)’ s property, 
and further to Spec, ν(ASP) to be Case-checked 
by ν(CAUS).  DO is Case-checked in situ by 
ν(HAV).  Consequently, the adverb appears 
between IO and DO. 
  Let us see next how the relative ordering of 
ν(HAV) and ν(ASP) derives the difference 
concerning passivization.  We add ν(PASS): 
 
(24) In pasivization ν(CAUS) alternates with 

ν(PASS), which is located as the lowest of 
the hierarchical sequence of verbal 
functional heads and checks the oblique 
Case of the by-DP under agreement. 

 
The passivization of the double object 
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TNS  [vP SUB [ ν(ASP) [vP IO [ ν(HAV) [vP  t’ IO [ ν(PASS) [VP by-PP  tIO   V  tSUB ] 

Agree(nom)                  Agree(acc)       Agree(oblique)  

ν

ν

ν

TNS  [vP IO [ ν(HAV) [vP  t’ IO [ ν(ASP) [vP SUB [ ν(PASS) [VP  by-PP  tIO  V  tSUB 

             Agree(acc)        Agree(oblique)  
 

               Agree(nom): unsuccessful 

ν(A ν(

 TNS  [vP SUB  [ ν(ASP)  [vP  t’SUB  [ ν(NULL)  [VP   DP/PP  [ V [XP  tSUB 

 Agree(nom)                                          blocking 
                   

ν

ν

(

 TNS  [vP SUB  [ ν (NULL)  [vP  t’SUB  [ ν(ASP)  [VP  PP  [ V [XP tSUB 

Agree(nom)       Agree(no Case)       

ν

ν

(A

constrction is illustrated in the following: 
 
(25) American English 
 
 
 
 
(26) British English 
 
 
 
 
 
In (25) IO is raised to Spec, ν(HAV), via Spec, 
ν(ASP), where its accusative Case is checked by 
ν(HAV) under agreement.  However, SUB 
(=DO) is too far away from Tense, so that even 
if it is raised to Spec, ν(PASS), it still cannot 
undergo agreement with Tense, with the inactive 
IO behaving as a defective intervener.  In (26), 
on the other hand, ν(ASP) is the highest verbal 
head and provides the escape hatch to 
circumvent the blocking by the intervener.  
SUB is raised to Spec, ν(ASP) and successfully 
undergoes agreement with Tense, while IO is 
raised to Spec, ν(PASS) for Case-checking and 
then to Spec, ν(HAV) to satisfy ν(HAV). 
 
3. Raising and Tough Constructions 
  Now let us see how our parametric functional 
ordering approach can also explain the 
variations found in the raising and tough 
constructions. 
  For the class of unaccusative verbs, which 
raising verbs belong to, let us propose to add 
ν(NULL), described as in (27) and (28), and 
consider the derivations in (29) and (30): 
 
(27) In unaccusatives ν(CAUS) alternates with 

ν(NULL).  The ordering is parametrized:   

ν(NULL) - ν(ASP) in English, and  
ν(ASP) - ν(NULL) in French/Italian. 

(28) ν(NULL) lacks semantic contents and 
therefore is not θ-selective.  It contains the 
{τ, φ} set, but the τ-feature is valueless and 
is not morphologically realized as Case on 
nominals.  Its valued φ-features, however, 
need to be deleted under agreement as usual, 
because they are uninterpretable on verbals. 

(29) English 
 
 
 
(30) French/Italian 
 
 
 
 
In (29) SUB first moves to Spec, ν(ASP), 
jumping over the intervening PP, and undergoes 
agreement with ν(NULL), deleting the 
φ-features of ν(NULL).  However, the τ-feature 
of ν(NULL) is null and cannot deltete that of 
SUB (nominative Case in this case).  Then 
SUB moves to Spec, ν(NULL) to undergo 
agreement with Tense to delete its τ-feature 
before moving to Spec, Tense. 
  In (30) SUB can move to Spec, ν(ASP) via 
Spec, ν(NULL) to agree with Tense.  However, 
SUB doesn’t have the chance to undergo 
agreement with ν(NULL) in the course of 
derivation, because ν(NULL) is the lowest head 
above the blocking intervener.  Consequently, 
the φ-features of ν(NULL) remain undeleted, 
leading to unintepretablity of the features.  
  Note that the intervening phrase should be 
unable to agree with ν(NULL).  This will 
follow if we assume that inactive elements 
cannot be probed though it is blocking.  The 
intervener in (30) is inactive in the sense that it 
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  TNS  [aP SUB [ a(NULL) [AP  PP  [ A  [XP   tSUB  

Agree(nom)                    blocking 
       

ν

ν

doesn’t contain undeleted features that require it 
to undergo agreement.  Nontheless, it blocks 
agreement between ν(NULL) and SUB in situ.  
This is defective intervention.  In terms of the 
feature set {τ, φ}, we may be able to suppose 
that Agree is designed in such a way that the {τ, 
φ} is subject to Probe only if neither τ nor φ is 
deleted, noting that either τ or φ necessarily 
needs to be deleted in general, because the two 
totally different types of features cannot be 
interpreted on the same item at the same time.  
In (29) SUB undergoes agreement with Tense 
after it undergoes agreement with ν(NULL) 
downstairs.  This is possible because SUB is 
still active after it undergoes agreement with 
ν(NULL), which leaves the {τ, φ} of SUB 
untouched and just deletes the φ-features of 
ν(NULL) that match those of SUB. 
  Next consider the case of tough movment that 
includes an adjective, as in (31): 
 
(31) 
 
 
 
Here the functional head a(NULL) is the 
adjectival version of ν(NULL), which contains 
φ-features that need to be deleted.  Predicative 
adjectives in Icelandic, for instance, are actually 
inflected, agreeing with the subject.  Then it is 
not unreasonable to assume that adjectives in 
languages such as English have abstract 
φ-features, just like noun phrases have an 
abstract τ-feature (=Case).  In (31) the 
agreement of a(NULL) with SUB in situ is 
unsuccessful in presnce of the intervening PP.  
If a functional head like a(ASP) were present 
between a(NULL) and the intervener, then SUB 
would be able to jump over the intervener.  
However, we have no reason to add such a 

functional head that determins the lexical aspect, 
since adjective, unlike verbs, are necessarily 
stative.  In the case of adjective, thus, there will 
be no way to circumvent the intervention.  
Bruening (2014) points out that if the 
intervening PP is moved away then the 
intervention effect disappears, observing English 
examples as in (32) and the essentially same 
effect in French. 
 
(32) a. The president is to many people  
      annoying to listen to   
    b. Sugar is for many people difficult to  
      give up    
 
Here the PP appears between the surface subject 
and the adjective.  This means that the 
intervention effect is not caused by the 
unsuccessful agreement with Tense, and 
supports our analysis where the PP between the 
adjective and the infinitival clause blocks the 
agreement with a(NULL). 
 
4. ECM Constructions 
  The intervention effects seen above all 
involve intervening phrases (PPs/DPs).  To see 
the case involving an intervening head, let us 
finally consider the ECM constructions.  Let us 
start with the allege/wager class of verbs, which 
show the well-known property that the 
embedded subject requires to be wh-moved or 
NP-moved (See Postal (1974, 1993), among 
others):     
 
(33) *They alleged John to have stolen the  
     money. 
(34) Who did they allege to have stolen the  
    money? 
(35) John was alleged to have stolen the money.  
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[vP SUB [ ν(CAUS) [vP  ν (ASP)  [VP  V  [CP/TP  DP  
  

[vP SUB [ ν(CAUS) [vP DP [ ν(ASP)  [VP  V [CP/TP  t   
 

(

(

[vP SUB [ ν(CAUS) [vP DP [ ν(TOP)  [vP  ν(ASP) [VP  V  [CP/TP   t  
  

ν ν

ν ν

ν( ν(

ν

[vP SUB [ ν(CAUS) [vP DP [ ν(TOP) [vP ν(ASP) [vP ν(PRT=OUT) [VP  V  [CP/TP  t 
  

[vP SUB [ ν(CAUS) [vP ν(ASP) [vP ν(PRT=OUT) [VP   V  [CP/TP  DP         (

If the embedded subject stays inside the 
infinitival clause (TP or CP, depending on the 
analysis), we will have (36), and if it is raised to 
the matrix, we will have (37): 
 
(36) 
 
 
(37) 
 
 
The accusative DP needs to agree with
ν(CAUS).  In (36), however, ν(ASP) intervenes.  
Remember that Case is identified with a 
τ-feature that is realized on nominals.  The 
τ-feature itself is a core property of verbal 
functional heads such as Tense.  Then ν(ASP) 
necessarily has a τ-feature, but let us suppose tha 
the feature is not realaized on nominals.  That 
is, ν(ASP) isn’t able to Case-check, and is 
inacitive in this sense.  However, as a defective 
intervener, it blocks agreement between 
ν(CAUS) and the accusative DP, as far as it has 
a τ-feature.  In (37) the agreement in question 
becomes successful with the DP raised to Spec, 
ν(ASP).  A problem arises concerning the 
interpretation of the DP in the Spec position of 
ν(ASP), which is not θ-selective.  Suppose that 
a θ-selective fnctional head additionally θ-marks 
an argument in its Spec.  The argument in Spec, 
ν(ASP) in a simple clause is properly interpreted 
in terms of the θ-marking by the lexical V, 
though it is not θ-marked by ν(ASP), assuming 
that verbal functional hedas and the lexical V 
constitute a single θ-domain.  In the ECM case, 
however, the argument in Spec, ν(ASP) is raised 
out of the θ-domain of the embedded clause, so 
that the original θ-marking cannot be carried 
over and the argument in question violates the 
θ-criterion or something like that under the 

principle of full interpretation.  If the DP is 
further moved from Spec, ν(ASP), the trace copy 
left there will be invisible to interpretation, so 
that there will be no element causing a violation.  
This is why wh- or NP-movement is obligatory 
in the case of the allege/wager class.  (Note 
that this approach implies that Spec, Tense is a 
positon that can be somehow interpreted.  The 
key concept might be predication or 
thematization.) 
  For the believe-class of verbs, we propose the 
followoing derivation: 
 
(38) 
 
 
Here we add the functional head ν(TOP) that 
assigns a topic-like role to its Spec.  It 
optionally appears above ν(ASP) and provide a 
landing site for the embedded subject to 
circumvent the intervention of ν(ASP) in the 
case of the believe-class.  The raised DP is 
Case-checked by ν(CAUS) and properly 
interpreted there as an inner topic, though the 
relevant semantic restrictions may be different 
from those imposed on sentential topics.   
  Lasnik (1999 and others) argues that 
Raising-to-Object is optional, by appealing to 
the behavior of make out as in (39).  However, 
it is possible that we have different 
Case-checkers for (39a) and (39b), as in (40): 
 
(39) a. Mary made John out to be a fool.        
    b. Mary made out John to be a fool. 
(40) a 
 
    b. 
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In (40a) the embedded subject is raised to Spec, 
ν(TOP) to be Case-checked by ν(CAUS) just as 
in the believe-class.  In (40b), on the other hand, 
the embedded subject stays in situ and is 
Case-checked by the particle out, which acts as a 
verbal functional head.  This is a genuin case of 
“Exceptional Case-marking.”  Thus, The 
observed behavior of make out does not 
necessarily provide evidence for the optionality 
of RTO.  Rather, if our approach is on the right 
truck, RTO will be in fact obligatory.  
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1. Introduction 
   This paper presents an analysis of the 
presentational there constructions within an 
exo-skeletal framework by Acedo-Matellán 
(2010) and Acedo-Matellán and Mateu (2014).1  
It is shown that the rightward Thematization/ 
Extraction (Th/Ex) proposed by Chomsky 
(2001) is applied to the logical subject of the so 
called Outside Verbal Existential Sentence, if a 
verbal root (√) is externally pair-merged with the 
verbalizer, v for unaccusative.2  In this case, an 
unergative verb is “unaccusativized” in the sense 
of Mateu (2002: 91). 
   The present paper is structured as follows: in 
section 2, properties of there constructions with 
unaccusative and unergative verbs are shown.  
In section 3, the rule of Th/Ex is outlined and its 
problem is pointed out.  In addition, Th/Ex is 
revised tentatively.  In section 4, the 
exo-skeletal theory by Acedo-Matellán and 
Mateu is summarized briefly.  In section 5, the 
syntactic structures of Inside/Outside Verbal 
Existential Sentences (IVES/OVES) are 
proposed.3  Section 6 describes some 

consequences and the last section is concluding 
remarks.  
 
2. Properties of there constructions 
   Some properties of there constructions are 
discussed in this section. 
 
2.1. Properties of IVES and OVES 
   IVES is the there construction with 
unaccusative verbs.4, 5 
 
(1) a.   There appeared a ship (on the horizon). 

(adapted from Levin (1993: 89)) 
 b.   There arrived three men. 

(Chomsky (1981: 261)) 
 c.  There exists a God. 
 
In this type of construction, (i) unaccusative 
verbs representing existence or appearance are 
used, (ii) PP is optional and (iii) the logical 
subject is allowed to be between the verb and the 
PP. 
   OVES is the there construction with 
unergative verbs. 
 
(2) a.  Thereupon, there ambled into the room 

a frog. (Milsark (1974: 246)) 
 b. * Thereupon, there ambled a frog. 
 c. * Thereupon, there ambled a frog into 

the room. 
 
In this kind of construction, (i) unergative verbs 
are used, (ii) PP is obligatory and (iii) the logical 
subject must be at the right edge of the sentence.  
These three properties turn to be three problems 
in analyzing the structure of OVES.   
 
2.2. Expl Externally Merges at [Spec, T] 
   Chomsky (2001) argues the expletive (Expl) 
there externally merges at the specifier (Spec) of 
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T in his Probe-Goal-Agree system.   
 
(3) a.   [CP [TP Expl T [vP v [VP arrive [DP a 

man]]]]] 
 b.   [CP [TP be likely [TP Expl to arrive a 

man]]] (cf. Chomsky (2001: 16)) 
 
However, this analysis has at least three 
theoretical problems.  First, in (3a), Expl at the 
Spec is the probe, though elements at the 
position usually do not function as a probe.  
Second, the u(ninterpretable)-person of Expl 
agrees with a u-φ-feature of T in (3a).  
However, it is dubious that a u-feature is valued 
by another u-feature.  Third, in (3b), Expl with 
u-person is the goal, but usually an element with 
i(nterpretable)-φ-features and Case is the goal.   
 
2.3. Expl Externally Merges at [Spec, v] 
   Richards and Biberauer (2005) elegantly 
resolve the problems, arguing Expl externally 
merges at the Spec of unaccusative/passive v.6 
 
(4) [CP [TP Expl T [vP tExpl v [VP arrive [DP a 

man]]]]] (adapted from Richards and  
Biberauer (2005: 124)) 

 
   According to them, the content of Expl is not 
the u-person but the i-person (3rd person) plus 
Case.  Thus, the difference between Expl and 
the normal DP is whether a φ-set is defective or 
full. 
   Following their analysis, the problems 
mentioned above are unraveled.  In (4), T’s 
u-φ-set probes into Expl.  Case of Expl then is 
valued.  T’s φ-set still continues to probe into 
the possible candidate [DP a man], as Expl is 
φ-incomplete.7  Consequently, T’s φ-set is 
valued and [DP a man] receives the nominative.  
Note that the EPP feature of T is satisfied by the 

movement of Expl from [Spec, v] to [Spec, T]. 
   This analysis is theoretically elegant and 
partly adopted in section 5.  However, the 
problem of explaining the structure of OVES 
still remains.  The unergative verbs appear in 
OVES and they take an external argument.  
Thus, Expl may not merge at the Spec of v* 
because of the violation of the θ-role assignment.  
To resolve the problem, this paper argues in 
section 4.3. that the unergative verbs are 
“unaccusatived” by the mechanism of an 
exo-skeletal theory.   
 
3. Th/Ex and its Problem 
3.1. The Rule of Th/Ex 
   Th/Ex is proposed by Chomsky (2001: 
20-26).  
 
(5) a.   Th/Ex is an operation of the 

phonological component. 
 b.  Th/Ex is applied to direct objects (DO) 

in the unacussative/passive structures 
in order to prevent the word order, 
V-DO. 

 c.  The output of Th/Ex is substituted 
leftward or adjoined rightward to vP.   

 d.  The element extracted by Th/Ex is no 
longer (sub)extracted. 

 
   The following examples show how Th/Ex 
works in a sentence. 
 
(6) a.  * There came several angry men into the 

room. (Chomsky (2001: 20)) 
 b.   There came t into the room [several 

angry men]. 
 
Th/Ex applies to the logical subject (i.e. DO) in 
(6a) because of the unaccusative V-DO word 
order.  After the application, the sentence (6b) 
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is acceptable.   
 
3.2. The Problem of Th/Ex 
   Th/Ex has the following empirical problem. 
 
(7) a.   There came an old lady into the room. 

(Mendikoetxea (2006: 136, fn. 7)) 
 b.  There came a loud scream from inside 

the house. (Radford (2009: 363)) 
 c.  There arrived a train in the station. 

(Deal (2009: 286)) 
 
The sentences in (7) and (1a) all have the 
unaccusative V-DO but they are unproblematic.  
Besides, the survey by Julien (2002:9) and that 
by me both show that (6a) sounds good enough.8  
Accordingly, Th/Ex in Chomsky’s sense is not 
straightforwardly acceptable.  Nevertheless, 
this paper argues that Th/Ex rather applies to the 
“unaccusativized” constructions.  With respect 
to “Unaccusativization,” see section 4.3. 
 
(8) Th/Ex applies to the “unaccusativized” 

construction. 
 
4. An Exo-Skeletal Framework 
   Acedo-Matellán (2010) and Acedo-Matellán 
and Mateu (2014) develop the lexical syntactic 
approach by Hale and Keyser (1993, 2002).  
They are strongly influenced by three 
neo-constructionist frameworks: the exo-skeletal 
research program, Distributed Morphology, and 
the theory of relational syntax and semantics.9  
This paper calls their approach one of 
exo-skeletal frameworks, following 
Acedo-Matellán and Mateu (2014: 28, fn. 24).  
 
4.1. Relational Elements and Roots 
   According to Acedo-Matellán (2010) and 
Acedo-Matellán and Mateu (2014), argument 

structure is essentially built by two relational 
elements: v (eventive head) and p (adpositional 
head).  They argue some semantic 
interpretations are read off through the structural 
configuration.  Some examples are listed in the 
next table.   
 

(9) 
Originator [Spec, v] 
Incremental Theme [Compl(ement), v] 
Figure [Spec, p] 
Ground [Compl, p] 
Path [Compl, p]/Compl=pP 
Telic Single p-projection 
Atelic Double p-projection 
Manner √ adjoined to v 

 
  Moreover, Non-relational elements like a root 
do not project structures.  Thus, a syntactic 
object like √P does not exist, contrary to 
Marnatz (1997).  The quotations below further 
explain the nature of roots in their theory. 
 
(10)    As for the nature of roots, they are 

constituted of two sets of properties: C and 
F.  F is a set of phonological properties.  
C is a set of conceptual properties readable 
only at the C-I interface and unable, 
therefore, to determine the syntactic 
computation in any way.  

(Acedo-Matellán and Mateu (2014: 17)) 
 
Following their claim, C is the structural 
independent semantic (i.e. conceptual) 
properties while the structural dependent 
semantic properties are interpreted by such a 
system shown in (9). 
 
4.2. Exo-Skeletal Argument Structure 
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   Adopting their framework, unaccusative and 
unergative events of argument structure are the 
following. 
 
(11) Unaccusative event: The sky cleared. 
 [vP v [pP [DP The sky] [p’ p [pP p √CLEAR]]]] 

(Acedo-Matellán and Mateu (2014: 16)) 
(12) Unergative event: Sue danced. 
 [vP [DP Sue] [v’ v √DANCE]] 

(Acedo-Matellán and Mateu (2014: 16)) 
 
In (11), √CLEAR incorporates into v through the 
double p for the phonological reason; 
phonologically empty heads need a phonological 
matrix.10  In (12), √DANCE also incorporates 
into v for the same reason. 
 
4.3. Unaccusativization 
   Mateu (2002: 160-162) explicitly shows the 
“unaccusativized” system of English unergative 
verbs in his theory of relational syntax and 
semantics.  Recapturing it in the current 
framework, the so called “unaccusativization” 
means a verbal root externally pair-merges with 
the unacussative little v.   
 
(13) Complex unaccusative event: Sue danced 

into the room.  
 [vP [v √DANCE-v] [pP [DP Sue] [p’ -to [pP 

√IN-p [DP the room]]]]] 
(cf. Acedo-Matellán and Mateu (2014: 17)) 

 
According to (9), the adjunct position of v is 
interpreted as Manner; the unergative verb dance 
is “unaccusativized” in (13).  It can be said that 
√IN modifies the locational property of p.11  
The unaccusative event is interpreted by the 
structural configuration. 
 
(14) Unaccusativization is that a root externally 

pair-merges with v. 
 
5. The Structures of There Constructions 
   Adopting (4), (8) and the exo-skeletal theory 
discussed above, the following hypothesis is 
proposed. 
 
5.1. Hypothesis 
   I assume that a verbal root externally merges 
with p in IVES and externally pair-merges with 
v in OVES.  In the latter case, Th/Ex applies in 
order to prevent the “unaccusativized” √-v-DO 
word order.12, 13   
 
(15) a.  The structure of IVES: [vP Expl [v’ v [pP 

IA [p’ (p [pP) p √]]]]  
 b.  The structure of OVES: [vP Expl [v’ √-v 

[pP IA [p’ (p [pP) √-p DP]]]] 
 c.  The condition of applying Th/Ex 
   Th/Ex applies if a root externally 

pair-merges with v. 
 
From (15), it follows that the syntactic structures 
of IVES and OVES are derived as shown in the 
next section.   
 
5.2. The Structures of IVES and OVES 
   Note that T, C and, if any, the other heads are 
omitted in the following structures, because of 
simplification of the description. 
 
(16) IVES: There appeared a ship (on the 

horizon).  
 [vP there [v’ v [pP [DP a ship] [p’ p 

√APPEAR]]]] 
 
√APPEAR incorporates into v trough p by the 
same reason mentioned in section 4.2.  PP on 
the horizon is adjoined to something (perhaps, p’, 
pP or vP) in the structure in (16), if anything.   
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(17) OVES: There ambled into the room a frog. 
 [vP [vP there [v’ [v √AMBLE-v] [pP t a frog [p’ 

-to [pP √IN-p [DP the room]]]]] [DP a frog]] 
 
√AMBLE externally pair-merges with v; 
therefore, it is “unaccusativized” and structurally 
interpreted as Manner.  The unaccusative event 
like appearance is interpreted by the whole 
structural configuration.  Following (15c), 
Th/Ex applies to a frog and it affects the surface 
word order in OVES.   
 
5.3. Resolving Three Problems 
   The structure proposed in the end of section 
5.2. unravels the three problems of OVES in the 
end of section 2.1. 
   First, an apparent unergative verb occurs in 
OVES because its root externally pair-merges 
with v.  Second, PP is obligatory because it is 
rather the core semantic predicate.  Finally, the 
logical subject appears in the end of the sentence 
since Th/Ex applies under the condition (15c).   
 
6. Some Consequences 
   The proposed structures are supported by the 
following data. 
 
6.1. Semantic Data 
   The following data show that the roots of the 
unergative verbs represent Manner in OVES.  
 
(18) a.   There ambled into the room a frog. 
 b.  A frog came into the room by 

ambling. 
 c.  There walked into the room a 

fierce-looking tomcat. 
(Milsark (1974: 155)) 

 d.  A fierce-looking tomcat came into the 
room by walking. 

 e.  Suddenly, there ran out of the bushes a 

grizzly bear.  (Lumsden (1988: 38)) 
 f.  A grizzly bear came out of the bushes 

by running.   
 
(18b, d, f) are the paraphrased version of (18a, c, 
e), respectively.   All the by-phrases indicated 
by bold letters represent Manner.  Accordingly, 
the claim that the main verb, precisely, the 
verbal root in OVES is interpreted as Manner is 
supported by the data. 
 
6.2. Syntactic Data 
   The following data further point out the 
non-(sub)extractability of the logical subject in 
OVES.   
 
(19) a.  ? I saw a ship [which] there appeared t 

on the horizon. 
 b. ? I remember several new facts [which] 

there emerged t at the meeting. 
 c. * I saw a fierce-looking tomcat [which] 

there walked into the room t. 
 d. * I saw a frog [which] there ambled into 

the room t. 
 
The data in (19a, b) and (19c, d) are the 
examples of the wh-extraction in IVES and 
OVES, respectively.  In the first two examples, 
the wh-phrases can be extracted comparatively.  
However, in the others, the wh-phrases cannot 
be extracted because Th/Ex applies to them.  
According to (5d), the element extracted by 
Th/Ex is no longer extracted.   
 
(20) a.  [Of which] artist did there hang a 

portrait t on the wall? 
(adapted from Nishihara (1999: 392, fn. 10)) 

 b. * [Of which community] did there walk 
into the room a member t? 
 (adapted from Nishihara (1999: 394)) 
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The data in (20a, b) are the examples of the 
wh-subextraction in IVES and OVES, 
respectively.  In the former, the wh-phrase can 
be subextracted.  However, in the latter, the 
wh-phrase cannot be done so since Th/Ex has 
applied to the logical subject including it.  
According to (5d), the element extracted by 
Th/Ex is no longer subextracted.   
   Given the data above, it is supported that 
Th/Ex applies not to the logical subject of IVES 
but to that of OVES; hence, the derivation of 
(16) and (17).   
 
7. Concluding Remarks 
   To summarize, in this paper we have argued 
about some properties of IVES and OVES 
within an exo-skeletal framework.  In IVES, a 
verbal root is externally merged at the 
complement position of p.  In OVES, a verbal 
root is adjoined to the little v; hence, 
“unaccusativization” of an unergative verb.  
Furthermore, it is shown that Th/Ex within 
Minimalist Program affects the word order and 
explains the non-(sub)extractability in OVES.  
 

* I am very grateful to Yukio Oba, Nobuo Okada 
and Daisuke Hirai for their invaluable 
suggestions and comments on some earlier 
drafts of this paper.  I am also thankful to 
Toshiaki Nishihara and the audience at the 33nd 
conference of the English Linguistic Society of 
Japan for their valuable comments.  Thanks go 
to Stephen Shrader too for his intuition and 
checking the English of this paper.  Any 
remaining inadequacies are my own. 

NOTES 
1 The term exo-skeletal is first introduced by 
Borer (2003), to the best of my knowledge. 
2 As for the verbalizer, see Marantz (1997). 
3 IVES/OVES is the term by Milsark (1974). 

4 The there constructions with unaccusative/ 
passive v and the logical subject at the right edge 
are not discussed in this paper. 
5 The acceptability of the same sentence in (1b) 
is judged “?” in Chomsky (2001: 21).  
However, I follow the judgment in his earlier 
book, since my informants also judged it fine.   
6 See also Deal (2009), Hale and Keyser (2002), 
and Radford (2009). 
7 For the Maximization Principle, see Chomsky 
(2001: 15). 
8 As for a different perspective on this, see 
Nishihara (2009). 
9 For the three neo-constructionist frameworks, 
see Borer (2003), Halle and Marantz (1993), 
Mateu (2002) and each follow-up work. 
10 Acedo-Matellán (2010) argues that the 
incorporation (in his term, conflation) in this 
sense is a phonological operation. 
11 As for the prepositional roots, see 
Acedo-Matellán (2010) and Marantz and Wood 
(2015). 
12 IA = Internal Argument, in (15). 
13 The optional p in (15) occurs if the event is 
lexically telic.  See (9).  
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(On the Agentivity of Unaccusative Sentences) 

 
�  (Satoko Osawa) 

 (Suzuka University of Medical 
Science) 

, ,  
, ,  

1.  
� (1)

 (volitional subject)
(2)

 
 
(1)  spontaneous reading 

The last leaf fell. 
(2)  agentive reading  

a.  John intentionally fell from the climbing 
structure. 

b.  John fell from the climbing structure to 
draw attention. 

 
(2)

 
� (2)

(2)

(2)

 
 
2.�   

(2)
(2)

 
 
2.1.�

 
� (2)

(3)
 

 
(3)  Mary was deliberately seduced. 

(Roberts (1987: 45)) 
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(4)  
 
(4) [TP Mary was deliberately  

[VP seduced  Mary ]] 
Agent  � �              Theme 

�  
(2) (4)

(5)

 
 
(5) [TP John intentionally  

[VP fell      John ]] 
Agent                     Theme 
 

2.2.�
 

 (2)

1�

(2)

 
 
(6) [TP John intentionally  

[vP  John     fell ]] 
                          Agent 
 

(2)  “agentive 
verb”

 

(2)

(2)  
 
3.�  
�

 
 
3.1.�  
�

Levin and Rappaport Hovav
1995 (7)

(8)

 
 
(7)�  

* Dora shouted hoarse.   
 (Levin and Rappaport Hovav (1995: 35)) 

(8)�  
a.   The prisoners froze to death. 
b.   The bottle broke open.  

(Levin and Rappaport Hovav (1995: 39)) 
 

 
 
(9)  a.  John intentionally froze to death. 

b.  Bill rolled out of the room on purpose. 
c.  Willy carefully wiggled free (of the 

rope). 
 

(9)
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3.2.�� X’s way  
� X’s way (10)

(11)
Levin 

and Rappaport Hovav 1995  
 
(10)�  

… three dozen Hare Krishnas danced and�
sang their way through Gorky Park on 
Sunday…              
(Levin and Rappaport Hovav (1995: 137)) 

(11)�  
a. * The apples fell their way into the crates. 
b. * She arrived her way to the front of the 

line. 
 (Levin and Rappaport Hovav (1995: 148)) 

 
X’s 

way (12)
 

 
(12) a. * John intentionally fell his way into the 

pool. 
b. * She intentionally arrived her way to 

the front of the line.  
 

 
 
3.3.�  

(13)(14)

Levin and Rappaport Hovav 1995  
 
(13)�  

a.    Louisa slept a restful sleep. 
b.     Malinda smiled her most enigmatic smile. 

(Levin and Rappaport Hovav (1995: 40)) 
(14)�  

a. * The actress fainted a feigned faint. 
b. * The apples fell a smooth fall. 
(Levin and Rappaport Hovav (1995: 40, 148)) 

 

(15)
 

 
(15) a. * She fainted a feigned faint to draw 

attention. 
b. * John intentionally fell a smooth fall. 

 

 
 
3.4.   
�

 ‘have’ 
‘be’

(16)
(17)

 
 
(16)  
a.    Gianni é caduto / *ha caduto apposta. 

John is fallen / has fallen on purpose  
b.    Gianni é rotolato / *ha rotolato giù  
 �   John is rolled / has rolled down 

apposta. 
on purpose     

 (Folli and Harley (2006: 143)) 
(17)  
a. � Peter ist absichtlich eingeschlafen. 

Peter is deliberately fallen asleep     
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b.     Eva ist gekommen um mir zu helfen. 
Eva is come in order me to help  

  (Kallulli (2006: 155)) 
 

‘be’ 

 

(2)

 
 
   (2) 

    
X’s way     

    
  

( ) ‘have’ ‘be’ ‘be’ 

 

(2)

 
 
4.   
  3 (2) 2.1

 
 
4.1.  

 
�

3  
 
(i)�

Jackendoff (1972) Travis 
(1988) Roberts (1987)  
 
(ii)  be

McConnel-Ginet 
(1982) Wyner (1998)  
 
(iii)  (adjunct ɵ-role)

Zubizarreta (1982)  
 
4.2. �  

(ii) (iii)
 

(ii) be
be

(18)

be
(18)

 
 
(18)  We saw [Mary deliberately seduced] 
 

2
be  
� (iii)

have
(19) have
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volitionality
 

 
(19)  * Ralph had Sheila die. 

      (Ritter and Rosen (1993: 526)) 
 
(19)

die

 
 
(20) The teacher had the children fall off the 

climbing structure. 
 (Bjorkman and Cowper (2013: 7)) 

 
(20)

(20)

 
� (ii) (iii) (i)

(21)
 

 
(21)� There arrived a man. 
 

a man

 (Kirsner 

(1973))  
 
(22)  a.    John arrived late intentionally. 

b.    John arrived late to impress the guests. 
(23)  a. * There arrived a man reluctantly. 

b. * There arrived a man to impress the
 guests. 

  (Osawa (2007: 326)) 
        
(22) (23)

DP

 
�

 
 
4.3.��  
�

 
Roberts (1987) (24)

θ ����
 

�
(24)� Mary was deliberately seduced. 
(25)� � � � �	 


	���� � � � � � � � � � � �’ 
              Ii           VPi 

Agent (structural θ�����  
            (Roberts (1987: 46)) 

 
LF

I Spec IP 
	
VP

LF
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Spec IP

	

LF

(18)
 

� Roberts

Den Dikken (2006)
(25)

 
 
������ � � � � � � � � �	�

��	�� � � � � � � � � � �’ 
             Relator       YP 

            (Den Dikken (2006: 11)) 

 
(26) XP YP

Relator

Relator

T  as for
T Relator SpecTP

 
�

Roberts
 

 
(27) a.  We saw [Fred carelessly arrested by the 

police] 
b.  We saw [Fred arrested by the police to 

save his friend] 
c.  We saw [John intentionally arrive late] 
d.  We saw [John arrive late to impress the 

guests] 
(Osawa (2001: 365, 367)) 

Roberts
I

(27a,b) (27c,d)

I
 

� (26)

�  
 
5.��  

 
 

 
� Ɵ- (Chomsky (1981)), uniformity of 

theta assignment hypothesis (Baker (1988)), 
lexical-conceptual structure (Jackendoff (1990)), 
the linking rule (Levin and Rappaport Hovav 
(1995))  
 

 
Baker, Mark C. (1988) Incorporation: A Theory 

of Grammatical Function Changing, 
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Distribution of the Pro-form ‘one’ * 
 

Asuka Saruwatari 
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Keywords syntax, pro-form one, NP-ellipsis, 
pro-form so 

1. Introduction 
Traditionally, the anaphoric one is 

considered to be a pro-form substituting noun 
phrase (N′) (Jackendoff (1977), Hornstein and 
Lighthood (1981) among others) since one 
substitutes student in N′ in (1a, 2a) but does not 
stand for the student in N in (1b, 2b). 
 
(1) a.  She likes the student with short hair 

better than the one with long hair. 
   b. *She likes the student of chemistry better 

than the one of physics.  
(2) a.   N′′         b.    N′′   
 DET      N′      DET     N′                
 the   N′      P′′   the   N       P′′ 
   student              student 
        with long hair           of physics 
                           
Challenging this observation, Llombart (2002) 
claims that the one construction involves 
NP-ellipsis, in that one is inserted in Num0 in 
order to give morphological support as 
do-support in I0. Contrary to Llombart’s analysis, 
in the present paper, I propose that the anaphoric 
one and the NP-ellipsis are different 
constructions; they do not necessarily share the 

same properties, nor are they exactly 
complementary in distribution. I will also show 
that there are tenable arguments that one 
occupies N (Radford (1989) and Murasugi 
(1991)) and that one needs to be licensed by 
certain modifiers (Murasugi (1991)), owing to 
the fact that the pro-form so substitutes head A 
and needs particular modifiers. 

Following the Introduction, section 2 
reviews previous research on the anaphoric one 
(i.e., Llombart (2002), Murasugi (1991) and 
Radford (1989)) and indicates some issues for 
which Llombart (2002) cannot account. Section 
3 lays out the hypothesis of this paper and 
discusses the distribution of the pro-form one. 
Section 4 contains some concluding remarks.  
 
2. Previous Research 

In this section, I will discuss Llombart’s 
(2002) theory that the anaphoric one involves 
NP-ellipsis and illustrate how his analysis raises 
some problems. Thereafter, I will review 
Murasugi (1991) and Radford (1989), both of 
whom propose that one occupies N and that it 
cannot assign theta roles. In particular, the 
former analysis argues that one needs to be 
licensed by certain modifiers, and the latter 
offers significant data that one can take a 
complement. 
 
2.1. Llombart (2002) 

Contrary to the standard analyses of the 
pro-form one (Jackendoff (1977), Hornstein and 
Lighthood (1981) etc.), Llombart (2002) argues 
that the one construction involves NP-ellipsis, 
departing from Lobeck’s (1995) analysis that 
strong agreement features such as [+plural], 
[+partitive], and [+possessive] can license empty 
categories. Lobeck (1995) proposes that the 
empty categories in NP-ellipsis as well as 
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VP-ellipsis obey the Empty Category Principle 
defined in (3). 

 
(3) Empty Category Principle (ECP):   

[e] must be properly governed. 
 
In particular, Llombart proposes the following: 
 
(4) a. The anaphoric one is inserted as a last 

resort procedure to give phonological 
support to Num0. 

b. The one construction and NP-ellipsis are 
in complementary distribution and display 
the same syntactic and semantic properties 
in that their different surface 
manifestations are reduced to the same 
underlying construction. 

 
Llombart assumes that empty elements of 
functional categories should be licensed, but that 
this is not the case for lexical categories in 
which deletion occurs optionally. Let us observe 
how empty elements in NP-ellipsis are licensed 
in Llombart’s analysis. The empty categories in 
(5a, b) are properly licensed since there are 
[+possessive] and [+plural] features. 
 
(5) a.   DP             b.   QP               
 mine      D′           Q      NumP 
       D    NumP     many  ec      NP       

[+poss]  ec      NP  [+pl]         ec 
                   ec  
 
As for the sentence in (6a), that is [-plural], 
which does not license the empty element in 
Num0 and Num0 has to be overtly expressed. 
Accordingly, one must be inserted as a last resort 
procedure in order to give morphological 
support as in (4a), otherwise Number affix (0 for 
singular and -s for plural) is stranded. 

(6) a. I like this car but he prefers that one. 
   b. I like these cars but he prefers those.  

(See Llombart (2002: 59)) 
 

Now, turn to the case where an adjective 
phrase appears as shown in (7). 
 
(7) a. All the students took the exam but many 

lazy ones ec failed. (Llombart (2002: 78)) 
�  b.�  QP 
    Q      AP 
many  lazy     NumP 

           Num      NP 
          ones{pl}    ec 
 
Although Q head obtains [+plural], the empty 
element in Num0 is not licensed since there is an 
intervener, AP. So, one needs to be inserted here. 

As for [+partitive], numerals such as one and 
two and quantifiers such as many and each in 
(8a) can appear in partitive constructions and 
license empty elements unlike every in (8b). 
 
(8) [+partitive] 

a.  one/ three / many / each of the men      
b. *every of the men 

 
The prominent evidence that the one 

construction and NP-ellipsis share the same 
syntactic and semantic properties in (4b) is as 
follows. First, either one or NP-ellipsis can 
occur in subordinate clauses as shown in (9) as 
well as coordinate clauses in (6), whereas in 
gapping and stripping constructions, the empty 
category occurs in coordinates but not in 
subordinate clauses as seen in (10) and (11). 
 
(9)  a.  We’ll take my car because my sister’s 

ec is too old.    (Llombart (2002: 62)) 
 b.  We’ll take my car because this one is 
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too old.� � � � � � �  (ibid.: 63) 
(10) a.  Mary met Bill at Berkerley, and Sue ec 

at Harvard. (Gapping)     
    b. Jane studied rocks but not John ec.  

(Stripping)     (ibid.: 63) 
(11) a. *Mary met Bill at Berkerley, although 

Sue ec at Harvard. (Gapping)   
    b. *Jane studied rocks even though not 

John ec.  (Stripping)     (ibid.: 63) 
 
Second, linguistic antecedents do not need to be 
expressed in either one construction or 
NP-ellipsis as (12) illustrates. 
 
(12) a. (looking at some cars): Do you like these 

ec?        (Llombart (2002: 65)) 
b. (at a car dealer’s): Which one do you 

like? I like the pink one.   (ibid.) 
 
Third, one construction and NP-ellipsis are in 
complementary distribution as observed in (13) 
and (14), and Llombart proposes that their 
surface difference is derived from the same 
underlying construction. 
 
(13) I like the blue car but I don’t like the pink 

*(one).         (Llombart (2002: 66)) 
(14) All the students took the exam, but many 

/some/ three (*ones) failed.  (ibid.: 67) 
 

Now, let us consider the following data in 
(15). Can Llombart’s analysis capture them?  
 
(15) a. *I bought {some/ a few / several} ones. 
    b.  ok/?? I bought {some/ a few / several} 

ones that I liked. 
�  c.   I bought {some/ a few / several} that I 

liked. 
 
The sentence (15a) falls out from his analysis 

since there are [+plural] quantifiers such as some, 
a few, and several. The following is the primary 
point here: a relative clause is considered to 
occupy the same position as the adjective phrase 
in (7b), so that one(s) must be inserted to give 
support to Num0. This prediction, however, is 
not borne out, and (15c) without ones is 
grammatical. Some speakers who judge (15b) to 
be acceptable mention that ones is optional in 
this case. Note that Llombart’s analysis fails to 
explain either of these cases: (15c) and the 
optional insertion of one in (15b). 
 
2.2. Murasugi (1991) and Radford (1989) 

Murasugi (1991), contrary to the standard 
analysis of the pro-form one treating one as N′ 
constituent (Hornstein and Lightfoot (H&L) 
(1981)), argues that the anaphoric one is 
base-generated in N. She further attempts to 
capture the contrast in (1) by assuming that one 
can neither assign theta roles nor take a 
complement, following Chomsky’s (1981) 
proposal that a complement must be assigned a 
theta role by its lexical category. In addition, 
Murasugi claims that one needs a modifier to be 
licensed. Her generalization is shown in (16). 
 
(16) Only overt modifiers that are sisters to 

some projection of N can license one in 
the N position.     (Murasugi (1991: 88)) 

 
According to her analysis, the data in (17) are 
treated as follows: Determiners like those 
occupy the head position of DP as shown in 
(18a). However, the possessor John is 
base-generated in N but must move to the DP 
SPEC position as (18b) illustrates so that ’s is 
assigned by D (see Fukui (1986)). The DP SPEC 
position that is not the sister to the projection of 
N, or the trace cannot license one as shown in 
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(18b), but when the adjective phrase red appears 
as in (18c), one can be licensed under (16). 
Besides, the adjunct phrases in (17d) and (17e) 
license one as demonstrated in (19a) and (19b), 
respectively. 
 
(17) a. those ones        d. one from Canada                

b. *John’s ones      e. one I like 
    c. John’s red ones  
(18) a. [DP [D′ [D those] [NP [N′ [N ones]]]]]                 

b. [DP John’si [D′ D [NP ti [NP[NP[N′[N ones ]]]]]]                  
c. [DP John’s [D′ D [NP [N′ red [N′[N ones ]]]]]]          

(Murasugi (1991: 84-89)) 
(19) a. [DP [D′ D [NP [N′ [N′[N one ]] [PP from 

Canada ]]]]]]   
    b. [DP [D′ D [NP [NP [N′ [N onei]]] [CP Opi [C′ C 

[IP I like ti]]]]]] 
 

Radford (1989) claims that one is a pro-N 
constituent because it can indeed occur with its 
complement. The conventional analyses such as 
H&L fail to deal with the data as illustrated in 
(20) with an of complement. 
 
(20) a. Which photo?  The one of you in a 

bikini?   
b.  Which portrait?  The one of the queen 

mother? �  (Radford (1989: 2)) 
 
Radford assumes that one is an N pro-form and 
has no thematic content as defined in (21). 
 
(21) One cannot assign a thematic role to its 

dependents.   (Radford (1989: 5))� � �  
  
The difference between (22) and (23) is 
attributed to the function of of. Radford argues 
the thematic of is a preposition while the 
nonthematic of belongs to the category of Case 
(genitive Case) particles. The of in (22) assigns 

the role to its complement, whereas the of in 
(23) does not, but it only transmits a role of 
student to the complement physics. 

� � � � � � � � � � � � � �   � � � �  
(22) the photo of you  
(23) the student of physics 
 
Importantly, the data as illustrated in (20) cannot 
be explained by Llombart’s analysis, either.  
 
3.�� Analysis 

In this section, I will argue the following 
points: 

 
(24) Distribution of the pro-form one 
a. The anaphoric one and NP-ellipsis do not 

necessarily share the same properties, nor are 
they exactly in complementary distribution.   

b.  One needs to be licensed by certain modifiers 
as Murasugi (1991) suggests (i.e., one is not 
a last resort procedure to give morphological 
support when NP-ellipsis is not available, so 
it should be differentiated from do-support). 

c. The anaphoric one and so share some 
similarities and function as a place holder 
(pro-form) base-generated in N and A, 
respectively. 

 
3.1. Linguistic Antecedents 

Let us first discuss whether the one 
construction and NP-ellipsis display the same 
properties in terms of the requirement of 
linguistic antecedents. As proposed by Lasnik 
and Saito (1992), NP-ellipsis is infelicitous 
when there is no linguistic antecedent as in (25). 
 
[Context: Lasnik and Saito are in a yard with 
several barking dogs belonging to various 
people.]   (Lasnik and Saito (1992: 161)) 
(25) Lasnik: # Harry’s is particularly noisy.  
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This is clearer when we compare the one 
construction with NP-ellipsis as shown in (26), 
where the linguistic antecedent “book” is absent. 
Notably, one is available, but NP-ellipsis is not. 
However, when the antecedent “book” is 
linguistically expressed, either one or 
NP-ellipsis is possible as exemplified in (27). 
 
[Context: Hanako and Taro dropped in at the 
bookstore, and Taro seems to be deliberating a 
purchase.] 
(26) a. Hanako: Are you going to buy 

something? 
     b. Taro: *I’m thinking of buying Haruki 

Murakami’s. 
    c.  Taro:  I’m thinking of buying Haruki 

Murakami’s new one.�  
(27) a.  Whose book are you going to buy? 
    b.  I’m going to buy Haruki Murakami’s. 
    c.  I’m going to buy Haruki Murakami’s 

new one. 
 
In the situation where the antecedent does not 
overtly appear, NP-ellipsis cannot freely occur 
unlike the case of the one construction (cf. (12)). 
In other words, the anaphoric one and 
NP-ellipsis do not always occur in the same 
context. Therefore, it is disputed that the one 
construction and NP-ellipsis display exactly the 
same semantic properties. 
 
3.2. Not in Complementary Distribution 

Although Llombart claims that one and 
NP-ellipsis are in complementary distribution, I 
will provide sets of data which show that his 
analysis is not sustainable.  

First, according to Llombart, each obtains 
[+partitive] feature, but one is used optionally as 
in (28), and the use of NP-ellipsis is possible.  

 

(28) Each (room/one) has its own shower.� �  
     
Second, when a speaker is indicating the item in 
discourse, either the anaphoric one or 
NP-ellipsis is available for both singular and 
plural demonstratives as (29) shows. 
 
(29) a. This letter is for my broker and that (one) 

is for my accountant. 
b. These letters are for my broker and those 

(ones) are for my accountant. 
 
Third, in the case where a definite NP occurs as 
in (30) and where an adjective refers to discrete 
points over a (discontinuous) defined scale (e.g., 
colors, sizes) as in (31), both NP-ellipsis as well 
as the one construction are acceptable. 
 
(30) I saw the green unicorn and Pat saw the red 

(one).  � �  (Channon (1982: 69)) 
(31) Betty bought a large blouse and Susan 

bought a medium (one). � �  (ibid.: 70) 
 
Fourth, although adjunct phrases such as in (32a, 
32b) appear, one is optional. This cannot be 
predicted by Llombart’s analysis that one must 
be inserted if such adjunct phrases occupying the 
same position as the adjective phrase in (7b) 
appear. Again, his analysis cannot capture the 
fact that one can take a complement as in (32c). 
 
(32) a. Even though Mary’s picture that was 

painted in Italy was nice, John liked 
Bob’s (one) that was painted in his 
hometown. �                
[relative clause] 

     b. John’s apple from America is more 
delicious than Bob’s (one) from Japan. 
[adjunct] 

    c. John’s photo of you is nicer than Bob’s 
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(one) of you.        [complement] 
 
The data above lead us to conclude that the one 
construction does not involve NP-ellipsis. 

Concerning of complements, two types can 
arise. Even though some modifiers occur with of 
complements, the sequence as *intelligent one of 
physics is ungrammatical, whereas nice one of 
you is grammatical. As Radford suggests, it is 
considered to be due to the ability of the theta 
role assignment; the former of can assign theta 
roles to its complements, but the latter cannot.  
 
3.3. Pro-form One and Pro-form So 

The arguments that one is an N pro-form 
(Radford (1989), Murasugi (1991)) and that it 
requires modifiers (Murasugi (1991)) are 
supported by the fact that the anaphoric so 
shares some properties with one. 

First, so substitutes A or a part of AP (A′) as 
shown in (33) while, as has already been seen, 
one can substitute N and N′ as in (34). 
 
(33) a. He is very fond of his mother, but less so 

of his sister. (Radford (1989: 7)) 
    b. He used to be very fond of his sister, but 

these days he is less so.  (ibid.) 
(34) a. the most intelligent (ones/ students)   

b. the most intelligent (ones / students of 
linguistics).   (ibid.) 

 
Second, so takes complements such as of his 
sister as in (33a), together with one (in 
photo/one of you in (20)). Third, there are some 
restrictions on modifiers. So needs to be licensed 
by QP, for instance, more/less/enough/extremely 
as demonstrated in (35a), and needs a dummy 
element much inserted to Q0 when co-occurring 
with Degree Phrases like too/as/so/how as in 
(35b). That is why much is not necessary in (36) 

and (37) as opposed to (38). 
 
(35) a. [QP more/less/enough/extremely [AP so]] 

b. [DegP too/as/so/how [QP much [AP so]]] 
(See Corver (1997: 128)) 

(36) a. more (*much) so   b. less (*much) so 
(37) The Black Widow is poisonous, as a matter 

of fact extremely (*much) so. (ibid.: 155) 
(38) a. John is fond of Mary. Maybe he is too 

*(much) so. 
b. John is fond of Mary. Maybe he is as 

*(much) so as Bill. (Corver (1997: 127)) 
 
Recalling the restrictions on modifiers of one 
when it is co-occurring with a possessor phrase 
like John’s or quantifiers two, a few, and several, 
certain modifiers such as adjective phrases are 
required so that we find John’s red one, but not 
*John’s one. Moreover, two red ones is 
acceptable, but *two ones is not acceptable. 
   Before summarizing, the fact shown in (39) 
that one and so can stand alone seems to be a 
drawback to this analysis. 
 
(39) a. John is fond of Mary. So is Bill. 
    b. Svetlana has two red masks and Guido 

has one too.  (Perlmutter (1970: 236)) 
 
However, so (inversion) as in (39a) is only 
allowed to occur in a preposed position and is 
considered to be an affirmative polarity marker, 
which should be treated as parallel to the 
negative polarity marker neither in 
neither-inversion (see Wood (2008)). Thus, so 
(inversion) is different from the so in question 
(the pro-form so). Crucially, the so inversion is 
not licensed by certain modifiers, unlike the 
pro-form so as in (40). 
 
(40) a.  John is fond of Mary. Bill is *(less) so. 
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b. *John is fond of Mary. Less so is Bill. 
 

Turning to one in (39b), according to Perlmutter 
(1970), it is a numeral as “four” in (41). 
 
(41) Svetlana sold three masks and Guido sold 

four.  (Perlmutter (1970: 237)) 
 

On the whole, the anaphoric one and so 
share the following properties: i) they substitute 
not only a part of NP (N′) or AP (A′) but also N 
or A, ii) they take a complement, and iii) there 
are some restrictions on modifiers. Since one 
and so display these same properties, it is 
reasonable to assume that one is an N pro-form 
and needs to be licensed by certain modifiers. 
 
4. Conclusion 

In this paper, I initially argued that the 
anaphoric one does not involve NP-ellipsis, in 
contrast to Llombart’s analysis. The NP-ellipsis 
construction shows some restrictions when the 
antecedent is not linguistically expressed, 
whereas the anaphoric one can be used without 
such overt antecedents. Besides, complementary 
distributions of the anaphoric one and the NP 
ellipsis are not valid in that, in some 
circumstances, either one or NP-ellipsis is 
available. Second, the present analysis has 
corroborated Murasugi’s (1991) claim that the 
pro-form one occupying N needs certain 
modifiers, by showing that the pro-form so 
occupies A and is licensed by specific modifiers. 
 
* I wish to thank my English informants for 
judgments. I am also grateful to Masao Ochi and 
Hiroshi Mito for their invaluable comments, and 
to the members of the JELS Committee for 
suggesting stylistic improvements. 
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1. Introduction
Since Jacobs and Jucker (1995), a large 

number of empirical studies have shown that 
speech-related written texts can be used as 
legitimate data to investigate communication in 
the past, and historical pragmatics has now 
become established as a new research field. In 
Jucker’s view (1998), the perspective of 
historical pragmatics is much wider than a 
simple combination of historical linguistics and 
pragmatics. It includes in its view all the entities 
involved in the whole communicative situation, 
such as speaker/writer, discursive text, 
addressee/reader and context. The aims of 
historical pragmatics are twofold: (i) to describe 
and understand conventions of language use in 
communities in the past; (ii) to describe and 
explain the development of speech conventions 
in the course of time. Therefore, the approach of 
historical pragmatics can be both synchronic and 
diachronic. 

This paper is a case study in Early-Modern  
English society and its main purpose is to show 
how a discursive approach to speech acts can be 
applied to Early-Modern English trial texts. The 

main text is taken from the Socio-Pragmatic 
Corpus (Archer and Culpeper 2003). The data 
come from the trial proceedings of King Charles 
I, in which the King was taken to the courtroom 
as a prisoner and put on trial on the charge of 
high treason. My research questions are as 
follows:
I. What are the points at issue for the judge 

and the defendant?
II. What speech acts do they perform?
III. Who has the power in this interaction, Lord 

President or the King?

2. Theoretical Framework and Methodology 
Jeffries (2010) claims that noun phrases and 

verb phrases are two vital components in 
English sentences. She also suggests that 
implicit ideology is constructed in the 
textual-conceptual level of meaning, where the 
text producer decides how to name things, how 
to describe processes and actions and how to 
represent others’ speech and thought. In critical 

stylistics, therefore, analysing components of the 
sentences is the first step to investigate what the 
text is doing in relation to the text world.

Jucker and Taavitsainen (2000: 74) argue 
that, as ‘speech acts are fuzzy concepts’, target 

expressions should be investigated in relation to 
neighboring expressions in a ‘pragmatic space’. 

Culpeper and Archer (2008: 47) also observe 
that ‘commands can blur into requests, which in 

turn can blur into suggestions, advice or offers’. 

In the trial texts, however, the words tend to be 
used rather explicitly so that there tends to be no 
ambiguity or misunderstanding. It is not too 
difficult to define the speech acts performed in 
the trial texts, because when the interlocutors 
make ambiguous utterances, the Court always 
asks questions to make things clear. The judge 
summarises what has been happening in the 
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courtroom in clear and plain words.
Based upon Blum-Kulka et al. (1989) and 

Aijmer (1996), Culpeper and Archer (2008: 49) 
classify four viewpoints by focusing on the 
grammatical subject in the utterance: (i) the 
hearer-oriented viewpoint; (ii) the
speaker-oriented viewpoint; (iii) the inclusive 
viewpoint; (iv) the impersonal viewpoint. I will 
follow the analytical framework suggested by 
Culpeper and Archer (2008) and investigate the 
viewpoints in utterances when interlocutors’ 

authoritative power is negotiated through verbal 
interactions in a delicate context in which the 
interlocutor’s authoritative power can be 
subverted.

Busse’s (2008) investigation of the 

relationships between grammatical forms and 
their pragmatic functions in Shakespeare’s King 
Lear gives an insight into the analysis of 
dialogues between interlocutors with power in
flux. By observing the pragmatic functions of 
imperatives and interrogatives in the course of 
the play, Busse illustrates how the 
communicative function of directives ‘changes 

from ordering to inviting, offering and pleading’ 

(2008: 112). As the plot proceeds, Lear’s 

character changes from a powerful king to a 
helpless old lunatic. Deserted by his daughters, 
Lear gradually realises that his power over his 
daughters is nullified and his imperatives change 
their pragmatic function. In this paper, I will also
observe the interactions between the judge and 
the king in the course of the trial to see whether 
the interactions change in terms of voice or 
authority as the trial proceeds.

In the following analysis, I will first examine 
what issues are at stake between the judge and 
the defendant in this trial by looking at lexical 
items in the noun phrases. Then I focus on the 
predicates to see what speech acts they are 

involved in. Grammatical subjects of the 
speech-act predicates will also be analysed to 
see by which authority they perform those 
speech acts. What is more, the hierarchical 
relationship in the courtroom interactions will be 
investigated by looking at whether the 
authorities of the court and the King stay the 
same or change in the course of the trial. A
special focus is on how the judge, referred to as 
Lord President, deals with the situation of a 
conflicting power relationship with the King and 
manages to pronounce a severe sentence on him. 

3. Previous Studies
The data that I have been analysing are 

Early-Modern English spoken data in comedy 
and trial texts compiled in my own annotated 
corpus. Each data set includes approximately 
120,000 words in texts dating from 1640 to 1760. 
In my previous analyses, I have found some 
general patterns in the use of vocatives in trial 
texts, but at the same time, I have found one 
particular text in which the King of England had 
been taken into prison, charged with high 
treason, and sentenced in the end. This particular 
trial text is interesting in that the hierarchical 
social order contradicts with their social roles in 
the courtroom. This text, therefore, deserves a 
close examination with a special focus on how 
this contradictory hierarchical relationship 
between the King and the judge is reflected in 
their verbal interactions in the courtroom, and to 
see which power relationship, i.e. social order or 
social role, prevails.

Shiina (2014) analyses vocatives in 
Early-Modern English trial texts in the 
Socio-Pragmatic Corpus (Archer and Culpeper 
2003) and discovers the following three 
characteristics in the use of vocatives in the 
courtroom dialogues.
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I) The frequency of vocatives is very different in 
these two text types. In comedy texts in which 
everyday language use is supposedly reflected, 
there are 2160 vocatives, whereas there are only 
617 vocatives in trial texts. The standardised 
frequencies per 10,000 words are 171 times in 
comedies and only 50 times in trial texts, 
respectively. 
II) The range of the vocative choice is different 
in the two text types. In comedy texts, a wide 
range of vocative form is used, from the familiar 
type to the deferential type, while in trial texts, 
the majority, 93.7% to be precise, of the 
vocatives are of the deferential type. The limited 
choice of vocative forms also suggests a strict 
language code in the courtroom and the 
interlocutors’ awareness of a hierarchical order 

and social roles.
III) There is a unilateral use of some vocatives in 
trial texts: My Lord is used only upwards by the 
defendant or examiner to address the judge, 
whereas title + surname is used only downwards
by the judge or examiner to address the 
defendant or witness. Unlike these, Sir is a safe 
vocative used both ways to a male addressee 
regardless of the interlocutor’s social rank. 

In the quantitative analysis of my previous 
study, one example from the trial of King 
Charles I stands out as a contradictory case 
because social order and social role collide with 
each other. 

Here is an example of bilateral use of ‘Sir’ 

between the defendant and the judge:

Example (1)
King (Defendant): If it please you Sir, I desire to 

be heard, and I shall not give any occasion of 
interruption, and it is only in a word, a 
sudden Judgment.

Lord President (Judge): Sir you shall be heard in 

due time, but you are to hear the Court first.

Although ‘Sir’ is a safe vocative used both 

upwards and downwards, this is still an 
exceptional case because the defendant is the 
King, who should be at the top of the social 
hierarchy. In this example, the social hierarchy 
with the king at the top seems cancelled by 
another hierarchical system in the courtroom 
with the judge at the top. In other words, ‘[h]is 

power beyond the courtroom clashed with his 
power in the courtroom’ (Culpeper and Archer 

2008: 63). Although the use of the same vocative, 
Sir, hints at an equal partnership, other linguistic 
features should be analysed to judge clearly 
whether both parties really exert equal 
authoritative power.

This shows how this example is an 
exceptional and contradictory case in which the 
hierarchy based upon social order and that based 
upon the social role conflict with each other. 

4. Results and Discussion
4.1. Issues in Focus: Nominal Phrases

In order to define the subject matter in 
utterances, I have collected frequently used noun 
phrases, which can be classified into three
semantic categories, the Court, the Country and 
Power, as shown in the following lists:

List 1: Noun Phrases Used by Lord President
Field Examples

Court Court (85); answer (17); 
Justice (14); Charge (13); 
sentence (11); reason(ing/s) 
(8); prisoner (8); Law(ful/s) 
(7); delay (7); Judgement (5); 
Judge(s) (2); guilty (1)

178

Country People (15); England (14); 39
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Commons (10)
Power Authority (24); Jurisdiction 

(15); Kingdom (8); Liberty 
(2); favo(u)r (2); word(2)

53

List 2: Noun Phrases Used by King Charles I
Field Examples

Court law(ful/s) (28); 
reason(ing/s) (15); sentence 
(10); Court (9); delay (6); 
Judgement (6); Charge (3); 
Judge(s) (3); Justice (2); 
prisoner (2);  answer (2)

86

Country Kingdom (20); England 
(10); King (10); Treaty (5); 
People (4); Commons (4); 
Jurisdiction (3)

56

Power Authority (16); Liberty (12); 
word(s) (7); favo(u)r (7); 
power (6)

48

Note: The number in brackets indicates the 
token of each item.

The words in the lists above show that the Judge 
(Lord President) and the defendant (the King) 
refer to the Court and the country that they 
belong to and dispute with regard to their own 
authority. Lord President, the judge, on the one 
hand, emphasizes the Court and its authority and 
jurisdiction, but he does not make much of the 
kingdom or the King’s authority. He even calls 

the King ‘prisoner’ and gives commands to the 

defendant King. The King, who is the defendant, 
on the other hand, refuses to answer and keeps 
asking questions with regard to the lawfulness of 
and reasons for his captivity, emphasizes his 
own status as the King of the country, and asks 
for his liberty. They each represent the Court and 
the Kingdom and rely on their own authority 

over their opponent.
From these lists, we can see that the King 

has doubts about the authority, lawfulness, and 
jurisdiction of the court. He also believes in his 
status and his own authority as the King. On the 
other hand, Lord President negates the authority 
of the defendant as the King and believes in the 
jurisdiction and authority of the Court.

4.2. Speech Acts: Verbal Phrases
In order to define the speech acts in which 

the interlocutors are engaged, I have collected 
the verb phrases and classified them according 
to their illocutionary force as shown in the
following lists.

Lord President gives orders to the defendant, 
King, (i) to answer to the Charge, (ii) not to 
dispute the authority of the Court; and (iii) not to 
interrupt but to listen to the Court. The King, the 
defendant, on the other hand, mainly makes 
three speech acts: requests, refusal and apology. 
First, the King requests the court (i) to explain 
why he is being tried, (ii) for permission to 
speak, and (iii) not to interrupt while he is 
talking. He refuses to answer, but at the end, he 
apologises to the judge.

List 3: Verb Phrases Used by Lord President
Speech 
Act

Examples

Orders to 
answer

It is prayed to the Court … that 

you answer to your Charge; the 
Court expects your Answer; The 
Court desires to know whether 
this be all the Answer; you should 
give them a final Answer; The 
Court have determined that you 
ought to answer the same; etc.

Orders You are not to dispute our 
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not to 
dispute

Authority; neither you nor any 
man are permitted to dispute that 
point; you ought not to interrupt 
while the Court is speaking to 
you; this point is not to be debated 
by you; Tis not for Prisoners to 
require; etc.

Orders 
not to 
talk but 
listen

You may answer in your time, 
hear the Court first; you shall be 
heard in due time, but you are to 
hear the Court first; it is not 
proper for you to speak; you are 
not to be heard after the sentence; 
etc.

List 4: Verb Phrases Used by King Charles I
Speech 

Act
Examples

Requests 
to explain

I would know by what power I 
am called hither; Let me see a 
legal Authority warranted by the 
Word of God; I desire that you 
would give me, and all the world, 
satisfaction in this; etc.

Requests 
to give 
permission 
to speak

I think is fit at this time for me to 
speak of; let me tell you; you 
shall hear more of me; I do 
demand that, and demand to be 
heard with my Reasons, if you 
deny that, you deny Reason; etc.

Requests 
not to 
interrupt

By your favour, you ought not to 
interrupt me; I hope I shall give 
no occasion of interruption; I 
shall not give any occasion of 
interruption; etc. 

Refusal to 
answer

I will not betray it to answer to a 
new unlawful authority; I 
conceive I cannot answer this, I 
will answer the same so soon as I 

know by; etc.
Apology Pray excuse me Sir, for my 

interruption

The main speech act performed from Lord 
President to the King is the order to answer, 
which means to confess or deny the charge. 
From the King to the Lord President, the main 
speech acts are to protest and to ask questions 
with regard to authority. Speech acts on the two 
sides are different in terms of speech-act type, 
hedge and politeness strategies. The tone of the 
King’s speech acts changes in due course, 

becoming less authoritative, making appeals 
more earnestly, and making a supplication to the 
Lord President, while the judge’s illocutionary 

force stays the same all the way through the 
trial.

4.3. Power and Voice: Grammatical Subjects 
of Speech Acts
Comparison of the speech acts on both sides 

seems to suggest that the judge’s authoritative 

power is stronger than the King’s in that the 

judge makes orders while the defendant makes 
requests. In order to see whether this is the case, 
I would like to look at the grammatical subjects 
of the utterances. In other words, I would like to 
see how and by whom orders are given to the 
King and how the King begs and pleads to the 
judge. The following lists show the grammatical 
subjects of speech acts in this trial proceeding. 

List 5: The Grammatical Subjects of the 
Utterances: From Lord President to the King
Subjects Examples
The hearer: 
you

you are (not) to V (10); you 
may (not) V (4); you shall (4); 
you must V (3); you ought 
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(not) to V (2); Neither you nor 
any man are permitted to 
dispute; etc. 

The speaker: I, 

we (exclusive)

I must V (5); I do V; etc.
We shall V; we should V; etc.

The 
impersonal: 
the Court, 
they, etc.

The Court expects/desires/ 
requires (3); The Court will 
consider; the Court have 
determined; The command of 
the Court must be obeyed; they 
do expect you should; The 
Court cannot V; Neither the 
Court permit; etc. 

List 6: The Grammatical Subjects of the 
Utterances: From the King to Lord President 
Subjects Examples
The hearer: 
you

You shall V (2); You must V; 
You ought not to V; you would 
V; Will you
Imperatives (11); let me V (7)

The speaker: 
I, we 
(exclusive)

I V (desire, deny, hope, etc.) 
(11); I shall (not) (6); I would 
V (5); I do V (3); I will (not) V 
(3); I may (2); I must V; I 
hope; I desire; I think is fit at 
this time for me to V; Shall I 

Note: V refers to a verb and the numbers in 
brackets indicate frequencies. 

I would argue that the inventories in the lists 
can help locate where the authoritative power of 
each speaker originates. List 5 shows that the 
first person pronoun, either the singular or plural 
form, is scarcely used as the subject. Among the 
judge’s directives with ‘you’ as the grammatical 
subject, the frequently used structures are ‘you 

are (not) to V’ and the passive voice. These 

grammatical structures obscure the origin of the 

authority. Although the judge gives orders to the 
defendant, the decision maker is left 
unmentioned. Therefore, it is hard to say that the 
judge as the speaker is exerting his discursive 
power over the King. Unlike the first two, the 
slot of the impersonal subject is filled with 
various expressions with ‘the Court’. These 

expressions imply that it is the Court that has the 
authority and power over the King, and that the 
judge is only a medium by which the 
authoritative power of the Court is exercised.

On the other hand, the King as the speaker 
gives directives by using imperatives and the ‘let 

me V’ structure. These utterances have the 
strong illocutionary force of commands and 
requests. The king’s strong wishes are also 

expressed in an assertive way with ‘will’ in the 

present and past tenses as well as ‘desire’. The 

king as the speaker is represented as the 
grammatical subject and holds authoritative 
power over the addressee. In other words, the 
authority of the King as the defendant-speaker is 
revealed by these grammatical forms. 

Are there any chronological changes 
concerning the power relationship between the 
two sides of the interlocutors? The answer is 
positive on the King’s side. As the trial proceeds, 
the authoritative power of the voice of King 
Charles I seems gradually weakened. As List 4 
shows, the King, who started the trial by giving 
strong requests for explanations of the 
accusation with the authoritative power of the 
Kingdom, ended with apologies to the Court. In 
particular, after the sentence was given, the 
authoritative power of the King was nullified, 
while the authoritative power of the Court, 
rather than that of the Judge himself, seems 
rather stable and constant throughout the course 
of the trial.
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5. Conclusion
Although the mutual use of the same 

vocative suggests equal partnership in general, 
in the trial of King Charles I, this was not the 
case. At first sight, the authority seems to reside 
in the judge, but it is not in himself but in the 
Court within the juristic system. Investigation of 
the grammatical subjects and the grammatical 
structures of the directives and assertives reveals 
that the discursive power of the judge does not 
override the King’s. On the contrary, the judge is 

only a voice with which the true authority of the 
Court exerts its power. Although the King 
follows the linguistic conventions of the 
courtroom by using the honorific vocative to the 
judge, he still believes in the hierarchical social 
structure with himself as the King at the top. The 
King’s authority, however, seems nullified 

towards the end of the trial, especially after the 
sentence is given. Once the sentence is given to 
the king by the Court, the king is deprived of all 
his authoritative power and status, which is all 
reflected in the speech act verbs observed in the 
analysis here. A small attempt as this is, I hope 
to have shed some light on the pragmatic 
features of speech acts made within fluctuating 
power relationships in the Early-Modern English 
period from a historical pragmatic perspective.

* This work is supported by JSPS KAKENHI
Grant Number 25370562.
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Progressive Construction: A Cognitive 
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, ,    
, WE-mode, effective control 

1.  
�

(1)
(imperative)

(directive)

(request)
(1)

(imperative-like function)
 

 
(1) a. She just looks at me, she kind of nods her 

head and she’s going: ‘Auntie Lina’s here 
again, I’m leaving.’ So she wants to go out 
on the balcony. I grab her again. ‘You wanna 
go outside? You gotta go downstairs, but 
you’re not going out on the balcony. Cause 
knowing you, you’re gonna fall off.’   (De 
Wit and Brisard (2014: 75), ) 

 b. Tinker Bell, you’re not going in there. 
(Tinker Bell and the Great Fairy Rescue) 

c. [Wife: I’m taking my son with me.] 
     Husband: You are not taking my son. 

(Scandal. Season 2. #19) 
d. Oh, no you don’t. You’re not playing 
 with that. (Hirtle and Curat (1986: 76)) 

 
 

 

 

shared goal (joint 
action) (WE-mode)

(Tomasello (2009))  
 

 

 
 
2. Future Imperative  
�

 
 
2.1. Quasi-Imperative Will (Leech (20043))  
� Leech (20043) (2)

will Quasi-Imperative will

will
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(2) a. You will do as I say. 
 b. The Duty Officer will report for duty at 
0700 hours.  (Leech (20043: 88)) 

 
2.2. Langacker (2009)  
� Langacker (2009: 157) (3)

will (4)
(G)

( ) (3)  
 
(3) You will leave! 
(4)                                               
                                                       
                                                                    
                                           
(5) a. Absence of Modal  b. Presence of Modal 
                                                              
                                                                          
 
 

(Langacker (2009: 162)) 
 

may must will
Modality control striving (effective 

control
epistemic control )

(5a) Modality
 (R)

odality (5b) (R)
effective/epistemic� control (

b)
(3) will effective control

Langacker
will

Modality
effective control (5b)

effective control

 
 
2.3. Future/Prediction Imperative 
�

Bybee et al. (1994) future
imperative

imperative future
 “In a situation in 

which the speaker has authority over the 
addressee, a prediction about the addressee can 
be interpreted as a command.” (p. 211)

(6)  be going to
 

 
(6) You’re gonna take off your shoes before you 

come in here.    (Bybee et al. (1994: 211)) 
(7) Narrog (2012: 167) 
                                        
                                        
                                        
                                        
                                        
                 ��������    ���	�������� 
 

Narrog (2012: 165-168) (7)
non-volitive (= epistemic) future

imperative

 
Huddleston and Pullum (2002: 194) De Wit 

and Brisard (2014: 75-76)
prediction imperative

 (2014: 85)

will
 

 
2.4. Future (= prediction) Imperative

 

  
 

OS 

C C 
R R 

F F 

��������	�
�������� 
�
������	�

����������
�����	�
���������

 �������

�����������
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��

epistemic deontic

deontic epistemic

volitive

(9b)
be going to

will
be going to

 
 
(8) a. They’re going to get married next spring. 
     [intention/prediction] 
   b. It’s going to rain all day. [prediction] 

(Bybee (2010: 31)) 
(9) a. They are getting married next spring. 
     [arrangement/plan prediction ] 
   b. *It’s raining tomorrow. [prediction] 
 
3. 

Intention Imperative  
�

force dynamics
 

 
3. 1. Intention  
� be V-ing V

 (2014)
(10)

epistemic
 

 
(10) When I said ‘the boss’ I was referring to 

you. (Huddleston and Pullum (2002: 165)) 
(11) That is the fever, darling. Listen, I’m 

coming up to you! I’m leaving now, at once. 
No don’t protest.  

(Hirtle and Curat (1986: 75)) 
(12) Vera said obstinately: “I’m not going back 

to the house.”  (Ten Little Niggers, p.160) 
 
� Leech (20043: 61)

(11, 12)

(Hirtle 
and Curat (1986), Nesselhauf (2007: 202-205))
Nesselhauf  “a spontaneous decision” 

10 1950-1990

  
(10-12)

I-intention
 

 
3.2. WE-intention I-Order-You intention

joint activity “director” 
�
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WE
Tomasello (2009) WE-intentionality  
shared goal WE-mode (joint 
activity) WE  (S)

S
(13) S

 
 

WE (symmetry)  
SYMMETRY WE (S+ ): WE-INTENTION 

effective control  
(13) We are getting married next year. 
(14) WE-intention (symmetry WE) 
 
 
 
 
 

 
(15, 16) inclusive WE

joint activity S
H S/H

(15) (16)
WE

(director) (directee)
(17)

S H force dynamics

(I-intention)
WE-mode

[I-Order-You 
intention]  
 

WE (asymmetry)  
ASYMMETRY WE (S+H): I-ORDER-YOU 

INTENTION S H
S

S: director, H: directee  
(15) [from brother to sister] 
    I tossed Abbey one of the life vests. She 

insisted she didn’t need it, but I told her we 
weren’t going anywhere until she put it on.  

(Flush, pp. 193-4) 
(16) [from mother to son] 
    We are not seeing Spiderman tomorrow. 

(Copley (2009: 27)) 
(17) WE-intention (asymmetry WE) [I-Order- 

You-intention ]  
 
 
 
 
 

(1b) off-stage

participant-internal participant-external
agent-oriented speaker- 

oriented (Narrog (2012: 84-88))

(18)
will (4)  

 
 

I-ORDER-YOU-INTENTION  
(1) b. Tinker Bell, you’re not going in there. 
(18) [I-Order-You-intention]  
 
 
 
 
� Copley (2014)

 “director”
(19a)  “plannable” John

 “director”
(19b, 19c)

 
 

S 
X OS 

S H 

S 

H 
G 

H S 
OS 

G 
H S H 

S 

OS 
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(19) a.  John is getting married tomorrow. 
    b. #John is getting sick tomorrow. 
    c. ?The sun is rising tomorrow at 6:30. 

(Copley (2014: 72, 76)) 
 

(immanent) (20)

(21)
effective control (commissive)

 
 

(20) I’m leaving now. (I-intention) 
(21) effective control 
                          (commissive) 
 

(1)

directive force
(22)

(23, 24)
“director”

joint 
action (WE-mode)  
 
(22) “if you don’t stop making so much 

commotion you’re getting out until we’re 
done here.”  

(Dancygier and Sweetser (2005: 90)) 
(23) “Now I’m testifying?” ( “you’re 

planning that I testify?”)     (ibid.: 94) 
(24) …can you tell me what I’m looking for? 

(China Trade, p.40) 
 
4.  
�

(i) (iii)  
(i) directive force

De Wit and Brisard (2014: 75) (1a)
Don’t go out on the 

balcony.

directive

 
(ii) immediacy

(Aikhenvald (2010: 128-133))
immediate/delayed imperative

immediate imperative

delayed imperative

immediacy

Stop it already!

immediate imperative
Aikhenvald immediate 

imperative  “urgent” “strong” “forceful”
“rude”

immediate imperative
(i)

 
(iii) negative imperative (prohibitive)

(1)

modality modality
effective control (5b)

 

S S 
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5. Reality Model (Langacker (2009)) 
� effective 
control modality

Langacker Reality Model
(25)

C1 C2

RC1 RC2

(R)
(joint 

activity)
negotiation  

 
(25) Reality Model (Langacker (2009: 290-292)) 
� � � � � � � � � � � � � � � � � � � �  
� � � � � � � � � � � � � � � � � � � �  
� � � � � � � � � � � � � � � � � � � �  
� � � � � � � � � � � � � � � � � � � �  
� � � � � � � � � � � � � � � � � � � �  
 
   �������������������������� � � �����������
�

(26a-c)

effective control
(27)

negotiation (26a-c)
(C1) P

(26a)
(there)

(26b)
(26c)

(27)
RC1 R P

R
shared reality (26a-c)

(C2) RC2 R not P
shared activity

(R)
(C1) R

[P] [not P]
effective control (27)

(shared 
reality)
(WE-mode)

effective control  
 
(26) a. you’re not going in there! (= (1b)) 
    b. You’re not practising goal kicks. Chase 

the ball gently!      (Flour Babies, p.40) 
� � c. You’re not taking my son. (= (1c)) 
(27) effective control  
   Addressee’s ��          Speaker’s �� 
 
 
 
 
                                 ��������
                                 
 
�

(28)
(RC)

R
(28)

(29)

R
R

R R
effective 

control (30)

R
 

 
(28) By the way, you’re coming with us in VW 

and ….      (Hirtle and Curat (1986:74)) 
(29) Are you trying to be funny? You certainly 

aren’t amusing me!   (Flour Babies, p.47) 

���
������
������

����������
������

�!� �"���!� ��"�

��

�!� �"�� #� ����#�
��!� ��"�

�!� #� ����#� �
�����
� � �����������

������������������
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(30) You’re staying for dinner. That’s an order.1 
(Love Story, p.50) 

 
6.  
<on-going extension of the present progressive> 
 
 
 
 
 
 
 
�

effective control

 
 

 
1 (30)

 
�  
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A Comparative Study of Overlaps in 

English and Japanese: How Does the 
Difference in Genre, Psychological Distance, 

and Language Affect Collaboration?  

 Lala Takeda  
Tokyo Denki University  

, 1 , 
, ,  

1.  
2

 
(CA)

(TRP)
(Sacks et al. (1974), 

Ford and Thompson (1996), Tanaka (1999), 
Schegloff (2000))

(Uchida (2002), Fujii (2012),  (2014))

 
(Bull and Aylett, 

1988) (ten Bosch et al., 2005)
(Yuan et al., 2007)

 
 

2.  

 

(Bateson 
(1972))  
 
3.  

2

11 11

1 3

4  

2

 
 
(a)  
  (1) (J-04_Cnv)5 
 108 L:  [  [  
� � � �  
→ 109 R:   [      [  
� � � �  
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  (1’) (E-04_Cnv) 
 070 L: I wanted to [kick him. 
→ 071 R:    [Hmm. 
 
 (b)  
  (2) (J-06_Tsk) 
 057 L: [  
→ 058 R:� �  [  
 
  (2’) (E-18_Cnv) 
 018 L: [Well, you didn’t hate him, however  
� � � � your roommate, deep… 
→ 019 R: [May roommate hated him. 
 
 (c)  
  (3) (J-08_Tsk) 
 139 R: [  
→ 140 L: [   
 
  (3’) (E-18_Tsk) 
 205 L: [And then you look sad. {@} 
→ 206 R: [And then you look sad. 
 

(  (1997: 77),  (2015: 172))6

 (2014: 73)
2

 
 
4.  
4.1.  

Wilcoxon
 

1
 

 
1: 

Wilcoxon  

 
 

5%  
 

2: 1
Wilcoxon  

 
 

2

1%  
3

 
 

3: 1
Wilcoxon  
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5%

 
4

 
 

4: 1
Wilcoxon  

 
 

1%

 

 
 
4.2.  
4.2.1.  

 
(4)

 

 (4)  (J-22_Cnv: L) 
 007 L:  = 
 008 R:� � � � � � � � � �   =  [  
� � � �  
 009 L:   � �   [  
� � � �  = 
 010 R:� � � � � �    =  
 011 L:  
� � � �  
 012 L:  
� � � �  [  
→ 013 R: �  � �  [  
 014 L:  
� � � �  
� � � �  
 

L

R L 012 013

L

 
(5)

 
 
 (5)  (J-19_Cnv: L=  R= ) 
 000 L:  
� � � �  [  
� � � �  
→ 001 R: � � � � � � � � �   [  
� � � �  [  
→ 002 L: �    [  
� � � �  
 003 R:  [  {@} 
→ 004 L:   �  [  
� � � �  
� � � �  
� � � �  
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L R
001 R

L 002 004 R

 

 
 
 (6)  (E-20_ Cnv: L) 
 003 L: I was having a hard time thinking of  
� � � � things, but um... oh, I was talking  
� � � � about chance meetings with people  
� � � � where you [1 run into someone from  
� � � � high-school [2 in a totally n... separate  
� � � � city or another country even. 
→ 004 R:  ��  [1 Hmm... 
� � � � � � � �   [2 oh yeah... like... 
 

(6)

L 003

R 004
“Hmm”, “oh yeah” 2

L

 
(7)

 
 
 (7)  (E-03_Cnv: R=  L= ) 
 024 R: I’m not sure how much detail they  

� � � � want. {@} 
 025 L: Yeah. 
 026 L: Yeah, hmm, [I guess we can talk  
� � � � about other surprising things, I’m 
� � � � [not sure. 
 027 R:  �  [I xxx... 
→ 028 R: [Let’s see, what else would be a  
� � � � good surprise... 
 029 R: Oh, I recently met somebody. 
 

028 R

 
 
4.2.2.  

1 2

 
(8)

 
 
 (8)  (J-03_Tsk: R=  L= ) 
 098 R: [  
→ 099 L: [  
 100 R:  
 101 R:  
� � � �  
 102 R:  
 103 R:  [  
→ 104 L:     [  
� � � �  
 105 R: {@}  [  
→ 106 L:     [  
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R
L 099

100-102 R
103

R L 2
 

(9)
 

 
 (9)  (J-10_Tsk) 
 084 R:  = 
 085 L:              =  
 086 L: [  
→ 087 R: [  
 088 R:  
 089 L:  [  
 090 R:      [  [  
� � � �  
→ 091 L:        [  
� � � �  
 

R 2 1

084 L
085 086-087

088
L 089 089

R 090
090 091

 

1
2

 
 

(10)  (E-17_Tsk: L=  R= ) 
 107 L: ‘Oh, there’s a stick, let me think about  
� � � � this and [go back and get the stick’. 
→ 108 R:       [Uh-huh... right. = 
 109 L: � � � � � � � � �   =Or... wait,  
� � � � okay, yeah, yeah, I think that one’s  
� � � � okay. 
 110 L: Maybe... I think this one should be  
� � � � before here, [cuz this is when he’s  
� � � � thinking and then he’s like... ‘Oh,  
� � � � yeah...’. 
→ 111 R:          [Yeah... 
 

(10)
R 108

111 L
107

 
(11)

 
 
(11)  (E-14_Tsk) 
 139 R: He has to bounce anyway, [he’s a ball  
� � � � anyway, he will bounce. 
→ 140 L:      [No, I  
� � � � like... I like my version [where he’s so  
� � � � upset that he jumps off the cliff. 
→ 141 R:                  [Oh, should 
� � � � we, should we pull that up now? 
 142 L: Well, yeah, are we totally finished. 
 

140 “No, I like... I like my version”
L 1

R
L
R

141
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L
R

L 2
 

 
5.  

1
2

 

(9) (10)

 
 
6.  

 

 
 
* C

15K02763 
 

 
1 

 
2 

B

 15320054�
 

3 1
1

 
4  (2014:24-27)

 
5  (Du Bois et al. (1993), 

 (2005)) 
[XX  

� � {@}  
6 

 
�  
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individual/stage-level predicate 

1. Introduction
It has long been observed, from the early 

stages of linguistic research, that both relative 
clauses (RCs) and free adjuncts (FAs) may have 
certain logical relationships to the main clause. 
For example, Quirk et al. (1972) point out that a 
causal relationship can be inferred between the 
FA and the main clause in (1a) and between the 
RC and the main clause in (1b), respectively. 

(1) a. The girl, upset by the activities of the
ghost, decided to leave. 

(Quirk et al. (1972: 760)) 
b. The girl, who was upset by the

activities of the ghost, decided to leave.
(ibid.: 759) 

These early studies were followed by 
theoretical studies that attempted to clarify how 
this logical connection is inferred.  However, 
these investigations dealt only with FAs, leaving 
RCs undiscussed. 

The purpose of the present study is to 

compare the semantic factors that determine the 
logical roles of FAs and RCs, particularly reason, 
concession and conditional.  We conclude that 
the lexical properties of predicates in FAs affect 
the logical role of FAs, while the referential 
properties of the antecedent and the restrictive 
function of RCs affect the logical role of RCs. 

This paper is organized as follows. 
Section 2 reviews previous studies of FAs, 
which show that predicate elements affect the 
logical role of FAs.  In Section 3, we argue that 
both the referential properties of the antecedent 
and the restrictive/non-restrictive distinction of 
RCs are crucial in determining their logical role.  
Section 4 compares FAs and RCs with respect to 
the semantic factors that determine their logical 
roles.  In Section 5, we conclude and 
summarize our findings. 

2. Free Adjuncts
This section summarizes and discusses 

three previous studies. 

2.1. Stump (1985) 
Stump (1985) argues that semantic as well 

as pragmatic factors affect the logical roles of 
FAs.  He quotes Carlson’s (1977) predicate 
classification to sort FAs into strong and weak 
adjuncts.  Strong adjuncts consist of individual- 
level predicates (i.e., predicates that express 
permanent properties of entities, e.g., intelligent), 
while weak adjuncts consist of stage-level 
predicates (i.e., predicates that express temporal 
events, e.g., lie on the beach). 

Stump claims that strong adjuncts are 
understood as reason for the content of the main 
clause and weak adjuncts as conditional for the 
content of the main clause.  His claim is 
supported by the following sentences (logical 
roles are shown by their abbreviations in 
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brackets: “R” for reason or cause, “C” for 
conditional, and “Conc” for concession): 

(2) Having unusually long arms, John can
touch the ceiling. [R]

(Stump (1985: 42)) 
(3) Wearing that new outfit, Bill would fool

everyone. [C] (ibid.: 41)
(4) Lying on the beach, John sometimes

smokes a pipe. [C] (ibid.: 98)
(5) Lying on the beach, John smokes cigars.

[C] (ibid.: 99)

The FA in (2) includes an individual-level 
predicate, and its logical role in the main clause 
is reason.  On the other hand, the FAs in (3)-(5) 
contain stage-level predicates that all have a 
conditional relationship to their main clauses. 

2.2. Iwabe (1986) 
Iwabe (1986) disputes Stump’s (1985) 

treatment of FAs with auxiliaries like be and 
have.  Stump proposes that the presence of 
auxiliaries changes predicates from stage-level 
to individual-level, on the grounds that the 
presence of auxiliaries affects the logical role of 
the FAs.  Take the following pair of sentences: 

(6) Asleep, Rover might not seem so
ferocious. [C/R] (Stump (1985: 66))

(7) Being asleep, Rover might not seem so
ferocious. [R] (ibid.)

In (6), the FA without an auxiliary is understood 
either as conditional or reason.1  By contrast, 
the FA in (7) contains an auxiliary and has only a 
causal construal. 

Iwabe points out that Stump’s proposal is 
counterintuitive.  Alternatively, he argues that 
“propositionality” should be taken into account 

in addition to predicate classes.  According to 
Iwabe, whether or not weak adjuncts contain 
auxiliaries determines their propositionality (See 
Kaga (1985) for the auxiliary status of the 
copula be and the perfective have): adjuncts that 
express propositions (i.e., strong adjuncts and 
weak adjuncts with auxiliaries) are understood 
as reason, while adjuncts that do not express 
propositions (i.e., weak adjuncts without 
auxiliaries) are understood as conditional. 

2.3. Hayase (2002) 
Hayase (2002) introduces the concept of 

“fact,” which is defined as the theoretical 
opposite of an event that is connected to a 
specific point in time (i.e., a fact is temporally 
non-specific).  On the basis of the event/fact 
distinction, Hayase describes circumstances in 
which an FA has a causal or conditional reading: 

(8) When an FA is understood as reason, it
denotes a fact. (Hayase (2002: 169))

(9) When an FA is understood as
conditional, the main clause denotes
non-specific events. (ibid.: 173)

Let us consider how the examples in (2)-(5) are 
explained with the above statements.  The FA 
in (2) denotes a fact since it contains an 
individual-level predicate and is not connected 
to a specific point in time.  It thus follows from 
(8) that the FA has a causal reading.

In the case of (3)-(5), the main clauses
denote non-specific events since they contain 
either an auxiliary verb or a frequency adverb, or 
otherwise have a generic or habitual reading.  It 
thus follows from (9) that the FAs in these 
sentences have conditional readings.  Although 
she does not mention it, Hayase seems to assume 
that conditional FAs, which contain stage-level 
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predicates, do not denote facts. 
Hayase (2002) also claims that concession 

is a marked case of reason.  The crucial 
difference between the two is that concession 
denotes the opposite of what is expected with 
general knowledge of the world.  She argues 
that the markedness of concession is indicated 
by the necessity of overt markers.  For instance, 
nevertheless is obligatory in the following 
example: 

(10) Not having any money, 
he ??(nevertheless) went into this 
expensive restaurant. 

(Hayase (2002: 172)) 

The main clause denotes the opposite of what is 
expected from the content of the FA. 

2.4. Some Remarks 
Stump (1985) has difficulty handling the 

fact that the individual/stage distinction of 
predicates does not have a one-to-one 
correspondence to the strong/weak distinction of 
adjuncts.  Hayase (2002) uses the concept of 
fact to take the aspectual properties of FAs into 
account.  However, it is not clear how to 
diagnose whether an FA denotes a fact.  In 
addition, given that the weak adjunct in (6) may 
have a causal reading without an auxiliary, 
Hayase’s analysis would have to say that such 
FAs denote facts even though they contain 
stage-level predicates.  Propositionality seems 
to be a credible diagnosis for the strong/weak 
distinction of adjuncts.  However, this theory 
needs further development to elucidate the 
duality of the origin of FAs’ propositionality: 
strong adjuncts are solely propositional, while 
weak adjuncts become propositional when they 
contain auxiliaries.  It is beyond the scope of 

this study to pursue this issue. 

3. Relative Clauses
This section will show that both the 

specificity of the antecedent and the restrictive 
function of RCs affect the logical role of RCs. 

3.1. Non-referential Antecedents 
In the following sentences, restrictive RCs 

modify generic NPs: 

(11) a. Snakes that are poisonous are
dangerous. [C] 

b. {A/The} snake that is poisonous is
dangerous. [C]

Though different in form, the antecedents in 
these sentences are all generic NPs and hence 
non-referential.  Notice that restrictive RCs 
with generic NPs are construed as conditional. 

When non-restrictive RCs follow generic 
NPs, they are understood as causal. 

(12) Whales, which have lungs instead of
gills, cannot breathe under water. [R]

The difference in construal between (11) 
and (12) leads us to conclude that the restrictive 
function (RF) of RCs is a crucial semantic factor 
for the logical roles of RCs.  This conclusion is 
consistent with the following description by 
Quirk et al. (1985): 

[R]estrictive relative clauses with general
antecedents express conditional relationship, 
eg: Students who work hard pass their 
exams. [‘If students work hard, they pass 
their exams.’]  (Quirk et al. (1985: 1241)) 

The term “general antecedents” corresponds to 
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generic NP antecedents in this study.  The 
sentences in (11) have the same environment as 
the one described above. 

It is worth noting that, as the following 
grammatical contrast indicates, restrictive RCs 
do not always correspond to when/if-clauses: 

(13) a. People who never eat do not exist.
(Declerck (1988: 144)) 

b. !People do not exist when/if they never
eat. (ibid.)

According to Declerck (1988), (13b) is 
ungrammatical because “the set of entities that is 
restricted by when/if-clause is said not to exist” 
(p. 144).  This means that the when/if-clause 
cannot single out any members from a given set. 
It suffices here to say that restrictive RCs do not 
always correspond to conditionals when 
predicates express existence. 

3.2. Referential Antecedents 
There is a case in which non-restrictive RCs 

follow definite NPs.  The following sentences 
exemplify such a case: 

(14) Mary, who works hard, will pass. [R]
(Vendler (1968: 13)) 

(15) My brother, who has lived in America
for over 30 years, can still speak Italian.
[Conc] (Quirk et al. (1985: 1240))

According to Vendler (1968) and Quirk et al. 
(1985), the non-restrictive RC in (14) is 
understood as reason, and the one in (15) is 
understood as concession.  Since reason and 
concession are closely related (see Section 2.3), 
(15) can be taken as a marked case of causal
construal. 

Let us now consider a case in which a 

restrictive RC follows a definite NP: 

(16) The students who did not attend classes
regularly could not graduate with honors.

[R] 

There is a controversy in the literature as to 
whether restrictive RCs whose antecedents are 
definite (hereafter, definite restrictive RCs) have 
RF.  Declerck (1991: 533) describes the 
meaning of the essay I read yesterday as a 
particular essay being “picked out” from the 
class of essays.  This explanation indicates that 
he assumes that definite restrictive RCs have RF. 

Yasui (2000), on the other hand, argues that 
definite restrictive RCs do not have RF. 
Yasui’s claim is based on the anaphoric relation 
between an NP (a book) and a pronoun (It) in the 
following sentences: 

(17) a. I bought a book yesterday.
b. It is about semantics.

(Yasui (2000: 578)) 

He points out that the pronoun in (17b) can be 
replaced either by a definite NP (The book) or by 
a definite restrictive RC (The book I bought 
yesterday).  He claims that definite restrictive 
RCs do not have RF because the denotation of 
the definite NP and that of the antecedent of the 
definite restrictive RC is exactly the same. 

Tanaka (2015b: 122-123) argues contra 
Yasui (2000) that definite restrictive RCs do 
have RF.  Tanaka observes that when there is a 
vase containing a yellow and a red tulip, the 
tulip that is yellow is used to refer to the yellow 
tulip.  This indicates that the set of tulips is 
restricted by the RC concerned.  If Tanaka’s 
(2015b) analysis is on the right track, it is 
reasonable to suppose that definite restrictive 
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RCs, such as the one in (16), have RF. 

3.3. Semantic Factors for Logical Roles of 
RCs 
We have so far observed the correlations 

among the referentiality of RC antecedents, the 
RF of RCs, and logical roles of RCs. The 
following table sums up the results: 

Referentiality RF Logical Role Ex. 

non-referential o conditional (11) 

non-referential x reason (12) 

referential x reason (14) 

referential o reason (16) 

From this table, one can conclude the 
following semantic properties of RCs: 

(18) An RC is understood as conditional
when it is used restrictively and the
antecedent is non-referential.

(19) An RC is understood as reason either
when it is used non-restrictively or when
the antecedent is referential.

Comparing (18) and (19), a dual requirement for 
conditional RCs emerges: they must have (i) RF 
and (ii) non-referential antecedents.  We 
attribute this duality to the semantic properties 
of conditionals. 

We turn first to discuss the relationship 
between conditionality and the RF of RCs.  It is 
widely accepted that, in indicative conditionals, 
the protasis describes possible or unsettled 
situations.  This feature may be compared to 
the semantic relation between a restrictive RC 
and its antecedent: the antecedent of restrictive 
RCs denotes a subset of the members of a given 
set.  For example, students who passed an 
exam denotes a set of students who passed an 

exam, which is contrasted to another set of 
students who did not pass the exam. 

The fact that non-restrictive RCs do not 
have a conditional reading indicates that 
conditional RCs must have RF.  In other words, 
the RF guarantees that there is a set whose 
members satisfy the content of the protasis and 
that there is also another set whose members do 
not.  This is parallel to the “unsettledness” of 
the protasis in indicative conditionals. 

Let us now consider why the antecedent 
should be non-referential when RCs are 
understood as conditional.  This feature may 
stem from the unbounded nature of the entities 
that are involved in the protasis.  This idea is 
supported by the data observed by Declerck and 
Reed (2001): 

(20) a. Cats are beautiful if they have white
fur. (Declerck and Reed (2001: 311)) 

b.* Twelve cats are beautiful {if/when} 
they have white fur.  (ibid.) 

This grammatical contrast indicates that entities 
that participate in the protasis must not be 
bounded.  This requirement is closely related to 
the non-referentiality of the antecedent of RCs. 
Given that referential antecedents are bounded, 
it follows that the antecedent of a conditional 
RC must be non-referential. 

4. Comparison between RCs and FAs
This section compares RCs and FAs in 

regard to the way in which their logical roles are 
determined.  Let us start with FAs.  Stump 
(1986) relies crucially on the individual/stage 
distinction of predicates in determining the 
logical role of FAs.  Hayase (2002) claims that 
whether an FA denotes a fact determines its 
logical role (e.g., an FA that denotes a fact is 
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understood as reason).  Whether an FA denotes 
a fact seems to be closely related to predicate 
classes and predicate elements such as 
auxiliaries and negatives. 

The following are additional examples that 
demonstrate the “predicate-dependency” of the 
logical role of FAs: 

(21) Having made his choice, he stayed with
it. [R] (Hayase (2002: 169))

(22) Not finding anything to do, we strolled
around. [R] (ibid.)

According to Hayase (2002), the FAs in these 
sentences denote facts rather than events.2  The 
FA in (21) has a present perfect form, denoting 
the fact that the event of making his choice has 
already occurred.  The FA in (22) contains a 
negative and is interpreted not as a single event, 
but as the fact that we found nothing to do. 

Let us consider the case of RCs.  We 
showed in Section 3 that the referentiality of the 
antecedent of RCs plays an important role.  Let 
us take the following examples: 

(23) People who are drunk should not drive a
car. [C]

(24) John, who is drunk, should not drive a
car. [R]

These sentences are crucially different in the 
referentiality of the noun in subject position: 
(23) has a non-referential noun, while (24) has a
referential one.  Since both sentences have the 
same predicate in the main clause, predicate 
class is excluded from being a determining 
factor for the logical role of RCs.  It is thus 
obvious that the logical role of RCs is “nominal- 
dependent.” 

Interestingly, RCs contrast with FAs, whose 

logical role is predicate-dependent.  This idea 
is illustrated by the following grammatical 
contrast: 

(25) * All the students, who had failed the test,
wanted to try again.

(Quirk et al. (1985: 1241)) 
(26) All the students, having failed the test,

wanted to try again. [R]
(Tanaka (2015a: 72)) 

In both sentences, the main clause subject 
contains a quantifier (all).  The quantifier 
degrades the acceptability of (25), which has a 
non-restrictive RC.  By contrast, the quantifier 
does not affect the acceptability of (26), which 
contains an FA.  It should be noted that both 
the RC in (25) and the FA in (26) have a causal 
construal.  Lack of space prevents us from 
going into the explanation of the grammatical 
contrast between (25) and (26), but it suffices 
here to point out that an element in the 
antecedent blocks a certain logical role of RCs, 
while a similar blockage does not occur with 
FAs.  Interested readers are referred to Tanaka 
(2015a, 2015b) for the detailed discussion. 

5. Conclusion
This study discussed semantic factors that 

determine the logical roles of FAs and RCs. 
Section 2 reviewed previous analyses of FAs and 
showed that predicates play an important role in 
determining the logical roles of FAs.  We 
claimed in Section 3 that both the referentiality 
of the antecedent and the restrictive/ 
non-restrictive distinction in RCs are crucial for 
the logical role of RCs.  In Section 4, we 
argued that FAs and RCs are contrastive with 
respect to semantic factors for logical roles: the 
logical role of FAs is predicate-dependent while 
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that of RCs is nominal-dependent. 

* This is a revised version of the paper presented
at the thirty-third annual meeting of the English 
Linguistic Society of Japan, held at Kansai 
Gaidai University on November 21 and 22, 2015. 
I am indebted to an anonymous reviewer for the 
valuable comments on an early version of this 
paper.  I also thank the audience, especially 
Prof. Seiji Iwata at Kansai University, Prof. 
Takeo Kurafuji at Ritsumeikan University, Emer. 
Prof. Kenji Kashino at Osaka Shoin Women’s 
University, Prof. Kozo Iwabe at Yamaguchi 
University, and Prof. Masaru Kanetani at the 
University of Tsukuba for their constructive 
comments.  Many thanks go to Michael Herke, 
a lecturer at Setsunan University for acting as an 
informant.  Needless to say, any remaining 
errors and inadequacies are my own.  This 
study is supported by JSPS KAKENHI Grant 
Numbers 24520560 and 15K02618. 

NOTES 
1 Stump demonstrates that, in modal contexts, 
weak adjuncts may have a causal reading as well 
as a conditional reading. 
2 It does not affect our discussion whether we 
follow Hayase’s (2002) or Iwabe’s (1986) 
analysis, because they both rely on predicate 
elements for logical roles of FAs. 
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1. Introduction 
   When people produce their utterance longer 
than a sentence, they have to combine the 
complex narrative into a coherent one. Formal 
and experimental analyses of narrative discourse 
have suggested that each continuation to a 
discourse can link to prior context in various 
ways (van den Broek, Linzie and Fletcher 
(2000), Simner and Pickering (2005)). However, 
it has not been clear about the precise nature of 
this mechanism, and this type of study has 
mainly done in English and it is not known if the 
same result can be found in other languages. 
Thus, by focusing on the relationship of 
‘causality’ (e.g. cause and consequence), I 
present four psycholinguistic experiments in 
Japanese to investigate two aspects of planning 
narrative discourse: (1) how they choose this 
prior context to produce their continuation and 
(2) how they plan the content of the continuation 
in discourse.  
 
2. Selecting the Anchor 
   For the first question, I looked at how they 
choose their prior context to continue their 

narrative. For instance, after narratives such as 
Emi trusted Masashi so she confessed to him, 
people can refer to any proposition to continue 
their narrative (either Emi trusted Masashi or she 
confessed to him). The proposition they refer to 
for their continuation is called ‘anchor’ (Simner 
and Pickering (2005)). This study will focus on 
two hypotheses predicting how they choose this 
anchor in their narratives.  
   The first one is called temporal recency 
hypothesis (Fletcher and Bloom (1988), van den 
Broek et al. (2000)). This hypothesis predicts 
that new continuation can be linked to the prior 
context that was most recently described by the 
narrative. The reason behind this is that when 
people describe events, causes 'temporally' 
comes earlier than consequences, the anchor 
should follow the most temporally recent 
consequence (Fletcher and Bloom (1988), van 
den Broek et al. (2000)). 
   On the contrary, temporal-textual recency 
hypothesis (Simner and Pickering (2005)) 
predicts that people tend to describe recent 
events rather than less recently described ones. 
In other words, it predicts that there would be 
not only the influence of temporal recency, but 
also the influence of textual recency where 
people tend to anchor their continuation which is 
linguistically closer (Simner and Pickering 
(2005)). 
   Currently the findings about how people 
choose their anchors in narratives have been 
conflicted. Although the previous studies 
(Fletcher and Bloom (1988), van den Broek et al. 
(2000)) support the evidence for the temporal 
recency hypothesis, Simner and Pickering 
(2005) also provide the 'psycholinguistic' 
evidence of temporal-textual recency hypothesis. 
Thus the purpose of this study (Experiment 1) 
was to make a comparison of both hypotheses in 
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terms of choosing anchor in narratives.  
 
2.1. Experiment 1 
   In this experiment, a discourse completion 
task (similar to Simner and Pickering's (2005) 
study) was used, but this time it was conducted 
in Japanese. I presented discourse fragments for 
completion that described the same events and 
causality relations, and participants wrote down 
the sentences that followed 
appropriately from each of the sentences. The 
temporal recency hypothesis predicts that people 
are more likely to anchor their continuations to 
prior consequences than causes. On the other 
hands, the temporal-textual recency hypothesis 
predicts that people will prefer to continue from 
consequences that are linguistically recent 
compared to less recent. 
 
Method 
 
Participants     
   Fourteen Japanese native speakers were paid 
1000 yen (about 5 pounds) to participate in this 
study.   

 
Materials  
   24 sentences with order of 
CAUSE-CONSEQUENCE and the counterpart 
versions of CONSEQUENCE-CAUSE were 
chosen from Simner and Pickering’s study, and 
they were translated into Japanese. Instead of 
English names, these items used common 
Japanese names. (1a) is the 
CAUSE-CONSEQUENCE version, and (1b) is 
CONSEQUENCE-CAUSE version, swapping 
the position of the two verbs and changing node 
(so) to nowa-(dakarada) (because). 

 
 

(1) a. CAUSE-CONSEQUENCE 

 
Emi-ga Masashi-o shinraishiteita node, 
kanojo-wa kare-ni uchiaketa 
Emi-Nom Masashi-Acc trusted so,  
she-Top him-Dat confessed.   
‘Emi trusted Masashi so she confessed to 
him.’  

b. CONSEQUENCE-CAUSE 

 
Emi-ga Masashi-ni uchiaketa nowa, 
kanojo-wa kare-o shinraishiteita-karada 
Emi-Nom Masashi-Dat confessed because  
She-Top He-Acc trusted. 
‘Emi confessed to Masashi because she 
trusted him.’  
 

   In addition to this, 32 fillers which were 
pragmatically violated sentences were presented 
in this experiment. 

  
Procedure 
   As in Simner and Pickering’s study, 14 
participants were randomly chosen and 
presented with the materials in a double-sided, 
2-page booklet. Each page included six items. 
The experimenter told participants that a series 
of unrelated sentences were presented in this 
booklet and were asked to continue one sentence 
after each fragment. The instructions were 
presented on the front of the booklet, and 
repeated by the experimenter. 

Results  
   The experimenter assessed participants’ 
completions to determine which of the two prior 
context clauses were chosen as the anchor. For 
instance, an example of a clause 1 coding would 
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be the continuation: 
 (They trusted each other) , and an 

example of a clause 2 coding would be: 
(He 

promised he didn't tell anyone about the content 
(of her confession)). Other types of 
continuations were coded as OTHER. The result 
of Experiment 1 is summarized in Table 1. 
 
Table 1 
Total continuations from causes and 
consequences in prior discourse; Experiment 1 
 

Preambles cause     consequence 

cause-consequence 23 110 

consequence-cause 43 41 

Proportion 30% 70% 

 
   The results suggest that, overall people were 
more likely to choose consequences as anchor 
more than causes (p < .001). In addition to this 
finding, continuations were anchored to the 
consequence more than when it was 
linguistically recent (CAUSE-CONSEQUENCE 
condition) than when it was not 
(CONSEQUENCE - CAUSE condition)   (70% 
vs. 30%, t1(13)=5.88, p < .01 t2(23)=8.98, p 
< .001).  
 
Discussion 
   The result supports temporal-textual recency 
hypothesis (Simner and Pickering (2005)), 
suggesting that (1) people were more likely to 
produce consequence as an anchor than cause, 
and (2) a consequence in the second clause was 
more likely to be chosen as the anchor than a 
consequence in the first clause. 
 

3. Planning the Content of the Link 
   For the second question (how people plan 
the ‘content’ of their continuation), once again I 
looked at the relationship of causality, but this 
time it attempted to respond to the question of 
how people would make causality decisions 
based on context. 
   There are two hypotheses to describe this 
relationship. The first one is the 
unconditional-preference hypothesis (van den 
Broek et al. (2000)). It suggests people simply 
have a preference to produce consequences in 
any occasions. On the contrary the satisfied gap 
hypothesis (Levelt (1989), Simner and Pickering 
(2005)) suggests that people seek to fill gaps 
they perceive in the developing discourse model, 
which means that people choose their 
continuation depending on the types of prior 
discourse. 
   I used three different experiments (all of 
them are the discourse-completion tasks) to 
investigate which hypothesis will explain the 
mechanism of discourse. 
 
3.1. Experiment 2 
   Experiment 2 investigated how people 
planned the content of continuations in narrative. 
I presented discourse either as a discourse 
context, or no context to see how the contents in 
discourse will influence people’s continuation.  

Method 
 
Participants     
   Twenty Japanese native speakers were paid 
1000 yen to participate in this study. None of 
them participated in the previous or later studies. 
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Materials  
   Two types of materials were prepared, the 
CONTEXT condition and the NON-CONTEXT 
condition. The CONTEXT condition (as in Fig. 
1) was a short story taken from van den Broek et 
al. (2000) and Simner and Pickering (2005). I 
translated this into Japanese.   
 

 

Fig.1 Materials for the CONTEXT condition in 
Experiment 2 
 
   The NON-CONTEXT condition, on the 
other hands, contained 16 individual sentences. 
They were originally from the same story of the 
CONTEXT condition, but the orders were 
randomized and this version used the different 
people’s names.  
 
Procedure 
   As in Experiment 1, the discourse 
completion task was used in Experiment 2. 
Twenty participants were presented with the 
materials either in the CONTEXT condition or 
in the NON-CONTEXT condition. In the 

CONTEXT condition, one fragment was written 
on one page (sixteen pages in total) in a 
double-sided booklet. In the NON-CONTEXT 
condition, sixteen single fragments were 
presented with approximately five items per 
page. In the NON-CONTEXT condition, the 
experimenter made sure that participants did not 
notice that these single fragments were 
originally coming from the same story. There 
were no fillers used in this experiment since I 
investigated how the previous contexts would 
influence people’s continuation. The rest of the 
procedure was the same as in Experiment 1. 

Results  
   Following Simner and Pickering (2005), 
there were three coding for participants’ 
continuations: CAUSE, CONSEQUENCE, or 
OTHER. For example, after the fragment 

 (That afternoon, she read the arts and 
crafts book), the continuation such as 

 (She had decided to 
make a chair) will be coded as CAUSE (since 
this means cause and necessity). On the other 
hands, the coding for CONSEQUENCE would 
be  (She 
learned all about how to make furniture) since 
this means consequence, necessity and 
sufficiency. Other types of continuations were 
coded as OTHER. As in Experiment 1, the 
experimenter assessed participants’ completions. 

Results 
   The results of experiment 2 reveal that, when 
the discourse fragments were presented in 
context, people tended to continue their 
utterance with consequences more than when the 
discourse fragment was presented out of context 
(94% vs. 90%, t1(19)=4.14, p = .07; t2(15)=5.7, 
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p < .05). Thus how they choose their contents of 
their continuation in discourse depends on the 
types of context. 
 
Table 2 
All continuations by type, and the proportion of 
consequences (in relation to causes plus 
consequences); Experiment 2 
 

 
3.2. Experiment 3 
   Secondly (Experiment 3), I compared these 
hypotheses directly by presenting the more 
controlled discourse fragment and I focused on 
the content of completions to an anchor clause 
that has been preceded either by its cause or by 
its consequence. According to the satisfied gap 
hypothesis, more consequences will follow as a 
continuation when the sentence is preceded by 
its cause than by its consequence.  
 
Method 
 
Participants     
   Twenty Japanese native speakers were paid 
1000 yen to participate in this study. None of 
them participated in the previous or later studies. 
 
Materials  
   26 pairs were originally taken from the 
materials by Majid et al. (2007) and Simner and 
Pickering (2005), and I translated all in Japanese. 
Once again, two types of fragments were 
manipulated, but this time either with 

CAUSE-preamble (as in (2a)) or 
CONSEQUENCE-preamble (as in (2b)).  
 
(2)  a. CAUSE - PREAMBLE  

 
Masashi-ga Emi-o utagatta node, kare-ga 
kanoj-o hihanshita. 
Masashi-Nom Emi-Acc doubt-ed so 
he-Nom her-Acc blamed.   
‘Masashi doubted Emi so he blamed her.’ 
  

    b. CONSEQUENCE - PREAMBLE  

 
Masashi-ga Emi-o konwakusaseta nowa, 
kare-ga kanoj-o hihanshita-karada. 
Masashi-Nom Emi-Acc confuse-past 
because he-Nom her-Acc blamed.   
‘Masashi confused Emi because he blamed 
her.’ 
  

Procedure  
   As in Experiment 1 and 2, the discourse 
completion task was conducted. Ten participants 
were randomly assigned to each list. The 
procedure was identical to Experiment 1, and the 
coding method was identical to Experiments 2. 
 
Result 
   Experiment 3 focused on those continuation 
that take the second clause as the anchor (since 
the first clause was different depending on the 
condition).  
   The results of the Experiment 3 suggest that, 
even the controlled fragments were presented, 
people still tended to continue their discourse 
with the contents of its consequence rather than 
cause (87% vs. 82%, t1(19)=2.3, p < .05; 

Prior 
context? 

Causes
     

Conseq
-uences  

Other
     

Proport
-ions 

context  8 126 26 94% 

non-con
text 

13 118 29   90% 
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t2(25)=2.5,  p < .05). 
 
Table 3 
Continuations by type (with percentages) from 
anchor clause (clause 2) and proportion of 
consequences (in relation to causes plus 
consequences); Experiment 3 

 

3.3. Experiment 4 
   Thirdly (Experiment 4), I looked at how the 
world knowledge (e.g. the typicality of the 
event) would influence the discourse production. 
Corrigan (1992) suggests that passages 
describing typical events carry more implicit 
cause than those describing less typical events. 
Thus if discourse fragments includes actions 
performed by typical agents, people tend to 
produce their fragments with more consequential 
continuation, compared to fragments with 
less-typical events.  
 
Method 
 
Participants     
   Twenty Japanese native speakers were once 
again paid 1000 yen to participate in this study. 
None of them participated in the previous or 
later studies. 
 
Materials  
   Fifty-six materials were selected from 
Simner and Pickering (2005), and I translated all 
in Japanese. Two types of fragments, either 

typical events (3a) or less-typical events (3b) 
were manipulated.   

(3)  a. Typical event 
    ‘ ’ 
    Isha-ga Kanja-o Naoshita 
    Doctor-Nom Patient-acc healed 

‘The doctor healed the patients.’ 
 

    b. Less-typical event 
    ‘ ’ 
    Kanja-ga Isha-o Naoshita 
    Patient-Nom Doctor-acc healed 

‘The patients healed the doctor.’ 
 

   As in Experiment 1, 2 and 3, the materials 
were placed in two lists, containing one version 
of each item and 23 items from each condition. 
In addition to this, 16 fillers (the sentences with 
intransitive verbs) were used. 

Procedure  
   Procedure was the same as Experiment 1 and 
3, and the coding method was identical to 
Experiments 2 and 3. 
 
Result 
   The results of Experiment 4 reveal that 
people are more likely to continue the sentence 
with more consequential narratives if the events 
describing in the sentence is more typical than 
less typical (78% vs. 66%, t1(39)=15.93, p 
< .001; t2(45)=9.08, p < .05). Thus this suggests 
that people use world knowledge to produce the 
causality relationship in their discourse. 
 

Preambl
-es 

Causes
     

Conseq
-uences  

Other
     

Proport
-ions 

cause 22 158 9   87% 

consequ
-ence 

13 59 7   82% 
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Table 4 
All continuations by type, and proportion of 
consequences (in relation to causes plus 
consequences); Experiment 4 

 
4. Discussion 
   To summarize, this study shows how people 
choose the anchor in order to have a successful 
narrative in Japanese. I suggest that people 
consider an absence of either cause or 
consequence to be a gap, and seek to fill this gap 
in their narrative. Furthermore, people do not 
simply use causality relations to produce an 
utterance in their discourse, rather use features 
of textual and temporal recency to produce a 
successful narrative. Finally, the general 
findings in this Japanese study are compatible 
with the findings by Simner and Pickering 
(2005) conducted in English, suggesting that the 
mechanism of narrative discourse, in terms of 
how they choose the anchor and the content, 
could be similar in both languages. 
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*

(Revisiting Sentential Subjects     
from Labeling Algorithm)

(Shin-ichi Tanigawa)
(Fukuoka University)

: , , ,
, 

1.
(1)

(1) a. That John won the first prize is true.
b. To win the first prize is impossible.

Chomsky (2013, 2014)

Chomsky (2013, 2014)

(Labeling Algorithm)
Chomsky (2013:45) 

Chomsky (2014:10, fn. 14) {XP, YP}

(2a, b) 

(2) a. Mere matching of most prominent
features does not suffice. What is 
required is not just matching but actual 
agreement. Sharpening this condition 
requires a closer analysis of Agree.

b. Note that labeling requires not just
matching but agreement of the paired
heads. Agreement holds for a pair of
features <valued, unvalued>

(2a, b)
matching agreement

Chomsky (2013, 
2014) agreement matching

T
agreement

(Vacuous Movement Hypothesis: 
VMH) 

TP
agreement

2
C T

agreement

2
3

Chomsky (2013, 2014)
5 4

VMH
5

2.
2

2

TP Delahunty 
(1983) (1995) Davies and
Dubinsky (2009) (1a) 

(3) 

(3) [TP  SS Case]  T  [vP  tSS is true  ]]1
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TP DP
Case T

TP
(4a) (4b) 

(4) a. That John won the first prize seems to
be true.

b. That the president will be elected and
that he will be preached are equally
likely at this point.

(McCloskey (1991:564))

TP
(5) 

(5) a. * I believe that John won the first prize
to be true.

b. * To whom is that John won the first
prize well-known?

(6) a. * I believe that picture, John to buy.
b. * That picture, to whom did you give?

(5a) ECM
(5b) Wh

(6a, b) 
A

TP A
2

CP Takahashi 
(2010) TP (7) 

3

(7) [TopP  SS Case][uF]  Top  [TP  tSS  T
[vP  tSS is true  ]]]

(7) [Case]
F [uF]

Top

[uF] T
Top

CP (5a, b) 

(7) CP
(7)

[uF]
TopP

TP
[uF] TopP

T

(7) 
[uF] TopP

2 TP CP

4 VMH

3.
3 5

1 agreement matching
(2a) 

Chomsky (2013:45)
Chomsky (2000, 2001) Agree

(8) agreement

(8) {XP, YP} agreement
i ii

i. {XP, YP} <[ ][u ], [ ]>

XP
[u ] YP

4
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ii.
( ) 

matching
Chomsky (2000:122) (9) 

2

(9) {XP, YP} matching
i ii

i. {XP, YP} <[ ], [ ]>
XP YP

ii.
( ) 

(2a, b) Chomsky (2013:45)
Chomsky (2014:10, fn. 14)

matching agreement

(8) agreement A
DP TP

(10) [   DP [uCase]  TP     ]

DP (10) 
[ ]

Case [uCase] TP
[u ] {DP, TP}

<[ ][uCase], [u ]>
[ ] [u ] [u ]

[uCase] DP TP

{DP, TP} agreement

(11) TP
XP [ ]

agreement matching

(11) [   XP ]  TP     ] ??

(9) matching
TP [u ]

XP [ ]
{DP, TP} agreement

2 A
Chomsky (2013:47)

Tanigawa (2009)
(12a, b) 

(12) a. CP
5

b. A C
Force [uF] wh

[uF]
Force [F]

[uOp] F
Q(uestion) Top(ic)

(13) a. [   wh-XP[Q][uOp]  CP[uQ]    ]
Q, Q>

b. [   topic-XP[Top][uOp]  CP[uTop]    ]
Top, Top>

(13) (12a, b) wh
Wh

F Q (13a) 
wh [Q] [uOp] CP [uQ]

F Top
(13b) 

[Top] [uOp] CP [uTop]
(13a, b) 2

{XP, CP} agreement
<Q, Q> <Top, Top>

3 A
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(Free Merge)
Chomsky 

(2014:10 11) (14)

(14) T C T

(15) [ C [ John[ ][uCase] T[u ] [v*P[u ]C[u[u[u[u[u[u[u[u[u[u[u[u[u[uuuuuuuu ]]]]]]]]]]]]]

tDP ]]]

(14) (15) 
DP T

C T
4 VMH

Chomsky (2013:47)
Sakamoto (2012)

(16)

(16) C [uF] [u ]
C T

(17) a. Who saw Mary?
b. [ C [ who [uCase][Q][uOp]uQ]C uuuuuuuuuuuuuuuQ]Q]Q]Q]Q]QQ]Q]QQ]QQQ]Q]Q]QQ]QQ]Q]QQ]Q

T[u ][uQ] [v*P twho see Mary ]]]

(16)
Wh (17a) 

(17b) (17b) (14) 
wh-DP T

C T
(16) C [uQ]

[u ] T
C [uQ] T {wh-DP, TP}

agreement A/A

(16) 
wh T (17a)

6

5
Stowell (1981) 

(Case Resistance 

Principle)

Stowell (1981) (18) 

(18)
[ ] [uCase]

(19) a. I am certain (*of) that John will win.
b. I insist (*on) that John win.

(18)

(19a) 
(19a, b) 

[uCase]
[uCase]

[uCase]
[uCase]

(19a, b) 

T
(4a, b)

DP
[uCase] (4a, b)

[ ] [uCase]

[uCase]

(19a, b)

[uCase]
(18) 7

3 5
4
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4.
4 3

VMH

(20)
(21) 

(20) That John won the first prize is true. (=(1a))
(21) [   C   [   SS   T   [vP  tSS isC  

true  ]]] ??

(21) (14) T
C T

(18) 
[uCase] [u ] T

{SS, TP} agreement
(8) (9)

2
2

agreement
(21) {SS, TP} matching

agreement

(21) 

(22) 

(22) [   C   [   SS Top][uOp]  T uTop]uTop]C  uTouTouTouTouTouTouTouTuToTuTouTouToTouToTooTouTooouTou oou opppppppppppppppppppppppppp]]]]]]]]]]]]]]]

[vP  tSS is true  ]]] Top, Top>

(22) T
(16) [uTop] C T

[Top] [uOp] (8) 
[Top] T

[uTop] [uOp] T
[uTop]

{SS, TP} agreement
<Top, Top>

(22) 

CP

(22) 

(21) 
{SS, TP} agreement

CP

(22) TP
A

(23a) 
ECM

(23b) 

(23) a. * I believe that John won the first prize
to be true. (=(5a))

b. [   v*   [   SS Top][uOp]  R*  
[   tSS Tinf  be true  ]]] = ??

ECM R

v* R [u ]
v* C

Force
[uF] C

v*
v* [uTop]

[uTop] R
[Top] [uOp]

{SS, RP}
agreement 8

174



(23a) 

Wh
(24b) 

(24) a. * To whom is that John won the first
prize well-known? (=(5b))

b. [ wh[Q][uOp] C [uQ] [   SS Top][uOp]C [u

T   [vP  tSS true  ]]] ??

(12a, b)
CP C [uF]

[uQ] [uTop]
(24a) wh

C [uF] [uQ] [Q] [uOp]
wh agreement

9 [uF]
[uQ] [uTop] T

[Top] [uOp]
{SS, TP}

agreement

(24a) 

5.

VMH

{SS, TP} agreement

*

Stephen Howe

1 CP
DP 2

sentential subject
SS

2 Lohndal (2014) (5a, b) 

Lohndal (2014:320)

(5a, b) 
Delahunty (1983) Davies and Dubinsky 
(2009)
3

Stowell (1981) Takahashi (2010)
CP

4

Chomsky (2014:10, fn. 14) (2b) 
(valued)

(unvalued) 
5 CP Wh

(6b) 

6 (16) [uF] T
[uF] C

Wh
[uQ] T

[uQ]
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[uQ] C

7 (18) 

[uCase]

( )
que

certain insist
of de

(19a, b)

[uCase]
8 (23b) [Top] [uOp]

(23b) {SS, RP}
agreement

[uOp]

(24b) 
9

C [uQ]
(24b) 

C [uF] [uQ]
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Translanguaging in a Group Discussion in 
a CLIL Classroom at a Japanese 

University: A Time-aligned Corpus 
Analysis*

Keiko Tsuchiya
Tokai University
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CLIL in higher education, English as a Lingua 

Franca (ELF), time-aligned corpus

1. Introduction
Translanguaging is an emergent concept in

bi/multilingualism and language education, 
which refers to ‘both the complex language 

practices of plurilingual individuals and 
communities, as well as the pedagogical 
approaches that use those complex practices’ 

(Garcia and Wei 2014:20). The notion of 
languaging is the basis of the theory of 
translanguaging as seen in the term, which 
places an emphasis on ‘the agency of speakers in 

an ongoing process of interactive 
meaning-making’ (ibid: 9). 

This study focuses on the use of 
translanguaging in a group discussion in a 
Content and Language Integrated Learning 
(CLIL) classroom at a Japanese university. CLIL 
is ‘a dual-focused educational approach in which 
an additional language is used for the learning 
and teaching of both content and language’ 

(Mehisto, Marsh and Frigols 2008:9)1. This 
study examines a student group discussion in an 

elective introductory class of intercultural 
communication for undergraduate students, 
which was taught in English as a medium of 
instruction.

There were three Japanese students and one 
Arabic student in the group discussion, where 
both English and Japanese were used. Thus, 
English they used can be English as a Lingua 
Franca (ELF), which is defined as ‘any use of 

English among speakers of different languages 
for whom English is the communicative medium 
or choice’ (Seidlhofer 2011:7). ELF is 
‘contingent’ in its nature and the norms of 

discourse (i.e. language choice) are not 
pre-determined (Jenkins 2014: 36). In the 
traditional English as a Foreign Language (EFL) 
framework, code-switching from English to a 
first language (L1) has been marked as ‘error 

resulting from gap in knowledge’, while, in the 

paradigm of ELF, code-switching is seen as 
‘bilingual resource’ (Jenkins 2014:26), which 
chimes with the concept of translanguaging. 

Translanguaging is distinguished itself from 
code-switching since it refers ‘not simply to a 

shift or shuttle between two languages, but to the 
speakers’ construction and use of original and 

complex interrelated discursive practices that 
cannot be easily assigned to one or another 
traditional definition of a language, but that 
make up the speakers’ complete language 
repertoire’ (Garcia and Wei 2014: 22). I take the 

definition in Garcia and Wei (2014) and use the 
term translanguaging to describe the complex 
discursive practices interlocutors co-construct in 
situ with more than one language.

Why (function) and how (process) the 
participants use translanguaging is my central 
interest here. In terms of the first research 
question, Tsuchiya (2014) identified four 
functions in translanguaging, from Japanese to 
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ELF in particular: (1) addressee specification, 
(2) assertion, (3) clarification and (4) appealing
for linguistic assistance, based on the 
categorisations in Gumperz (1982) and 
Klimpfinger (2007). Tsuchiya (2014) also 
indicates that the participants tended to use ELF 
in transactional talk while Japanese was used in 
interactional talk (Brown and Yule 1983). This 
study, thus, focuses on the second research 
principle, the process (how it happens), in 
relation to turn-taking structure (Tsuchiya 2013),
the use of response tokens (Gardner 2002; 
O'Keeffe, McCarthy and Carter 2007) and 
meta-language (Storch and Wigglesworth 2003).

2. Data and Method
A forty-minute-long group discussion was

audio-recorded, however, only the first 
ten-minutes of the data was analysed in this 
preliminary study, using both a quantitative 
corpus-based analysis and a qualitative 
conversation analytic approach. The data was 
recorded in a CLIL classroom at a university in 
Japan. The class was an introductory course of 
intercultural communication, which was one of 
the elective courses at the university and open to 
all the students in any departments. Fifty-two 
students were enrolled in the class, including six 
international students. Although the medium of 
language in the class was English, the students 
used both English and their mother tongues in 
group discussions.

In the discussion data, three Japanese 
students (Daiki, Haru and Mari) and a Saudi 
Arabian student (Omar) were working on an 
assignment project (see Table 1, name 
anonymised). For the assignment, they were 
producing a short film in group to describe 
misunderstandings in intercultural settings. They 
developed the scenario of the film and acted in 

English in the film for the assignment. 

Table 1: Participants
Name 
(M/F)

Nationality School Year CEFR English 
speaking 
countries

Daiki 
(M) 

Japan Aviation 4 B2 US 
(1 year), 
Canada 
(1 year)
Thailand 
(3 years)

Omar 
(M)

Saudi 
Arabia

International 
Studies

2 B1 US 
(2 mons)

Haru 
(F)

Japan International 
Studies

2 A2 Canada 
(2 mons)

Mari 
(F)

Japan International 
Studies

2 A2

Their levels of English vary from A2 to B2. 
Daiki spent several years in different English 
speaking countries and Omar and Haru 
experienced two-month study abroad
programmes, while Mari did not have any 
experience of staying in an English-speaking 
country.

The audio-recorded group discussion was 
transcribed and time-stamped with an annotation 
software tool, Transana (Fassnacht and Woods 
2002). Transcription conventions in the 
Cambridge and Nottingham Corpus of Discourse 
in English  (CANCODE) (Adolphs 2006) were 
applied to the transcription. Time-aligned 
transcript of the conversation data was analysed 
using the methodology developed in Tsuchiya 
(2013). The numbers of words in the 
participants’ utterances and the time lengths of 

their speaker turns both in Japanese and in ELF 
were measured by using the time-aligned corpus 
to obtain the overview of the interaction.

For the analysis, I distinguished speaker 
turns from backchannel turns. When a 
participant takes the floor of a conversation, s/he 
has a speaker turn, and while listening to a 
speaker, s/he has a backchannel turn. To make it 
simple, I take any utterance with more than or 
equal to three words in English (three morae in 
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Japanese) as a speaker turn. Any utterance fewer 
than three words is classified as a backchannel 
turn. I annotated turn-transition point (TTP) in 
the transcription, which differs from a 
transition-relevance place (TRP): a TRP is a 
possible place for turn transition (Sacks, 
Schegloff and Jefferson 1974), whereas a TTP is 
a point where actual turn exchanges occur. Then, 
I added leadtime of each participant’s utterance, 

which is incremented while s/he is in speaker 
status and decreased while in listener status. The 
leadtime was applied to measure the time 
lengths of their speaker/backchannel turns (see 
Figure 1): 

Figure 1: Leadtime

Seven types of turn-structural episodes, 
which are categorises of turn-taking patterns, 
were also annotated to the transcription (see 
Table 2). 

Table 2: Turn-structural episodes

(Adapted from: Tsuchiya 2013, p.100; Ohama 
2006)

3. Results
In the first ten-minute of the discussion, the 

two male students spoke more than the female 
students, and the use of ELF were mostly seen in 
the interaction between the two male students, 
although Japanese was dominantly used in most 
of the time. Omar spoke for about four minutes 
in total which includes 46 seconds in ELF in 
total, and Daiki was in speaker status for about 
two and half minutes which includes 59 seconds 
in ELF in total. Mari and Haru, however, were in 
speaker status for only about one minute in total 
in Japanese except a few words in ELF in Haru 
(see Table 3). The detail investigation was 
conducted to reveal the discursive practices of 
translanguaging from Japanese to ELF, which 
Daiki and Omar employed here.

As shown in Table 4, Omar has more turns 
(97 in total, 16 of which are occurrences of floor 
taking in ELF) than Daiki (57 in total and 12 in 
ELF). Both frequently used Episode 1 (floor 
taking after the previous speaker’s turn closing), 

Episode 2 (cut-in before the previous speaker’s 

closing) and Episode 5 (floor taking after the 
previous speaker’s turn-giving). Omar used 
Episode 1 most (nine times) when he took the 
floor in ELF while Daiki took the floor in ELF 
most with Episode 5 (eight times), which 
indicates the turn-taking patterns where Omar 
initiated translanguaging from Japanese to ELF 
and Daiki co-constructed the practice, 
responding Omar in ELF. The two female 
students also frequently used Episodes 1, 2 and 5, 
however, mostly in Japanese, except only two 
occurrences in ELF in Haru.

Episode 1

Episode 2

Episode 3

Episode 4

Episode 5

Episode 6

Episode 7

Current speaker’s turn closing � Next speaker’s 
turn-taking 
Current speaker ’s turn keeping � Next speaker ’s 
cut-in 
Current speaker ’s turn closing � (Pause) �
Current speaker’s turn retaining 
Current speaker ’s turn closing � (Pause) � Next 
speaker ’s final turn-taking 
Current speaker ’s turn giving � Next speaker ’s 
turn-taking
Current speaker ’s turn giving � (Pause) � Current 
speaker ’s turn retaining 
Current speaker ’s turn giving � (Pause) � Next 
speaker ’s final turn-taking 

Listener
Turn Transition Point

Speaker

mm yeah

0

leadtime
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Through the qualitative analysis, two 
practices which lead translanguaging in the 
discussion were identified: (1) the use of English 
response tokens, and (2) the use of 
meta-language, before the floor-taking in ELF. 
Extract 1 is one of such examples where English 
response tokens were observed before 
floor-taking in ELF. In Extract 1, Daiki was 
setting up a video camera and Haru and Omar 
were asking whether he got a right angle. In the 
first few lines, Haru and Daiki talked in 
Japanese. However, Omar uttered an English 
response token yeah in line 4 before he took the 
floor in ELF in line 5. After Omar’s 

translanguaging to ELF in line 5, Daiki 
responded to Omar in ELF in line 6, by which he 
seemed to co-construct a translanguaging space
where the use of ELF was also the norm.

Extract 1 (at 00:00:52)3

1 Haru
2 Daiki
3 Haru
4 → Omar yeah
5 → Omar Can you see?
6 Daiki Yeah. Like front row 
7 er through=

Another discursive practice before 
floor-taking in ELF is the use of meta-language. 
In Extract 2, they were discussing who filmed 
for them. In line 1, Omar tried to ask who was 
going to film in Japanese first, but he could 
conjugate the verb ‘ (film)’ in Japanese 

properly and sought for assistance, uttering a 
meta-language ‘ ? (how can I say?)’, 

which was followed by an ELF equivalent 
‘someone= someone must take for us’ in line 2 
as nobody offered help in Japanese. Daiki started 
responding to Omar’s statement first in Japanese 

‘ =’, which was overlapped with 

Omar’s previous turn. Then Daiki immediately 

changed to ELF, uttering yeah in line 4, and 
answered Omar, switching to ELF in line 6.

Extract 2 (at 00:03:05) 3

1  � Omar =
= ?

(okay, who films= can film= 
how can I say?)

2  � Omar [someone=] someone must
take for us 

3 Daiki [ =]
(So if=)

4 Daiki [yeah] 
5 Omar [video]
6  � Daiki so if we are recording 
7 the eleventh then she 
8 can do it <$G?>.

Although two female students tended not to 
respond in ELF, and stayed in Japanese 
interaction, translanguaging seemed not to be 
marked by them in the discussion.

4. Concluding Remarks
Two practices, the use of English response 

tokens and meta-language, were observed before 
translanguaging from Japanese to ELF in the 
discussion. Thus, the bi/multilingual speakers 
strategically negotiated the discursive norms 
(language choice), and simultaneously 
constructed their linguistic repertoire, 
co-constructing a translanguaging space by
using response tokens and meta-language. 

This study also shed light on the potential of 
the integrated research methodology of a 
quantitative corpus-driven approach and 
qualitative discourse/conversation analytic 
approaches. 
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NOTES
1 Additional language here refers to languages 
such as foreign language, second language, 
heritage language and community language 
(Coyle, Hood and Marsh 2010:2)
2 The numbers of floor-taking in ELF are shown 
in brackets.
3 Overlapped utterances are marked with square 
brackets. The symbol ‘=’ indicates unfinished 
sentences and <$G?> unintelligible speech.
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forgive

Why Can Forgive Appear in Ditransitive 
Constructions?  

Soyoka Tsuji  
Osaka City University  

virtual benefit 

0.

forgive

NP0(X) Verb NP1(Y) 
NP2(Z)

X causes Y to receive Z (Goldberg 
1995)  

(1) He gave them money.
(2) She sent him a letter.

Z(money, a letter) Y
forgive

Z (sins, debt) Y

(3) God forgives us our sins.
(4) I forgave him his debt.

forgive Y

forgive

1.
1.1. Goldberg (1995)

Goldberg (1995) forgive

forgive

BNC 83 Wordbanks
88 forgive

Goldberg forgive
to give or grant

(
) forgive

(Colleman and De Clerck 
2008 ) 

1.2. Colleman and De Clerck (2008, 2011) 
Colleman and De Clerck forgive

  a metaphorical extension from material to 
abstract transfers 

  a shift in direction from a transfer towards 
the indirect object to a transfer away from 
the indirect object 

forgive (forgiveness)
( ( ))

(burden)
(
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$50 

( ))

forgive

(5)

(5) I took him a book.

Colleman and De Clerck forgive

Y

(6) *  She relieved him his anxiety.
(She relieved him of his anxiety.)

(7) *  She unburdened herself her immediate
thought.
(She unburdened herself of her immediate 
thought.) 

forgive

2. forgive
2.1.  (2012)

(2012)  

(8) a. That will save me a lot of trouble.
( save) 

b. That will save me fifty dollars.
( save)

c. Please save me a seat.
( save)

(8a, b) X Y Z

save
50 50

50

save 

Y

save
save

save

(9) X saves Y Z.
=  X causes Y to avoid payment of Z.

  Y comes to have a profit equal to Z.

Z Z
Z Y

0 
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0 

2.2. virtual benefit 
 (2012) save

forgive

forgive

(2
[ ] )  

BNC sin [15], anything [7], trespass [6], 
everything [5], debt [4], thing [3], fighting 
[2], enthusiasm [2], lapse [2], all [2] 

Wordbanks sin [8], defeat [4], thing [4], run [4], 
fault [3], anything [2], debt [2],name [2], lot 
[2], this [2], sense [2] 

sin
forgive
sin  

sin

(Mar.2:7)

(Rev.21:8) forgive someone his sin

save Z
sin

Y
 

 
forgive Y his sin 

 (2012)
save

save forgive
virtual 

benefit  

2.3. sin  
forgive sin virtual 

benefit sin

sin  
sin  

(10) Give us this day our daily bread and
forgive us our trespasses as we forgive
those who trespass against us. (BNC)

sin
forgive forgive

virtual benefit

forgive

virtual benefit  
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(11) 
a.  Forgive us our debts as we also forgive

those that are indebted to us. (BNC)
b. If you forgive me my fault ll forgive you

yours.  (WordBanks)
c. He can be forgiven his last three defeats -

he was unsuited by the stiff track at
t stay six

furlongs on his two previous outings.
(Wordbanks)

(11a) X
(11b, c) X

virtual benefit

Y

virtual benefit
forgive  

(12) 
a. But nutrition ace Margot Brennan reckons

the star can be forgiven the bacon and eggs
in the light of his healthy, organic,
wheat-free choices the rest of the day.    
(WordBanks)

b. Miss Frost, forgive me my question m
intensely interested in Irish boarding houses.    
(WordBanks)

Y

(12a) the bacon and eggs

virtual benefit  

(12b)  Forgive me my ~

virtual benefit  
forgive

Y virtual benefit

2.4. forgive  
forgive

(13) X forgives Y Z.
= X causes Y to avoid punishment for Z(sin).

 Y comes to have gain.

forgive sin

Goldberg (1995) (14b)

goof

(14) a. She forgave him his sins.
b.?* She forgave him his goof.

3.
forgive
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virtual 
benefit

Colleman, Timothy and Bernard De Clerck 
(2008) Accounting for Ditransitives with 
Envy and Forgive  Functions of Language 
15, 187-215. 

Colleman, Timothy and Bernard De Clerck 
(2011) Constructional Semantics on the 
Move: on Semantic Specialization in the 
English Double Object Construction  
Cognitive Linguistics 22, 183-209. 

Goldberg, Adelle E. (1995) Constructions: A 
Construction Grammar Approach to 
Argument Structure, Chicago, University of 
Chicago Press.  

 (2012) 
, 

. 

BNC: British National Corpus. 
(http://bnc.jkn21.com/) 

Wordbanks. (http://wordbanks.jkn21.com/) 
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A New Approach to the Mystery of the 
Factivity in Root Transformations * 

 

Maiko Yamaguchi 
Osaka University (graduate student) 

Keywords DoC, double phase context, C-head 
koto, C-head to 

1. Introduction 
 The aim of this paper is to provide a 
possible explanation for the unresolved issues in 
Yamaguchi (2015b) and the problems in using 
correlation approaches (previous researchers’ 
accounts) in embedded Root Transformations 
(RTs) in Japanese.  

It has been frequently argued that there is a 
correlation between the factivity of the 
embedded clause and the availability of RTs in 
English. It is a well-known fact that RTs, in 
particular, are disallowed in the complement 
clause of the factive predicate (1a). However, 
this correlation may not necessarily be sufficient, 
as is evident from (1b).1  
 
(1)  a. * I regret the fact that each part he had to  
  examine carefully. 
   (Hooper and Thompson (1973: 479)) 
   b. */okJohn regrets that this book, Mary read.   
 � � �            (Maki et al. (1999: 3)) 
 

Previous researchers maintain that, in 
Japanese, there is a correlation between the 
factivity of the embedded clause and the 
selection of the C-head with respect to the 
availability of embedded RTs. Yamaguchi 

(2015b) argues that this correlation may not 
always hold.  

In this paper, I argue that the combination 
of a syntactic Double o Constraint (DoC; 
Hiraiwa 2010) and “the ban on extraction out of 
nominal complements,” or “the ban on 
extraction from double-phase contexts 
(configurations)” (Bošković 2014a,b; 2015a,b) 
can provide a possible solution for the issues I 
brought up in my previous works (Yamaguchi 
2015a,b,c). 

 
2. Fundamentals 

In Yamaguchi (2015a), I consider a 
Raising-to-Object (RtO) construction as an 
example of an RT, in that it involves 
Topicalization at the very beginning of the 
derivation before reaching its landing site in the 
matrix clause. Throughout this paper, I will 
consider RtO as a case of RT. 

Let us start with the terms and their 
theoretical backgrounds. I start with an 
explanation of RtO.  
 
(2)  RtO  

 a. * John-ga[Bill-ga orokanimo tensai-da 
John-Nom[Bill-Nom stupidly genius-Cop 
-to]    omot-teiru             
 C  think-Prog        

 ‘Stupidly, John thinks that Bill is a genius.’ 
 b.  John-ga  Bill-oi orokanimo[� ti�  
   John-Nom Bill-Acci  stupidly [ ti 
   tensai-da - to]   omot-teiru.      

    genius-Cop-C]   think-Prog      
 ‘John thinks of Bill stupidly as a genius.’   
 � � (adapted from Tanaka 2002: 637-638) 

 c. * [ti baka-da-to]j  John-ga  Bill-oi  tj   
   [ti fool-Cop-C]j  John-Nom Bill-Acci tj 
   omot-teiru.� � � �  
       think-Prog  
   ‘[ti as a fool]j, John thinks of Billi tj.’  
� � � � � (adapted from Tanaka (2002: 639)) 
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(2b) is a typical RtO construction. Elements that 
undergo raising to the matrix clause are 
accusative-marked. Here, Bill-o has been raised. 
Comparing (2a) and (2b), we learn that Bill-NOM 
is inside the embedded clause, since the 
interjection of the high-adverb “stupidly” is 
ungrammatical. The interjection of the same 
adverb is appropriate in (2b).  (2c) is a 
supporting evidence for the movement analysis 
of RtO. This RtO construction is ill-formed due 
to its violation of the proper binding condition. 
 
2.1 Essential Notions of the Correlation 
Approaches and Associated Problems 

Now, we will look at the essential notions 
from the correlation analyses. As a starter, let us 
look at (3). Miyagawa (2011) made a 
classification on C-heads based on the verbal 
classification of Hooper and Thompsons (1973).  
 
(3) Miyagwa’s (2011) Classification on C-head 
   Non-factive:                                                
 Class A: say, report, claim… (to/koto)    
 Class B: suppose, believe, think… (to/koto) 
 Class C: be(un)likely, be(im)possible …(koto)   
 Factive:  
 Class D: resent, regret, besurprised … (koto)  
 Semi-Factive: 
 Class E: realize, see, find out,… (to/koto) 
 (adapted from Miyagawa (2011: 19), and  
 Hooper and Thompsons (1973: 473-474)) 

 
According to Miyagawa (2011), 

Topicalization in the embedded clause is 
possible under Class A, B, and E verbs and 
impossible under Class D (factive) verbs. I will 
describe two other correlation approaches that 
can be disproved based on the issues that I point 
out in them. One is a correlation between 
C-head selection and factivity (Miyagawa 2011; 
Kuno 1973), as in (4). The other is a correlation 
between the factive operator movement and the 
factivity in the embedded CP (Jiménez-�  

Fernández and Miyagawa 2014), as in (5). 
 
(4)  Miyagawa (2011) and Kuno (1973): C-head 

koto takes presupposed complement; 
C-head to takes non-presupposed 
complement. 

(5)  Jiménez-Fernández &Miyagawa (2014): 
Factive Operator movement which 
necessarily occurs in the presupposed 
complement disallows RT. 

 
Keeping the above-mentioned correlations 

in mind, let us observe (6); this case involves a 
typical factive verb, “regret,” for the matrix 
predicate.  

 
(6)  John-wa   [sonotoki-no  zibun-no  
  John-TOP    that time-GEN  self-GEN 
  koudou-ga  amarini-mo  keisotu  
 actions-NOM  altogether-too  frivolous 
 dat-ta] to/koto-o koukai-site-iru. 
 COP-PAST COMP -ACC regret-do 

  ‘John regrets the actions of himself at 
that time to have been altogether too 
frivolous.’ (non-raised version)  

   (adapted from Horn (2008:106)) 
 
We immediately notice that the complement can 
take both the C-heads koto and to, in 
contradiction to Miyagawa (2011). 

Regarding the latter correlation approaches, 
let us look at the examples consisting of a Class 
E verb, “find out/spot,” for a matrix predicate. 
 
(7)   John-wa  [ Hanako-ga/-o  
  John-TOP  Hanako-NOM/ACC 
  Amerikazin-da]  to minuita. 
  American-COP  C (found out) 
 John spotted that Hanako was an American.  
(7)’  # Actually, Hanako was a Japanese.  
   (Complement CP has factivity) 
(8)   John-wa [ Hanako-ga/*o   
  John-TOP  Hanako-NOM/ACC 
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  Amerikazin-dearu] koto-o minuita.  
  American-COP     C -ACC (found out)  
 John spotted that Hanako was an American.  
(8)’ #Actually, Hanako was a Japanese.  

(Complement CP has factivity) 
 
In (7), the embedded clause is selected by the 
C-head to; in (8), it is selected by the C-head 
koto. Both (7)’ and (8)’ serve to measure the 
presence or absence of the presupposition in the 
embedded clauses in (7) and (8), respectively. 
The pound signs on (7)’ and (8)’ indicate that 
the complement clauses are presuppositional in  
both the C-heads koto and to. Therefore, (7) is 
problematic as per Kuno and Miyagawa in that 
the correlation they put forth is not valid here. In 
terms of the factive operator analysis, (7) is also 
problematic in that the embedded factive CP 
sanctions RT in (7).  

However, at this point, the factive CP 
selected by the C-head koto in (8) is puzzling. 
From (7), we learned that the factive CP allows 
RT. Then why is it not possible for (8) to obtain 
the same grammaticality? To resolve this issue, I 
apply Hiraiwa’s syntactic DoC, given in (9).  
 
(9) A Phase Theory of the DoC (The final  
 version): Multiple identical occurrences of  
 the structural accusative Case value cannot  
 be morpho-phonologically realized within a 
  single Spell-Out domain at Transfer. 
                     (Hiraiwa (2010:753)) 
 
Thus, (8) is derivationally allowed, but it is 
independently filtered out by the strong DoC. 
The structure is shown in (10).  
 
(10) 

  
 
 
 
 

Along with DoC, (10) is inappropriate because 
the accusative-marked elements are located in 
the same Spell-Out domain; this approach seems 
to be on the right track. 
 Indeed, the salvation strategies applied on 
DoC-violation cases in Hiraiwa served to 
improve the grammaticality of the 
ungrammatical sentence (8) to make it 
completely grammatical, consistently, as in (11) 
-(13).  
 
Salvation Strategies Applied on the Problematic 
Example (8) (c.f. Hiraiwa 2010)                           
(11) Scrambling  
  Hanako-oi   John-wa [ ti 

  Hanako-ACC  John-TOP 

  Amerikazin-dearu koto]-o   minuita. 
   American-COP    C   - ACC� spotted. 
   John found out that Hanako was an  
   American. 
(12)Accusative case suppression by the focus 

sensitive particles 
    John-wa Hanako-o   
   John-TOP   Hanako-ACC 
     Amerikazin-dearu  koto-sae/mo minuita.  
   American –COP    C-even/too  spotted 
 John even found out that Hanako was an  
 American 

(13) It cleft 
       John-ga Amerikazin-dearu koto-o   
   John-NOM  American-COP    C-ACC 
   minuita-no-wa  Hanako-o    desu. 
       spotted-C-TOP    Hanako-ACC   COP 

 It is Hanako that John found out that (the 
  person) was an American 
 
3. Remaining Issue from my Previous 
Account: Class D verb 
  We have hereto observed that an RtO 
construction with the C-head koto version of a 
Class E predicate can be handled using DoC. 
However, this cannot be directly extended to an 
RtO construction with the C-head koto version 

)))
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of a Class D predicate, as in (14); this is because 
a Class D predicate resists the grammatical 
upgrades when we apply salvation strategies on 
the DoC-violation cases.2  
 
(14)  John-wa  sonotoki-no zibun-no 
   John-top  that time-gen self-gen 
   koudoui-o [ti amarini-mo  keisotu   
   actions-acc  altogether-too  frivolous  
   dat-ta]to/*koto-o  koukai-site-iru  
   cop-past C-acc regret-do (RtO) 
   John regrets the actions of himself at that  
 time to have been altogether too frivolous.  

(adapted from Horn (2008:106)) 
 
We need to, therefore, provide a satisfactory 
explanation for this state of affairs without using 
correlation approaches. To do this, I claim that a 
strong constraint, similar to the Complex NP 
Constraint (CNPC), is operative in this case. 
 
4. Proposal  
  I assume that the solution to the problem 
would be something like the ‘Ban on extraction 
out of the complement of the nominal head’ 
proposed in Bošković (2014). I have adopted 
key notions from Bošković’s works in (2014) 
and (2015). 
  The relevant points are listed as in (15). The 
underlined parts are particularly crucial to my 
analysis. 
 
(15) Adopted Relevant Notions from Bošković 

(2014b),(2015a,b): 
- Every lexical phrase as well as functional 

phrase is a phase.  
- “the highest projection in the thematic 

domain of every lexical head and the 
highest projection in the non-thematic/ 
functional domain function as phases”              

(Bošković (2015a:4)                              �  
- NP, AP, PP, are also Phases  
- NP is a phase for the moving element if the 

moving element is not theta-marked by the 
NP. 

- Spec of NP is not given a theta-marking. 
- Double phase context: Nothing within the 

YP is accessible from the XP. Extraction 
is impossible. 

- (16) [XP=Phase [YP=Phase]]  (Bošković (2015a:4)              
- Phase collapsing: Head movements can 

void phase-hood. 
 
Unlike most popular approaches that consider 
only vP and CP as phases, Bošković adopts a 
contextual view of phases in which he includes 
NP, AP, and PP as well. The highest projections 
in the thematic domain and in the functional 
domain can also be counted as phases. The other 
crucial term to consider is “double-phase 
context,” which is seen in (16). If a structure like 
(16) obtains, nothing can be extracted out of it. 
Fortunately, this imperviousness can be 
overcome by “phase collapsing.” When a head 
movement takes place in this structure, namely, 
fromY-to-X, Bošković maintains that the 
arguments can be extracted. 
 
4.1 A New Approach to the Problems 
  It is now appropriate to introduce my claim 
consisting of two points. 
 
(17) My Claims: 
- N is introduced on top of C, when C-head 

koto is used. 
- Phase collapsing presented in Bošković 

(2015a) is operaive in Japanese as well. 
 

First, I assume that N is introduced on top of C 
when the C-head koto is used for embedding. 
Second, I argue that phase collapsing happens in 
Japanese; also, if the first claim is right, I can 
provide supporting evidence for the second 
claim, that is, phase collapsing in Japanese. 
  The first claim is supported by the 
following claims in Boffemmeyer (2013), as in 
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(18). 
 
(18) Boffemmeyer (2013): 

- Complement clause of koto is a special 
case of Externally Headed Relative 
Clauses. 

- koto has lexical property and koto is a 
lexical noun 

 
From (18), we see that complement clauses 
behave as nouns and they have nominal 
property.  
  Let us observe the actual examples.  
 
(19)  Case-marking 
   Sono koto o    wasureta               
       that fact ACC  forget-PST 
   I forgot about that. (lit. I forgot that fact.)                                                           
  � � � � � � � (Boffenmeyer (2013: 127)) 
 (20)  ‘it’ substitution   
   Yui-wa  Yuuki-ga  uwakina 
   Yui-TOP  Yuuki-NOM  capricious 
     seekaku-dearu koto-o minuiteiru.  
       disposition-is  C-ACC discerned.       
       friends-TOO  it-ACC discerned. 
       tomodati-tati-mo sore-o  minuiteiru. 
    ‘Yui discerned that Yuuki has a capricious 
   disposition. Her friends discerned it, too.’                    
    (adapted from Abe (2009:75-76(2))) 
 
In (19), we see that case-marking is possible 
with the C-head koto; incidentally, case-marking 
is impossible with the C-head to. The second 
instance demonstrates that the complement CP 
can be substituted by it, as in (20); from this, it is 
clear that the complement CP selected by the 
C-head koto has a nominal property. 
  The final case (21) is potential supporting 
evidence for my second claim. Due to the space 
limitations, I have omitted examples. 
 
(21) Bošković (2014b) and (2015a) present 

cases of phase collapsing in English (C-to-P), 

(P-to-N), in Galician (D-to-V), and in 
Setswana (N-to-D) 

 
As long as Bošković is right, as seen in (21), 
head movement between a functional head and a 
lexical head is possible cross-linguistically. 
Therefore, it may not be farfetched to assume 
that there is a similar option in Japanese. 
  Now that we have covered the core of my 
proposal, let us apply my ideas to the concerned 
problematic example.  
First, if my claim is applied to the problematic 
example of the RtO construction with a Class D 
predicate like (14), we obtain a structure like 
(22). 
 
(22) 
� � � � � � � � � � NP 

 

�  N 

         [� ………….] Ckoto 

  *RtO 

 
Since what we get is a double-phase structure, 
consisting of a CP and an NP, the RtO 
construction is derivationally disallowed. 
  In contrast, in non-problematic cases, such 
as the complement clause of the C-head to 
versions, we posit a structure like (23).  
 
 
(23) 
� � � � � � � � � � VP 
    

�  RtO V(non-phase head) 

      �  [………….] � Cto 

 
 
Since V is not a phase head, RtO can be applied 
to this structure felicitously. 
  As for the koto CP of the Class E predicate 
version, we will assume a story as (24).  

CP 

CP 
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(24) 
� � � � � � � � � � NP  

 

�  RtO N 

      �  [………….]   Ckoto 

 
 
Remember that the salvation strategies for the 
Class E predicate types with the C-head koto 
clause upgraded the sentence, but the same 
strategies could not improve the Class D 
predicate versions of it. This is because of phase 
collapsing that occurs in Class E koto clauses. 
This head movement essentially allows an RtO 
construction, yet it is independently filtered out 
by the syntactic DoC at a later stage.  
  Since the Class D predicate version could 
not be improved upon by the salvation strategies, 
its ungrammaticality should be attributed to the 
very first stage of the derivation. Thus, an RtO 
construction is disallowed in this case, mainly 
due to its double-phase context.  
  However, note that there were some 
informants who sensed grammatical upgrades 
with the Class D predicate version as well. I 
assume that this type of individual fluctuation in 
grammaticality can be handled using (24).3  
  Before I conclude, I would like to 
recapitulate my hybrid proposal consisting of 
DoC and phase collapsing of the double-phase 
context. This approach can provide an 
explanation for the ungrammaticality of RtO 
constructions with the C-head koto. 
  The C-head koto version of an RtO 
construction is ill-formed with both types of 
predicates. They share a double-phase context; 
therefore, an RtO construction is derivationally 
impossible. However, a C-to-N movement 
occurs within the Class E predicate. This C-to-N 
movement sanctions the RtO construction 
derivationally, but the ultimate output is 
eventually filtered out as ungrammatical by the  
DoC.  

  It is much simpler to explain the 
grammatical version of an RtO construction with 
the C-head to. Both the Class D and Class E 
verbs do not constitute a double-phase context in 
the first place; thus, there is no room for phase 
collapsing. Since the C-head to is not 
accusative-marked, the DoC does not apply to 
the output either; therefore, the final output is a 
grammatical sentence. 
 
5. Concluding Remarks 
  This paper tackled the unresolved issues of 
correlation approaches and the problems with 
my previous approach. The hybrid approach 
discussed here, comprising the DoC and phase 
collapsing of the double-phase context, 
successfully explain problematic RtO 
constructions of the C-head koto version of both 
Class E and Class D predicates. Subsequently, 
acceptability fluctuations among individuals 
could be explained based on the presence or 
absence of phase collapsing. 
  Understanding why the Class E predicate 
allows C-to-N movement while the Class D 
predicate tends to reject it, is a task I must 
undertake in a future study.  
 

* This paper is based on a presentation I made at  
Kansai Gaidai University. I would like to thank 
the anonymous reviewers and the chair of my 
presentation for their invaluable comments and 
suggestions. 

NOTES 
1 According to Maki et al. (1999), it has been 
reported that, in some dialects in English, RT is 
allowed in the complement of the factive 
predicate as in (1b). 
2 Incidentally, there are some informants who 
perceived similar grammaticality upgrades in the 
Class D versions. 
3 Though the reason is unclear, somehow, among 
these informants, Class D and Class E predicate 

CP 
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versions seem to behave in a similar fashion. 
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On Nominal Depictive Predicates: 
A View from Agreement* 
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Reverse Agree 

1. Introduction
This paper focuses on the syntax of nominal

depictive predicate (NDP) constructions. Given 
below in (1) is an example of this construction.1 

(1) John arrived at the station [DP a happy man].

It is assumed in the literature (Asada 2013) that 
NDPs are compatible only with unaccusative 
verbs. However, the results of my informant 
tests reveal that NDPs are also compatible with 
transitive verbs and an unergative verbs. See (2). 

(2) a. John submitted the book [DP a happy man ].
b. John ran to the station [DP a happy man ].

Interestingly, only subject-oriented NDPs are 
acceptable. As shown in (3), objects of verbs 
and of prepositions cannot be predicated of by 
NDPs.  

(3) a.*John submitted the book [DP a big mess].
b.*John ran to the station [DP a big mess].

In this paper, I will present a theoretical account 
of NDPs, and propose that depictive predicates 
are headed by a functional head that carries an 
uninterpretable feature as its complement. As for 
Agreement, I assume Reverse Agree (Zeijlstra 
2012). If my proposal is correct, it will serve as 
one argument in favor of Reverse Agree.  
   This paper is organized as follows. In section 
2, I will show some data on NDPs. Section 3 
presents my proposal and analysis, and section 4 
provides the prediction of my proposal. Finally, 
section 5 concludes the paper. 

2. Data
 In this section, we observe data on NDPs and

see their restrictions NDPs have, beginning with
position. The examples in (4) show that NDPs
do not have to be pied-piped with a vP,
suggesting that they either are adjoined to a vP,
or to a projection higher than vP, namely to TP.

(4) a. [vP Submitted the book [DP a happy man]]
John did. 

b. [vP Submitted the book] John did [DP a
happy man].

Second, whether or not they are subject-oriented 
or object-oriented, NDPs are incompatible with 
stative verbs. Observe (5). 

(5) a.*John knows Mary [DP a happy man].
b.*John knows Mary [DP a happy woman].

The examples in (5), which include the stative 
verb know and NDPs, are not acceptable. 
showing that special treatment should be 
provided when the verb is stative. 
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3. Proposal
Before presenting a new analysis, I give

some assumptions employed in my proposal. 

3.1. Assumptions 
   First, I assume that NDPs carry an 
uninterpretable φ-feature that has to be valued 
via Agree with their semantic subjects. One 
piece of evidence for the φ-feature is that NDPs 
are required to Agree with their semantic subject, 
as shown in (6). 

(6) a. They left Cuba anarchists / *an anarchist.
b. John left the medical school a doctor /

*doctors.
(McNulty 1988: 167) 

For Agree operation, I assume Reverse Agree 
(Zeijstra 2012), which is defined in (7) and 
schematized in (8). 

(7) Reverse Agree
α Agrees β iff:
(a) α carries at least one uninterpretable

feature and β carries a matching
interpretable feature,

(b) β c-commands α, and
(c) β is the closest goal to α.

(Zeijlstra 2012: 17) 
(8) a. The Chomskyan Agree

XP 

(cf. Chomsky 2000) 

b. Reverse Agree
XP 

The difference between the Chomskyan Agree 
and Reverse Agree is the hierarchical relation 
between a probe and a goal. Under the 
Chomskyan Agree, a probe needs to be higher 
than a goal, while Reverse Agree requires a goal 
to be higher than a probe. 

3.2. The Structure and the Analysis 
   Using the assumptions I presented in section 
in 3.1, I propose the following structure for 
NDPs. 

(9) DepP

I argue that a functional head Dep constitute a 
NDP and it takes a predicative DP as its 
complement. This phrase is adjoined to vP or TP. 
I claim that the functional head is in charge of 
the meaning of the depictive construction, which 
requires the event described by the verb to 
temporarily overlap with the event described by 
the depictive predicate. For a concrete analysis 
of the NDPs, observe (10). 

(10) a. John arrived at the station [DP a happy
man]. 

X 

Y 

YP 
[uF:_] 

[F] 

[F] 
X YP

Y 

[uF:_] 

Dep DP 
[uφ:_] 
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b. TP

c. TP

The structure in (10b) illustrates the case where 
the DepP is adjoined to vP. The matrix subject 
DP John originally merges with the 
unaccusative verb arrive, and raises to Spec, TP. 
In that position, the DP Agrees with the NDP a 
happy man, which is in DepP. As for the 
structure in (10c), the DepP is adjoined to TP. 
As in the case of (10b), the NDP is valued via 
Agree with John, which is in Spec, TP. 
   Turning to the examples in (2), repeated here 
in (11), both examples can be accounted for with 
the same analysis. 

(11) a. John submitted the book [a happy man].
b. John ran to the station [a happy man].

(12) a. vP 

b. TP

In the structure in (12a), the DepP is adjoined to 
vP, and the DP John Agrees with the NDP a 
happy man from Spec, vP. The structure in (12b) 
shows the case in which the DepP is adjoined to 
TP, and that the NDP becomes valued via Agree 
from the DP John. 
   The next issue is why the sentences with 
object-oriented NDPs are ungrammatical. The 
relevant examples are provided in (3) and 
repeated in (13) below. 

(13) a.*John submitted the book [DP a big mess].
b.*John ran to the station [DP a big mess].

I claim these examples are excluded because of 
the failure of φ-feature Agreement. Observe the 
following structure in (14). 

T 

vP DepP 

vP Johni 

Dep DP v VP 

VP PP 

arrive ti 

[uφ:  ] 

[φ] 

AGREE 

Johni TP 

TP DepP 

T vP Dep DP 

[φ] 

[uφ:_ ] 
ti 

John vP 

v VP DepP 

Dep DP 

a happy man a happy man 

a happy man 

[uφ:_ ] 

[φ] 

AGREE 

AGREE 

John TP 

T vP DepP 

Dep DP 

a happy man 
[uφ:_ ] 

[φ] 

AGREE 

197



(14) a. (=(13a)) 
            vP 
 
 
 
 
 
 
 
 
 
    b. (=(13b)) 
             vP 
 
 
 
 
 
 
 
 
 
 
 
 
 
Both of the structures in (14a) and (14b), the 
DPs the book and the station cannot c-command, 
that is, Agree with the NDPs a big mess, so that 
the φ-feature of the NDPs are left unvalued. This 
leads to the violation of the Principle of the Full 
Interpretation. 
 
(15) The Principle of the Full Interpretation 

   Every element must be legible at interfaces.               
(Chomsky 1981) 

 
   I will next consider the reason why NDPs 
are not compatible with stative verbs. Given 
below in (16) are the examples of stative verbs 

with NDPs. 
 
(16) a.*John knows Mary [DP a happy man]. 
 b.*John knows Mary [DP a happy woman]. 
 
Following Rapoport (1991), I argue that the 
failure of the license of an event argument 
results in ungrammaticality. Rapoport adopts 
Kratzer’s (1989) proposal that stage-level 
predicates (SLPs) carry an event argument, 
while individual-level predicates (ILPs) do not, 
and argue that the event argument licenses 
adjunct predicates including depictive 
predicates. 
 
(17) a.  Ayala sold the book used. 
 b.*Ayala sold the book interesting. 

 (Rapoport 1991: 168) 
 
The verb sell, an activity verb, is considered to 
be an SLP. The following example in (18) 
supports this claim. 
 
(18) a. John sold the book yesterday. (SLP) 
 b.*John knew Mary yesterday. (ILP) 
 
An SLP describes a temporal stage of its subject, 
so it is compatible with temporal adverbs like 
yesterday, as in (18a). On the other hand, an ILP 
is true throughout the existence of an individual, 
and temporal adverbs are incompatible with it, 
as in (18b). Therefore I conclude that sell carries 
an event argument. As for the depictive 
predicates in (17), used described the temporal 
state, so it is an SLP and has an event argument, 
while interesting is an ILP since it expresses a 
property of the individual. Rapoport argues that 
in adjunct constructions, both of the matrix 
verbs and the secondary predicates are required 
to carry event arguments to license the adjunct. 

John vP 

v VP DepP 

Dep DP V DP 

a big mess the book 
[uφ:_ ] [φ] 

John vP 

v VP 

Dep V PP 

DP 

the station 

to 

[φ] 

DepP 

DP 

a big mess 
[uφ:_ ] 
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Both predicates employed in (17a) carry event 
arguments, so that the adjunct predicate is 
licensed. On the other hand, the adjunct 
predicate interesting in the example in (17b) 
does not have an event argument. Therefore, the 
predicate is not licensed, and the sentence is 
excluded. Rapoport claims that NP predicates 
are always ILPs from the following examples in 
(19). 
 
(19) a.*Noa ate the meat a big piece. 
 b.*Tal sold the tuxedos rags. 
 c.*Liat read the book a best-seller. 

(ibid.) 
 
However, I claim that the examples are 
ungrammatical because the NDPs employed the 
examples are all object-oriented. I depart from 
Rapoport in that respect, and argue that NDPs 
are SLPs and carry event arguments. Turning 
back to the examples with stative verbs in (18), 
the verb know is an SLP, so it does not have an 
event argument. Therefore, the NDPs in (18) are 
not licensed, which leads to the 
ungrammaticality. One piece of evidence for this 
acount is that the sentence with a stative verb is 
acceptable if the verb is an SLP. Observe (20). 
 
(20) John sat there a happy man. 
 
The verb sit describes the temporal state of an 
individual, so that temporal adverbs can 
co-occur with it. See (21). 
 
(21) John sat on the chair yesterday. 
 
From the example in (21), we can conclude that 
the verb sit is an SLP, which carries an event 
argument. Therefore, an NDP is compatible with 
the verb, as in (20).  

   I have proposed that NDPs are headed by a 
functional projection that takes a predicative DP 
as its complement. The DP carries an 
uninterpretable φ-feature that has to be valued 
by the subject of the NDP via Agree. 
Object-oriented NDPs are not acceptable 
because the NDPs cannot be c-commanded by 
the object, and the uninterpretable φ-feature of 
the NDPs remain unvalued. As for the examples 
with stative verbs, they are excluded because the 
event argument of the NDPs needs to be 
licensed by the event argument of the matrix 
verb.  
 
4. Predictions 
   My proposal predicts that the sentences with 
object-oriented NDPs should be improved if the 
objects raise to the position where they can 
c-command the NDPs. First, we consider the 
case of passives, such as (22). 
 
(22) a.*John submitted the book [DP a big mess]. 
    b.?The book was submitted ti [DP a big 

mess]. 
 
The example in (22b) shows that the 
grammaticality improves by passivization. The 
structure of (22b) is illustrated in (23). 
 
(23)           TP  
 
 
 
 
 
 
 
 
 
The object the book raises to Spec, TP, where it 

the book 

was vP 

DepP vP 

Dep VP 

DP 

v 

V ti 

DPi 

a big mess 

[φ] 
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can Agree with the NDP a big mess. Therefore, 
the passivization salvages the grammaticality of 
the example in (22a).  
   Second, we focus on the case of 
wh-extraction. Under my proposal, it is 
predicted that like passivization, wh-extraction 
improves the grammaticality because the DP 
moves to the sentence-initial position, where the 
DP seems to Agree with the NDP. See (24). 
 
(24) a.*John submitted the book [DPa big mess]. 
 b.*Whati did John submit ti [DPa big mess]? 
 
As shown in (24b), wh-extraction does not save 
(24a). I argue that the wh-object cannot Agree 
with the NDP due to the intervention of the 
subject DP. Observe the following structure in 
(25). 
 
(25)        
             vP  
 
 
 
 
 
 
 
 
 
 
Reverse Agree requires the closest goal to 
c-command the probe. In the structure in (25), 
the closest-goal for the relevant probe is the 
subject DP John, not the wh-object what, so that 
what cannot Agree with the NDP. John can 
Agree with the NDP, but it is excluded 
semantically since the sentence is interpreted as 
John is a big mess. 
 

5. Conclusion 
   I have argued that a functional projection 
heads an NDP by taking a predicative DP as its 
complement. One property of the DP is that it 
carries an uninterpretable φ-feature that has to 
be valued via Agree. I assumed Reverse Agree. 
The Chomskyan Agree cannot capture the 
agreement phenomenon I discussed in this paper. 
The Chomskyan Agree requires a probe to be 
higher than a goal. However, in my proposal, a 
probe, which carries an uninterpretable feature, 
is inside DepP. The element that the probe 
c-commands is the head Dep only, so that the 
uninterpretable feature of the probe remains 
unvalued, which leads to the ungrammaticality. 
Under Reverse Agree, the goal is required to be 
higher than the probe. Therefore, it can capture 
this phenomenon. If my proposal is correct, it 
will serve as one argument in favor of Reverse 
Agree. I have not been clear how the behavior of 
adjectival depictive predicates are captured 
under my proposal because unlike NDPs, 
sentences with object-oriented adjectival 
depictive predicates are acceptable. I leave this 
issue for future research. 
 
* I would like to express my gratitude to 
Bernadette Denston and Sanjay Powell for 
contributing to this study as informants. All the 
deficiencies in this paper are of course mine.  

NOTES 
1 In this paper, secondary predicates are 
italicized, and their subjects are indicated in 
boldface. 
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1.  
negation

denial

not

not
not

 

 (2000) A A
2 A B

A
B

Wilson and Sperber (1992) Carston (1996)
echoic

1 2

 
 
2.  

3

 
(1)

 
 
(1) Langton

 
 (Langton says) It s the same as cash.  
 Only cash is cash,  the pilot said, handing 

the bond back. 
(Dan Brown, The Da Vinci Code

) 
 

Langton

Langton
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cash is cash

Langton
 

(2) Still the 
best Mary

Mary
Peter

 
 
(2) Peter: Ah, the old songs are still the best. 
 Mary: (contemptuously) Still the best! 

(Wilson and Sperber (1992: 59)) 
 

(3)
tom[eiDouz]

get stressed out

 
 
(3) Around here we don t eat tom[eiDouz] and 

we don t get stressed out. We eat tom[a:touz] 
and we get a little tense now and then. 

(Carston (1996: 320)) 
 

not

3

 
 
3. 

 
3

 
Wilson 

and Sperber (1992)

(4)
 

 
(4) Peter: Ah, the old songs are still the best. 
 Mary: (contemptuously) Still the best! (= (2)) 
 
Mary Still the best

Peter the old songs are still the 
best

Peter
Mary

 

Carston (1996)
not Sperber 

and Wilson (1986) Wilson and Sperber (1988, 
1992)

Wilson (2000)
Carston (1996)

3

 
 
(5) Around here we don t eat tom[eiDouz] and 

we don t get stressed out. We eat tom[a:touz] 
and we get a little tense now and then. (= (3)) 

 
(5) tom[eiDouz]

get stressed out
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tomato
get stressed out

 
2

Wilson (2000)

Wilson and Sperber (1992)
echoic utterance (6)

 
 
(6) [I]ndirect quotation may be used for two 

rather different purposes  we called them 
reporting and echoing. A report of speech or 
thought merely gives information about the 

echoic utterance 

attitude or reaction to what was said or 
 

(Wilson and Sperber (1992: 59)
) 

 
report

 

attributive use (7)

 
 
(7) In any genuinely linguistic act of 

communication, an utterance is used to 

resembles in content (Sperber and Wilson 
1995: chapter 4, section 7). In ordinary 
descriptive uses of language, this thought is 
about an actual or possible state of affairs. In 
attributive uses, it is not directly about a state 
of affairs, but about another thought that it 
resembles in content, which the speaker 
attributes to some source other than herself at 
the current time. 
(Wilson and Sperber (2012: 128)

) 
 

 
 
4.  

e.g. Grice (1989); Wierzbicka (1987); 
Fraser (1988);  (2000) 4

 
(8) (9)  

 
(8) Langton

 
 (Langton says) It s the same as cash.  
 Only cash is cash,  the pilot said, handing 

the bond back.                   (= (1)) 
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(9)
Samantha

 
Mother: This marriage is off! 
Son: No, this marriage is not off. 
Samantha: What? 
Son  
Mother

makes you bald. 
Son A deal is a deal. 

going to marry Samantha. 
Mother: Just come home with me, and I 

 
(Bewitched, Episode 139) 

 
(8) Langton

Langton
Langton

cash is cash

(9)
Samantha

Samantha

A deal is a deal

 
(10) (11)  

 
(10) Larry Cheri

 

from the guys in the neighborhood. I 
calling him Larry 

Poppins. 

when you hear that? 

 
(ABC World News, May 4, 2009) 

(11)
 

Husband  
Wife

in the Hascomb Drug Company. You 
gave me that gift yourself, you know, 
darling? 

Husband
dodge. 

Wife: Well, no matter. Fifty-one percent is 
51%.5 And I say we take the Hascomb 
image out of mothballs. 

(Bewitched, Episode 141) 
 
(10) Larry

Larry

Larry A job is a job

(11)
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Fifty-one percent is 51%

 
(12)  

 
(12)

 
Janet and Mike were really generous; they 
treated us to an elaborate dinner. I had a 

was quite intimidating. However, food is 
food, and eventually I figured out how to 
eat the little guy. 

(  (2004: 5-6)) 
 

food is food

food is food

 
(8)-(12)

 

Carston (2002)6

(5)

(9)

(11)
Larry

 

(8)
Langton

(12) food is food

 

(9)

A deal is a deal
(11)
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Fifty-one 
percent is 51%

(12)

food is food

 
(8)-(12)

 

(7)
Wilson and Sperber (2012)

Wilson and Sperber (2012)
 

(6) Wilson and 
Sperber (1992)

Wilson and Sperber (1992)
 
(i) 

(ii) 

(iii) 

(iv) 

 
 
5.  

 
 

* JSPS B
15K16753

 
 

1 A is A
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2 

 
3 Wilson (2000) (5)

metalinguistic negation
echoic denial

Wilson Carston (1996)

Carston (1996) Wilson 
(2000)  
4 Yamamoto (2014)  
5 Fifty-one percent is 51% 51% is 51%

2011

DVD
 

6 Carston (2002)
metalinguistic negation

metarepresentational negation
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Deduced Implicatures and � � � � � � �

Created Implicatures  

 Akiko Yoshimura �
Nara Women's University  

, , 
, ,  

1.  
�

 (implicature) 

implicature

implicatrue

 
 
2. : 2 Implicature  
� What is said What is implicated

implicature
Grice

(e.g. but)

implicature

(Grice (1989))
(deduction) (induction)

Grice
 

� Sperber and Wilson (1986, 19952)

implicature ( )
 

� (1a) Peter
(1b)

(2a)

( )(2b)
(2c)

Sperber and Wilson
(2b) (2c)

 (Sperber and Wilson (1995: 195))  
 
(1) a. Peter: Would you drive a Mercedes?  �             
  b. Mary: I wouldn't drive ANY expensive car. 
        ( Mary wouldn't drive a Mercedes.) 
(2) a. Mary wouldn't drive any expensive car. 
   b. A Mercedes is an expensive car.    �  
   c. Mary wouldn't drive a Mercedes.  
 
�

(3a)

 
�

(3b)

(non-demonstrative)

2
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(3)a.'In such an [online utterance interpretation] 
system, each of the above rules [introduction 
rules of deduction], once set in motion, 
would reapply indefinitely to its own output, 
and the derivation would never stop. … The 
only deductive rules available for use in the 
spontaneous processing of information … 
are elimination rules.' 

(Sperber and Wilson (1995: 96)) 
  b. '[W]e implicitly assumed that the process of 

inferential comprehension is 
non-demonstrative: even under the best of 
circumstances, we argued, communication 
may fail.'                    (ibid.: 65) 

 
� (4)

 
 
(4) 

 
   

(  (1997: 83)) 
 

 
�

 
 
3. Pierce :  
�

( )
( )

(  (2008:2))
( )

2

 (2008: 17-19)
(

)

( )  
�

(Pierce)
(abduction)

(5)

3
 

 
(5)  
� �  �   � � �  
� � � �  �   � � � � �  
� � � � � � � � � � �   
 

(6)-(8) (6a)
1

(6b)
(7) / (8)

 
(6)  
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� a.   
�    (p q)  
        (p)  
�  �   (� q)  
� b.       p  
� � � � � � � �      q     
                �   p and q 
(7)

 
�   �  
� �   �  
(8)

   � �  
C �

A C
A

 
C         

A C � � � � �  

A  ( ) 

 

(C)

(A) A
C

A  
(Buchler (1955: 151),  (2008: 54, 192)) 

 
(6)

(8)

(  (2008: 29-35))  
�

 
 
4.  
� Wilson (2014)  (
/explicature)  (
/implicature) (9)  
 
(9)

(a)

(b)

 
(Wilson (2014: 137), ) 

 
4.1.  
� (4)

C

A
C

A

(9)
A
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� (10) [

] 

(10)

It's bedtime, girls.

(
 (1973: 305)) 

 
(10)'Even before the supper dishes were finished, 

Ma took her hands from the dishwater and 
said quietly, “It's bedtime, girls.”  It was not 
bedtime, but they knew that she meant they 
were not allowed to stay downstairs among 
those strange men…'  (Wilder (1939: 225)) 

�
(10) It's bedtime, girls

(8)

( C)

(A)
C

A
A

 
� (11) [

(11) 'Get back to South America'

( )―
(  (2003: 278) )  

 
(11)'“Get back to South America,” was his ad-

vice, tendered on every occasion. Why at-
tempt the impossible? Put as delicately as 
possible, his opinion amounted to this: If 
Poirot, the unique Poirot, had failed, was it 
likely that I should succeed?'  

(Christie (1927: 224))�  
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�

( C)

(A) C

A

A
(10)

 
� (12) (S)

wale thread (C)

1  
 
(12) C: Mm, the wales are wider apart than that. 
    S: Okay, let me see if I can find one with 

wider threads. ((looks through stock)) 
    S: How's this. 
    C: Nope, the threads are even wider than 

that.           (Jefferson (1987: 93)) 
 
� deduction

 
 
4.2.  
�

/
 

�

A

 
�

C
 (2008: 49)

( )

( )
 (  (2008: 73)) 

� (
/ ) C

A

C  
�
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(13)

(14) Relevance-Guided
 

 
(13)  

 (Sperber and Wilson (1995: 
260),  (2003: 18)) 

(14) Relevance-Guided  
� a. 

 
� b. 

(Wilson (2014: 135) ) 
 
4.3.  
� Yoshimura (2014) (2015)

/
(15)

(15) [

]
 

 
(15) a. : 

  
 �  b. 

  

 
 c. � � � � � � � � � � � � � � � � � � � � � � � � � � � � �  

�  
� (i) 

(

)   
� (ii) 

   
� (iii) 

( )  
(  (2015: 518))�  

 
(15i)- (15 

iii)

(15i) , , 
, 

, 
/

 
�

(13) (14)

 (1996: 96)

, 

 
�
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1. Mirativity  
  mirativity 
( ) 

mirativity  
 
(1)  kiz-iniz       çok   iyi    piyano   

daughter-your  very  good  piano 
çal-iyor-  

 play-PRES-MIR(ative) 
 

(DeLancey (1997: 38)) 
 

mirativity
DeLancey (1997) Mirative

mirative marker

(1) -
mirative marker  

mirativity Evidentiality ( )

DeLancey (1997) Mirative

mirativity
Mirative

mirative marker

1 
 
2.  

mirative marker
mirativity

mirativity

mirative marker
mirativity  

mirativity

mirativity
(i) 

mirativity  (ii) 

2
mirativity
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3.  
 

 
(2) Mirativity

 
(3) Mirativity

 
(4) Mirativity

 
 

 

mirative
mirativity

3
1

2

3  
mirativity

mirativity

mirative marker
 (Evaluative Morphology)

IFoc Cruschina 
(2011) CP mirativity

Evaluative IFoc
 

mirativity

On the corner was standing a woman.
(i) 

(ii) 
mirativity

TP

Mikami (2010) 

mirativity
 

 

* 
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(2001) Aikhenvald (2012) 
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 Hill (2012)  
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1.

(i) 
(ii) 

(Langacker 1997)

 (Langacker 2000)

2. above below
 

above below
 (e.g. see above / below) 

(cf. Boers 1996)
British National Corpus

above
 (e.g. the 

above analysis / the reasons stated above)
below

 (e.g. page 42 below / figure below)
below

see below

above

below

 

3.

 (locative 
alternation) 
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 (e.g. 
 Sprinkle the salt over the meat / 

 Sprinkle the meat with salt)
(a) 
(b) 

 (e.g.
Sprinkle Ø with salt) 

(a’) 

(b’)

 (cf. Brown and Yule 1983) 

4.
co-construction

co-construction B
A

 (Ono and Thompson 
1995)

Santa Barbara 
Corpus of Spoken American English

B
A  (supportive) 

B B A

 (Q and A) 
A B

A

competitive B
A

supportive
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A Syntactic Analysis of Mental Property 
Adjectives and Its Implication for 

Pedagogical Grammar* 

Takahiro Honda 
Kobe Women’s University 

Keywords mental property adjective, expletive, 
that-clause, JEFLL corpus, pedagogical 

grammar 

1. Introduction
   In this paper, I analyze the construction of 
mental property (MP) adjectives and its 
implications for pedagogical grammar. 
   The following are examples of a class of 
adjectival predicates attributed with mental 
properties (MPs):1  

(1) a.  It was kind of John to help Mary. 
b. John was kind to help Mary.
c. To help Mary was kind of John.

   This class of adjectives includes words such 
as kind, polite, rude, wise, clever, careless, 
brave, and many others. This topic is well 
covered in grammar books for senior high 
school students in Japan. The books explain that 
John in (1) is the subject of the infinitival clause 
just as John is in (2). 

(2)  It was important for John to help Mary. 

   However, the grammar books do not offer a 

detailed explanation of the difference between 
(1) and (2). 
   It is also well known that MP adjectives 
appear in a simple sentence like (3). 

(3)  John was kind. 

The grammar books do not show the relation 
between (1) and (3) either. 
   Therefore, this paper aims to elucidate the 
syntax of MP adjectives and to point out 
problems in the current pedagogical grammar 
regarding the construction of these adjectives. I 
assume that analyzing the syntactic structure of 
the construction of MP adjectives can contribute 
to classroom instruction. 

2. Stowell’s (1991) Analysis
   Stowell (1991) proposes a syntactic structure 
for (1), as in (4). 

(4)   [CP C [TP T … [AP [A  kindi [AP (of) Johnj ti]] 
[Event PROj to help Mary]]]] 

In (4), the MP adjective selects John as a 
sentient argument, and then the complex 
adjective kind (of) John selects the infinitive as 
an event argument. According to Stowell, the 
sentient argument can be raised to the subject 
position because an infinitive does not need to 
be Case-marked, and hence the grammaticality 
of (1b). On the other hand, if the sentient 
argument is assigned genitive Case by the MP 
adjective, the event argument is raised to the 
subject position, as in (1c). Moreover, (1a) is 
assumed to be derived by means of 
extraposition. 
   Additionally, sentences like (3) are assumed 
to be derivations from a single AP structure, as 
in (5). 
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(5)  [CP C [TP T ... [AP John kind]]] 

3. The Problems in Stowell (1991)
   Under Minimalism (Chomsky (2001 et seq.)), 
however, it is unclear why the event argument 
can agree with T and be raised to SPEC-T in 
(1c) if infinitives really do not require 
Case-marking. As for (1b), the infinitive does 
not seem to agree with anything. 
   Furthermore, Stowell’s analysis cannot 
explain the ungrammaticality of (6), which lacks 
the infinitive, and the difference between (7a) 
and (7b). 

(6) * It is/was wise of Rollo. 
(Wilkinson (1970: 431)) 

(7) a.  Max was wise in leaving. 
b. * It was wise of Max in leaving. 

(ibid.: 426) 

I assume that these problems arise because 
Stowell (1991) does not clarify the status of the 
expletive it. 

4. The Expletive It as D
   Honda (2015) proposes that a that-clause can 
be either a CP or a DP, and that CPs do not have 
any Case features or -features to account for 
the ungrammaticality of (8b). 

(8) a.  It seems that John loves Mary. 
 b. * That John loves Mary seems. 
(9) a.  It is likely that John loves Mary. 

b. That John loves Mary is likely.

In Honda (2015), it is assumed that the verb 
seem selects a CP, but the adjective likely selects 
a DP, as we see in (10), where the subject is 
apparently a DP. 

(10)  The story is likely. (Inada (1989: 42)) 

The that-clause in (8) is considered to be a CP, 
while the one in (9) a DP. The structures of (8a) 
and (9a) are (11a) and (11b), respectively, and it 
is assumed that a phonetically null D selects a 
CP in (11b). 

(11) a. seems [CP that John loves Mary]. 
b. is likely [DP D [CP that John loves

Mary]]. 

(9b) is also derived from (11b) and thanks to this 
empty D, the that-clause can agree with T and 
be raised to the subject position because DPs can 
agree with T. 
   Thus, sentences like (8b) cannot be derived 
because the that-clause, which is a CP, cannot 
agree with T. 
   Furthermore, Honda (2015) proposes that the 
expletive it in (9a) is the overt realization of a 
D-feature in a way similar to the expletive there 
(see Sabel (2000), Fujita and Matsumoto (2005)), 
and that only the D is extracted and raised to 
SPEC-T in (9a).2 In Fujita and Matsumoto’s 
(2005) analysis, the expletive there is a D that 
selects an NP, and only the D, i.e. the expletive 
there, is raised to the subject position. This is 
how the there construction is derived. 
   On the other hand, I assume that the 
expletive it is inserted as a last resort repair 
strategy in (8a), which indicates that these two 
its are different. As Napoli (1988) points out, the 
expletives in (8a) and (9a) behave differently. 

(12) a. * It seems enough that John died to upset 
me. 

b. It’s likely enough that John did it [PRO
to convince me we ought to question
him]. (Napoli (1988: 328–329))
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The following sentences also support the claim 
that these expletives are used differently in (8a) 
and (9a): 
 
(13) a.  It [is likely that John loves Mary] and 

[is likely that Bill loves Sue].  
 b.?*It [is likely that John loves Mary] and 

[seems that Bill loves Sue]. 
     (Honda (2015: 314)) 
 
   If we apply the analysis of that-clauses to 
that of infinitives, we can assume that the event 
argument in (14) (= (4)) is either a CP or a DP. 
 
(14)   [CP C [TP T … [AP [A  kindi [AP (of) Johnj ti]] 

[Event PROj to help Mary]]]]  (= (4)) 
 
When the event argument is a CP, the matrix T 
agrees with the sentient argument John, and 
(15b) (= (1b)) is derived. 
 
(15) a.  It was kind of John to help Mary. 
 b.  John was kind to help Mary. 
 c.  To help Mary was kind of John. (= (1)) 
 
This is because the event argument, which is 
now a CP and has no features to agree with T, 
does not intervene between the matrix T and the 
sentient argument. This makes it possible for the 
sentient argument to agree with T. If the event 
argument is a DP, it agrees with the matrix T, 
since it is closer to the T than the sentient 
argument is. In this case, the sentient argument 
is licensed by the of-insertion rule, and (15c) is 
derived. 
   On the other hand, (15a) is derived if the D, 
which heads the event argument clause, and not 
the DP, agrees with the matrix T. Only the D, 
which is realized as the expletive it, is extracted 
and raised to SPEC-T in (15a). 

   Now, we can account for (16) (= (6)) and 
(17) (= (7)). 
 
(16) * It is/was wise of Rollo.  (= (6)) 
(17) a.  Max was wise in leaving. 
 b. * It was wise of Max in leaving.  (= (7)) 
 
These sentences have a structure like (18).  
 
(18)  [CP C [TP T ... [AP Rollo/Max wise][(in 

leaving)]]] 
 
Since only the sentient argument Rollo/Max 
agrees with the matrix T, the expletive it is never 
derived from (18). 
 
5. MP Adjectives in Japanese and Problems 
in the Current Pedagogical Grammar 
   As seen from the above, infinitives as well as 
sentient arguments can be the arguments of MP 
adjectives “in English.” 
   In contrast, Japanese MP adjectives cannot 
select event arguments, as in (19).3 
 
(19)?*[(Taroo-ga)  Hanako-o  
  [(Taro-Nom)  Hanako-Acc  
  tasukeru  no]-ga 
  help  Nominalizer]-Nom 
  yasasikat-ta. 
  kind-Past 
  ‘It was kind (of Taro) to help Hanako.’ 
 
This contrast, however, is not mentioned in 
school-level grammar books in Japan. They only 
focus on the relation between MP adjectives and 
their sentient arguments and point out that the 
adjective in (15) describes the properties of the 
human argument whereas the adjective in (20) 
(= (2)) does not. 
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(20)  It was important for John to help Mary. 
    (= (2)) 
 
Although Watanuki et al. (2000), authors of one 
of the most popular school-level grammar books 
in Japan, mention the relation between MP 
adjectives and the event argument, 
demonstrating the ungrammaticality of (21b), 
they do not indicate the difference between these 
structures in English and Japanese, as in (19). 
 
(21) a.  It was wise of John to go there alone. 
 b. * It was strong of John to go there alone.  
     (Watanuki et al. (2000: 281–282)) 
 
Thus, Japanese learners of English find no 
means to realize that there is no suitable 
Japanese translation for an MP adjective 
construction. 
   Additionally, sentences like (15c), which 
clearly show the argumenthood of the infinitive, 
are rarely introduced in classroom instruction. 
   Thereby, most Japanese learners of English 
are unaware of the idiosyncrasies of MP 
adjectives in English because within the current 
classroom instruction grammar books do not 
mention that unlike English, Japanese MP 
adjectives are unable to select event arguments, 
as we have seen in (19). 
   There is a strong possibility that most 
Japanese EFL students assume that both English 
and Japanese MP adjectives show exactly the 
same syntactic behavior, unless they have been 
shown the contrast between the two, such as can 
be seen in (19). Students are unlikely to realize 
the relation between MP adjectives and their 
event arguments, and this prevents them from 
acquiring the syntax of MP adjective sentences 
correctly. 
   This assumption is partly validated by the 

fact that we find no examples like (15) in the 
JEFLL (Japanese EFL Learner) corpus (Tono 
(2007)), which is a collection of more than 
10,000 Japanese secondary school students’ 
English compositions.4 
   In contrast, a number of sentences like (20) 
appear in the corpus. We also find sentences like 
(22) in the corpus. 
 
(22)  John was kind. 
 
This indicates that students are familiar with the 
adjectives per se but are not familiar in using 
them with event arguments. 
 
6. Proposal 
   Therefore, I claim that it is necessary to 
show students ungrammatical sentences like (19) 
and make them realize that the argument 
structures of MP adjectives are different in 
English and Japanese. We know that students 
can use sentences like (22), and if we make them 
understand the difference between MP adjective 
structures in English and Japanese, they will 
learn to use sentences like (15) in addition to 
sentences like (22). 
   This expectation is supported by the fact that 
we can find a sentence like (23) in the JEFLL 
corpus. 
 
(23)  ... then I opened my eyes bravely I saw 

blue light ...  (JEFLL: 07719) 
 
This indicates that there is a possibility that 
students may produce a sentence like (24) if they 
acquire the syntax of MP adjectives shown in 
(15).5 
 
(24)  I was brave to open my eyes. 
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   Furthermore, the syntactic analysis here can 
offer a more detailed explanation of the 
difference between (15) and (20) than what 
current pedagogical grammar can. There is only 
one argument in sentences like (20). In contrast, 
in sentences like (15), there are two arguments. 
Students can be made to realize that the 
appearance of the preposition of refers to the 
argumenthood of adjectives and that the sentient 
argument is actually an argument of the 
adjective in (15). That is why the sentient 
argument can be a subject or be Case-marked by 
the preposition of. Additionally, the syntactic 
analysis here can explain the ungrammaticality 
of (25). 
 
(25) a. * John was important to help Mary. 
 b. * It was important of John to help Mary.  
 
Unlike MP adjectives, the adjective important 
cannot select a sentient argument nor assign 
genitive Case to it. I presume that it is important 
for students to enhance their awareness of 
English sentence structures by learning the 
differences in the argument structures of MP 
adjectives and other adjectives. 
 
7. Further Implications 
   The reason for (19) being unacceptable may 
be related to the unacceptability of (26). 
 
(26) * The fact that the boy helped the girl was 

wise/kind/foolish/polite. 
    (Wilkinson (1970: 429)) 
 
This indicates that (19) may be not a translation 
of (15) but the Japanese counterpart of a 
sentence like (26). If so, we can claim that (19) 
is ungrammatical because these adjectives 
cannot select nouns that correspond to “fact” 

either in English or in Japanese. 
   This illustrates one of the limitations of the 
grammar-translation method, which is widely 
accepted in Japanese senior high schools, 
because we are unable to provide students with a 
suitable translation of (15). This can be a serious 
problem especially for basic/beginning-level 
learners, because such learners can understand 
English sentences only by translating them into 
Japanese, as pointed out by Umehara (2015). 
Therefore, there is a need at times to teach 
students the differences between English and 
Japanese through these types of syntactic studies. 
The findings here may be insignificant, but they 
show that it is necessary to use comparative 
syntactic studies in teaching idiosyncratic 
argument structures like MP adjectives. 
 
8. Conclusion 
   In this paper, I have shown that Stowell’s 
(1991) structure for (15) is on the right track if 
we assume that a that-clause can be either a CP 
or a DP and that the expletive it is the overt 
realization of a D-feature, which makes it 
possible to account for all the derivations in 
(15). 
   I have claimed that most Japanese learners of 
English have not acquired the syntax of MP 
adjectives based on the JEFLL corpus. In 
addition, I have proposed that it is necessary to 
show the contrast between English and Japanese 
with regard to the argument structure of MP 
adjectives. 
 
* This research was financially supported in part 
by grants from Yukiyoshi Institute. 

NOTES 
1 This class of adjectives is called “class W 
adjectives” in Wilkinson (1970). 
2 Honda (2015) assumes that the D in a 
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that-clause is phonetically null unless it is 
assigned a Case. In (9b), what agrees with the 
matrix T is not the D but the DP as a whole. 
3 Most grammar books translate (15) into 
Japanese, as shown below: 
 

(i) Sinsetunimo, John-wa Mary-o  
 Kindly,  John-Top Mary-Acc 
  tasuke-ta. 
   help-Past 

 ‘Kindly, John helped Mary.’ 
 
Furthermore, the Japanese word sinsetu-na 
‘kindness-na’ is not used in (19) because it is a 
complex predicate, which consists of a noun and 
a copula (see Nishiyama (1999)). Some speakers 
may accept (ii), where the phrase sinsetu-dat-ta 
‘was a kindness’ is substituted for yasasikat-ta. 
 

(ii)  [(Taroo-ga)  Hanako-o  
  [(Taro-Nom)  Hanako-Acc  
  tasukeru  no]-ga 
  help  Nominalizer]-Nom 
  sinsetu-dat-ta. 
  kindness-cop-Past 
  ‘The action that Taro helped Hanako 

was a kind behavior.’ 
 
4 According to the Ministry of Education, 
Science and Culture (1999) and MEXT (2009), 
sentences like (20), (8a), and (9a) are supposed 
to be taught in classroom instructions but 
sentences like (15) are not. However, sentences 
like (15) appear in almost all school-level 
grammar books. 
5 Unfortunately, the JEFLL corpus is rather 
small, and we have not been able to find another 
example like (23). 
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1. Introduction 
   Coordination and ellipsis are among the 
distinct linguistic phenomena that require certain 
“parallelism” or “identity”. As shown in (1), the 
conjuncts of a coordinate structure must be 
identical with respect to some formal properties, 
such as category and/or grammatical functions. 
And for ellipsis, the elided part must be 
homologous to its antecedent, as shown in (2). 
 
(1) a. John ate [NP a cake] and [NP a pizza] 
  b.* John ate [NP a cake] and [PP at 4 o’clock] 
(2) John ate a cake. Mary did e too. 

(where e = [eat a cake], *[eat something], 
*[eat a cake at 4 o’clock], …) 

 
Call these requirements “Parallelism in 
Coordination” and “Parallelism in Ellipsis,” 
respectively. (3) and (4) are abridged versions of 
the relevant conditions, adapted from Williams 
(1978) and Merchant (2001).  
 
(3) Parallelism in Coordination (cf. William’s 

(1978) Law of Coordination of Likes):  
  Conjuncts in a coordinate structure must be 

identical with respect to certain formal 

properties.  
(4) Parallelism in Ellipsis (cf. Merchant’s 

(2001) Focus Condition, abridged):  
Ellipsis of a constituent E requires the 
presence of an antecedent A that can be 
mapped, via semantic operations such as 
F(ocus)-closure and E-type shifting, to a 
mutual entailment relation with E.  

 
The purpose of this article is to inquire into 

how these two parallelism conditions are 
interrelated, by investigating a hitherto 
unnoticed type of “Sluicing” (clausal ellipsis) 
that involves coordinated remnants, exemplified 
by (5). We will refer to the relevant construction 
as “Coordinated Sluicing” (CS).  
 
(5)  Someone talked about something, but I 

wonder [who] and [about what].  (CS) 
 
Coordinated Sluicing exhibits several interesting 
properties that, we will argue, emerge from the 
interaction of the two parallelism conditions in 
(3) and (4). To set the stage, we will first 
determine in Section 2 that Coordinated Sluicing 
involves coordination of multiple clauses, each 
of which undergoes Sluicing (clausal ellipsis). 
We will then show in Section 3 that the 
applicability of “Swiping” in Coordinated 
Sluicing provides a novel clue to the nature of 
focus within coordination. Section 4 will deal 
with further consequences of the proposal 
established in Section 3. Section 5 will conclude 
the article.  
 
2. CS is Coordination of Sluiced CPs 
   Since Ross (1969), considerable attention 
has been paid to “Sluicing,” i.e., clausal ellipsis 
by which an interrogative CP is phonologically 
reduced to a wh-phrase, as in (6).1  
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(6) He is writing something, but I wonder 
[what]. (= [what he is writing])   (SS) 

 
We will call this garden-variety type of Sluicing 
“Single Sluicing,” (SS), to differentiate it from 
Coordinated Sluicing, where multiple 
wh-phrases appear as coordinated remnants (see 
(5)).  
   A superficial look might suggest that 
Coordinated Sluicing is simply derived from the 
“Coordinated Question” (CQ) construction 
(Larson (2013) and references cited therein).2 
The two constructions are exemplified by (7a,b). 
 
(7) John was talking to someone about 

something, but I wonder… 
 a.  [to whom] and [about what].  (CS) 
 b. [to whom] and [about what he was 

talking]         (CQ) 
 
If Sluicing applies to the underscored part of the 
Coordinated Question in (7b), then the surface 
string for Coordinated Sluicing in (7a) can be 
straightforwardly derived. However, there are 
several reasons to believe that at least some 
cases of Coordinated Sluicing cannot be derived 
from a Coordinated Question. First, two 
argument NPs cannot form a Coordinated 
Question, as shown in (8), but no such 
restriction is found for Coordinated Sluicing, as 
shown in (9). 
 
(8) a. *Who and what did he eat?  
 b. *Who and what (he) ate?  
(9) Someone bought something yesterday, but I 

forgot [who] and [what].  
 
Further, “Swiping” (which is an acronym for 
“sluiced wh-word inversion with preposition in 
Northern Germanic”; see Merchant (2006)) is 

disallowed in a Coordinated Question, unlike 
Coordinated Sluicing (Larson (2013)). 
 
(10) {By who/*Who by} and {about what/*what 

about} was John criticized? (CQ) 
(11) John was criticized. [Who by] and [what 

about] aren’t clear.  (CS) 
 
Thus, Coordinated Sluicing constructions are 
different in certain respects from Coordinated 
Questions.  
   Another possible source of Coordinated 
Sluicing would be “Multiple Sluicing” (MS), 
exemplified in (12) (see Lasnik (2014) among 
others).  
 
(12)? Someone talked about something, but I 

wonder [who about what]. (MS) 
 
Superficially, Coordinated Sluicing differs from 
Multiple Sluicing only in that the wh-remnants 
are explicitly coordinated by and. Thus, one 
might suppose that Coordinated Sluicing is just a 
variant of Multiple Sluicing, simply derived, say, 
by phonological insertion of and. However, 
Multiple Sluicing exhibits several peculiar 
properties that are not attested in Coordinated 
Sluicing. First, for Multiple Sluicing, Swiping is 
applicable only to the first remnant, whereas no 
such restriction is observed for Coordinated 
Sluicing, as shown in (13) ((13a-c) are from 
Larson (2013)). 
 
(13) Ivan was talking, but I can’t remember…  
 a. [who to] [about what]. (MS) 
 b.* [to whom] [what about]. 
 c.* [who to] [what about].   
 a’. [who to] and [about what]. (CS) 
 b’. [to whom] and [what about]. 
 c’ [who to] and [what about].  
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In addition, the wh-remnants of Multiple 
Sluicing exhibit superiority effects (Merchant 
(2006)), whereas those of Coordinated Sluicing 
do not, as shown in (14)-(15).   
 
(14) a.?Someone talked about something, but I 

wonder who about what.  (MS) 
 b.* Someone talked about something, but I 

wonder about what who.  (MS) 
(15) a. Someone bought something yesterday, 

but I forgot who and what.  (CS) 
 b. Someone bought something yesterday, 

but I forgot what and who. (CS) 
 
Thus, Coordinated Sluicing clearly involves 
syntactic structures different from Multiple 
Sluicing. In particular, and in Coordinated 
Sluicing is more than just a stylistic dummy 
element inserted post-syntactically.  
   What kind of coordinate structure is 
involved in Coordinated Sluicing, then? Here 
notice that the lack of superiority effects 
illustrated in (15) would be straightforwardly 
explained if the wh-phrases occur in different 
clauses, and neither asymmetrically c-commands 
the other. Thus, we argue that Coordinated 
Sluicing (16a) is coordination of two 
interrogative clauses, each of which undergoes 
Sluicing, as shown (16b). 
 
(16) John was talking to someone about 

something, but I wonder… 
 a.  [to whom] and [about what].  (CS) 
 b. [to whom he was talking] and [about 

what he was talking] 
      (coordination of sluiced clauses) 

 
To summarize, in this section we have examined 
the syntactic structure of Coordinated Sluicing 
and concluded that it is coordination of 

multi-clausal structures, each of which 
undergoes Sluicing.  
   In the following section, it will be shown 
that Coordinated Sluicing patterns differently 
from Single Sluicing in the applicability of 
Swiping.  
 
3. Swiping in Coordinated Sluicing 
   This section attempts to investigate the 
nature of “Parallelism on Coordination” and 
“Parallelism on Ellipsis,” examining a variety of 
asymmetries regarding the possibility of 
Swiping. 
   It has been noticed in the literature that 
phonological prominence exceptionally falls on 
the inverted preposition in Swiping, as shown in 
(17a,b), which is in contrast to the non-inverted 
cases like (17c,d), where phonological 
prominence falls on the wh-word. 
 
(17) John was talking, but I don’t know… 

a.  [who TO]   b.* [WHO to]    
c.* [TO who]  d. [to WHO] 

 
This stress pattern is tied to another outstanding 
property of Swiping: Swiping is impossible 
when the antecedent clause contains the 
corresponding preposition, as shown in (18) 
(Rosen (1976), Merchant (2002)). 
 
(18) a.  Mary was talking, but I don't know [who 

TO]. 
 b.* Mary was talking to someone, but I don't 

know [who TO]. 
 c. Mary was talking, but I don't know 

[what ABOUT]. 
 d. *Mary was talking about something, but 

I don't know [what ABOUT]. 
 
Merchant (2002), among others, attempts to 
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attribute these two properties to the condition on 
F-marking and givenness, stated in (19).  
 
(19) Givenness Condition (Merchant (2002), 

under Nakao, et al.’s (2006) formulation; cf. 
Schwarzschild’s (1999) AVOIDF):  
The content of F-marked P should not be 
given. 

 
(18b,d) violates this condition, because the 
F-marked preposition bearing phonological 
prominence is already given (old information) in 
the discourse. In (18a,c), on the other hand, the 
F-marked prepositions are not already given, 
satisfying the Givenness Condition (19).    

Merchant's Givenness Condition has become 
a widely accepted view in the literature of 
Swiping. However, this condition faces a 
problem when we take Swiping in Coordinated 
Sluicing constructions like (20) into 
consideration. Observe (20), which shows that 
Swiping in Coordinated Sluicing is possible 
regardless of the presence of prepositions in the 
antecedent clause.  
 
(20) John was talking to someone about 

something. [Who TO] and [what ABOUT] 
aren't clear.  

 
In (20), Swiping is allowed, even if there are 
overt antecedents for TO and ABOUT. Previous 
givenness-based approaches to Swiping cannot 
explain why (20) is acceptable. Something other 
than givenness is responsible here.  
   Recall from the previous section that 
Coordinated Sluicing involves coordination of 
Single-Sluiced CPs. Thus, the rather unexpected 
grammaticality of Coordinated Swiping (20), in 
contrast to Single Swiping (18), should be 
reduced to some property peculiar to 

coordination.  
   We would like to argue that F-marking can 
be licensed either by the Givenness Condition 
(19), or by coordination-internal “contrast,” a 
notion recently studied by Repp (to appear), 
among others. According to Repp, coordination 
is a perfect way to put multiple conjuncts in 
contrast, and “contrasting constituents” within 
the conjuncts are usually marked by 
phonological prominence in English. Thus, 
(21a,b) are felicitous in an out-of-the-blue 
context (i.e., without any antecedent), but if the 
speaker fails to put phonological prominence in 
a parallel fashion, the results are deviant, as 
shown in (21c-h). 
 
(21) Guess what, I found those books…  

a. [ON this table] and [UNDER that table]  
b. [on THIS table] and [under THAT table]  
c.* [on THIS table] and [UNDER that table]  
d.* [ON this table] and [under THAT table]   
e.* [ON this table] and [under that table]  
f.* [on THIS table] and [under that table] 
g.* [on this table] and [UNDER that table] 
h.* [on this table] and [under THAT table] 

 
Thus, we would like to argue that F-marking is 
licensed when either (22a) or (22b) holds: 
 
(22) F-marking on a constituent X is licensed if  
 a. X is not given, or  
 b. X is a constituent under contrast in 

coordination.  
 
Because there is no coordination in Single 
Sluicing (18), F-marking must be licensed by 
givenness (22a). Thus, as Merchant and others 
argue, F-marked prepositions in (18b,d) are 
ruled out as by the givenness condition (19). On 
the other hand, in Coordinated Sluicing (20), 
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F-marking can be licensed by contrast (22b).  
   Let us consider the whole paradigm of 
Coordinated Sluicing. First, observe (23).  
 
(23) [CP1 Mary was talking]. …   
 a. [CP2 to WHOM] and [CP3 about WHAT] 

aren’t clear.  
 b. [CP2 who TO] and [CP3 what ABOUT] 

aren't clear.  
 c.? [CP2 who TO] and [CP3 about WHAT] 

aren’t clear.  
 d.? [CP2 about WHAT] and [CP3 who TO] 

aren't clear.  
 e.? [CP2 what ABOUT] and [CP3 to WHOM] 

aren't clear.  
 f.? [CP2 to WHOM] and [CP3 what ABOUT] 

aren't clear. 
 
Here, CP1 contains no antecedent prepositions, 
thus CP2 or CP3 can freely undergo Swiping, 
supported by non-givenness.  
   This is in significant contrast with (24), 
where there are overt antecedent prepositions in 
CP1.  
 
(24) [CP1 Mary was talking to someone about 

something]. … 
 a.  [CP2 to WHOM] and [CP3 about WHAT] 

aren’t clear.  
 b. [CP2 who TO] and [CP3 what ABOUT] 

aren’t clear.  
 c.* [CP2 who TO] and [CP3 about WHAT] 

aren’t clear.  
 d.* [CP2 what ABOUT] and [CP3 to WHOM] 

aren’t clear.   
 e.? [CP2 about WHAT] and [CP3 who TO] 

aren’t clear.  
 f.? [CP2 to WHOM] and [CP3 what ABOUT] 

aren’t clear.   
 

(24a) is fine because there is no Swiping. (24b) 
is also grammatical, because TO and ABOUT 
are contrasting constituents and thus they can 
bear F-marking. In (24c,d), however, only CP2 
undergoes Swiping, and thus the phonological 
prominence on the preposition cannot be 
licensed by the contrast-based resolution (22b), 
which would require an F-marked preposition in 
CP3. Nor is it licensed by the 
nongivenness-based resolution (22a), because 
the preposition is already given in the antecedent 
clause, CP1. Therefore, the deviance of (24c,d) 
can be accounted for as a failure to satisfy 
(22a,b).  
   What remains to be accounted for is the 
acceptability of (24e,f). In those cases, only CP3 
undergoes Swiping, thus the contrast-based 
resolution (22b) should be unavailable, just as in 
(24c,d). Here, we argue that the Swiping in CP3 
is licensed by taking not CP1 but CP2 as its 
antecedent. Note the acceptability of (25). 
 
(25) [CP1 Mary was talking to someone about 

something]. … 
[CP2 to WHOM she was talking] and [CP3 

what ABOUT] aren’t clear. 
 
(25) is minimally different from (24f) in that 
CP2 does not undergo Sluicing. It is easy to 
observe that ABOUT in CP3 satisfies the 
non-givenness requirement (22a): it can take 
CP2 as its antecedent, and the structural absence 
of about in CP2 can set the non-givenness of 
ABOUT for the Swiping in CP3. Then, the only 
thing we need to do to further derive (23e,f) is 
apply Sluicing to CP2 in (24). Thus, the 
paradigm in (22)-(23) can be derived from the 
principles we have already motivated.  
   Notice that the proposed analysis, in which 
Swiping of CP3 is allowed to take not CP1 but 
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CP2 as its antecedent, is only possible for the 
multi-clausal approach to Coordinated Sluicing 
established in Section 2. Therefore, the data 
presented here lend further support to our 
hypothesis that Coordinated Sluicing is a 
coordination of sluiced CPs. 
 
4. Refining the Parallelism Conditions 
   In the previous section, we observed that 
F-marking in coordination may function as a 
way to indicate contrast in the sense of Repp (to 
appear). Now, observe that there is certain 
redundancy between Parallelism in Coordination 
in (3) and the function of contrast F-marking. 
Both coordination of X and Y and contrast 
between X and Y can be established only when 
X and Y share some common ground on which 
the relevant contraposition is based. One way to 
eliminate the redundancy is to revise the 
formulation of Parallelism in Coordination as 
(26), which integrates the notion of contrast into 
the defining property of coordination (but see 
Repp (to appear) for cases of contrast other than 
coordination). 
 
(26) Parallelism in Coordination (revised):  

Coordination is a structure that assigns 
contrast F-marking onto each conjunct.  

 
We saw the effect of contrast F-marking for 
Swiping in (21), (23), and (24). Further, observe 
(1), where coordination of X and Y requires 
certain formal (here categorial) identity of X and 
Y. This fact can be seen as another consequence 
of (26): coordination must assign contrast 
F-marking into the conjuncts X and Y, and it can 
be licensed only when X and Y share enough 
common properties that allow them to stand as 
contrasting constituents. In this manner, the 
paradigms in (1), (21), (23), and (24) can now be 

unified under the generalized condition in (26).3  
   Further, if we can reduce Parallelism in 
Coordination to the nature of coordination, we 
may further entertain the hypothesis that 
Parallelism in Ellipsis is also reducible to the 
nature of ellipsis. Notice that ellipsis can be seen 
as an extreme form of “defocusing,” i.e., 
phonological reduction of given/recoverable 
parts of a target constituent E, for the sake of 
emphasizing the F-marked constituent. Building 
on this view, we may attempt to reformulate 
Parallelism in Ellipsis as an integral part of 
ellipsis (see also Kimura (2013b)): 
 
(27) Parallelism in Ellipsis (revised):  

Ellipsis of a constituent E is phonological 
reduction of E’s non-F-marked terms, 
enabled by E’s being in mutual entailment 
with an antecedent A under F(ocus)-closure 
and E-type shifting.  

 
We will leave further elaboration of these 
hypotheses for future research.  
 
5. Conclusion 
   In this article, we saw that Coordinated 
Sluicing provides a novel clue to the nature of 
coordination and ellipsis. We saw that Swiping 
in Coordinated Sluicing provides apparent 
counterevidence to Merchant’s non-givenness 
requirement for Swiping (19). We proposed to 
revise Parallelisms in Coordination and in 
Ellipsis to accommodate the new data, yielding 
(26) and (27). 
 
* Part of this research is supported by the Japan 
Society for the Promotion of Science 
(Challenging Exploratory Research #25580095). 

NOTES 
1 The elided TP constituent here is he is writing 
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what (under the current “copy theory” of 
movement, wh-movement would leave a 
full-fledged copy of what; cf. Chomsky 1995). It 
can nevertheless be mapped to a mutual 
entailment relation with the antecedent clause 
via F-closure, replacing what/someone with 
E-bound variables. Thus, Sluicing satisfies 
Elliptical Parallelism in (4). Note that Elliptical 
Parallelism can in fact be satisfied, whether or 
not what undergoes Internal Merge/Move. 
Kimura (2010, 2013a,b) argues that 
wh-movement in the sluiced clause is indeed 
superfluous in this respect, and hence should be 
excluded by the principle of derivational 
economy (Chosmky (1995)). See Kimura (2010, 
2013a,b) for her wh-in-situ analysis of Sluicing. 
2 Larson (2013) analyzes the coordinated 
question in (i) as in (ii), claiming that the 
dependency between first wh-phrase and the gap 
in the complement position of eat is 
non-syntactic. 
 
(i)  What and when Ivan did eat? 
(ii)  [CP [CP whati C] [&P & [CP whenj [C [TP Ivan  
   T [VP eat-xi tj]]]]]]. 
 
3 In cases where a sluiced CP2 and swiped CP3 
are coordinated ((22c-f) and (23e-f)), we assume 
that the prosodic effect of contrast F-marking on 
the wh-phrase in CP3 is effectively nullified by 
further F-marking on the inverted P, serving for 
non-givenness. 
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1.�Introduction: 
   This study aims to propose a unified account 
on the Japanese disjunction (DJ) A ka B ka ‘ei-
ther A or B’ and either-or constructions in Eng-
lish under comparative perspectives, and argue 
that Repetitive Coordinator (RC) ka in Japanese 
functions in parallel with either in English. 
Based on Kobayashi (2016), I further claim that 
Japanese Alternative Questions (Alt-Q) are 
formed in a similar manner as in English (Han 
and Roremo 2004), contra Uegaki’s (2014) 
claim that Japanese Alt-Qs are uniformly DJs of 
polar questions. 
   The rest of this paper is organized as follows. 
Section 2 is a brief review of Kobayashi (2016). 
Section 3 compares how Alt-Qs are constructed 
in English and in Japanese. In section 4, I pro-
pose a unified account on the Alt-Q formation in 
Japanese and English. Section 5 is a brief sum-
mary of the overall discussions. 
 
2.�RC-ka in Japanese and either in English 

(Kobayashi 2016): 
   In Japanese, coordination can be constructed 
with particles such as to ‘and,’ and ka ‘or’ in (1). 
 
(1)� a. A to    B to      b. A ka   B ka 

A Conj  B RC-to    A DJ   B RC-ka 
‘A and B’          ‘A or B’ 

(Kishimoto (2013: 192)) 
 

Sentences in (1) consist of the coordinators and 
their repetitive counterparts. Although RC is 
similar to a correlative coordinator such as either 
in English, its exact nature has not been studied 
so far.  
   In English, when either appears displaced 
from nominals, it marks the scope of DJ explic-
itly, as in (2). In this connection, it has been 
widely accepted that either marks the left edge 
of DJs, as illustrated in (3). (2c) is derived from 
(3b), through gapping in the second conjunct. 
 
(2)�a. Mary is looking for a maid or a cook. 

b. M. is looking for either a maid or a cook. 
c. M. is either looking for a maid or a cook. 

(Larson (1985: 218)) 
(3)�a. Mary is looking for either [nominal a maid] or  

[nominal a cook]. 
b. Mary is either [vP/VP looking for a maid] or  

[vP/VP looking for a cook]. 
(adapted from Schwarz (1999: 341)) 

 
Larson (1985) found that either affects the 
meaning of DJ. The first reading available in 
(2a/b) is de dicto Narrow Scope Reading (NSR):  
‘Mary is searching for a servant, and would be 
satisfied with any individual x meeting the de-
scription; x is a maid or x is a cook.’ The second 
reading is de dicto Wide Scope Reading (WSR): 
‘Mary is looking for a maid or Mary is looking 
for a cook.’ De dicto WSR can always be fol-
lowed by the continuation ‘but I don’t know 
which.’1 They are summarized in (4) below. 
 
(4)� a. de dicto NSR: intensional verb > or 2 

b. de dicto WSR: or > intensional verb 
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c. de re NSR         (see Larson (1985)) 
 
   Let us see how RC-ka behaves in Japanese, 
as in (5): WSR DJ is incompatible with the con-
tinuation, demo dochira-demo ii-soo-da-yo ‘but 
it doesn’t matter which,’ as in (5c). 
 
(5)� Obligatory WSR (RC-ka):3 

a.�Taro-wa ringo-o  sagasitei-ru    ka 
T.-Top apple-Acc looking:for-Pres DJ 
mikan-o   sagasitei-ru     ka  da. 
orange-Acc looking:for-Pres RC-ka Cop 
‘Taro is either looking for an apple or an 
orange.’ 

b.�Taro-wa ringo-o  sagasitei-ru   ka 
mikan-o    sagasitei-ru    ka   da 

c.�#Demo dochira-demo ii-soo-da-yo. 
but   whichever   okay-seem-Cop-Prt 
‘But he doesn’t care which.’ 

 
The prediction is borne out that either (5a) or 
(5b), in which RC-ka marks the right edge of DJ
(WSR), cannot be followed by (5c). Some may 
say that RC-ka itself bears exclusivity. However, 
the inclusive-or interpretation is still available 
when RC-ka is present. Pragmatically speaking, 
exclusivity of nominal DJs can be canceled, as 
illustrated in (6). However, this is not the case 
with the WSR DJ in (7). 
 
(6)� DJ (A ka B (ka)):  

a.� Taro-wa [ringo ka mikan (ka)]-o      
T.-Top  apple DJ orange (RC-ka)-Acc 
sagasitei-ru      rasii 
looking:for-Past  seem 
‘It seems that Taro is looking for an apple 
or an orange’ 

b.� Cancelation: 
Jissai   kare-wa  ringo  mo   mikan   
actually he-Top  apple  Conj  orange 

mo    sagasitei-ru-yo 
Conj  looking:for-Pres-Prt 
‘Actually, he is looking for both of them’ 

(7)� WSR DJ:  
a.� Taro-wa ringo-o   sagasitei-ru    ka    

T.-Top apple-Acc looking:for-pres DJ   
mikan-o     sagasitei-ru     rasii 
orange-Acc  looking:for-pres  seem 
‘It seems that Taro is either looking for an 
apple or an orange.’ 

b.� Cancelation:   
#Jissai kare-wa ringo mo mikan mo   sa-
gasitei-ru-yo 
 

Some speakers may interpret (6a) as ‘It seems 
that Taro is looking for an apple, an orange or 
something else.’ Be that as it may, the point here 
is that WSR DJ always has the exclusive-or in-
terpretation. Thus, Kobayashi (2016) proposed 
that RC-ka in Japanese and either in English 
show parallelism illustrated in (8). 
 
(8)� RC-ka overtly indicates scopal properties of 

DJ in parallel with either. 
Scope English 

NSR/WSR (either) A or B [adjacent] 
NSR base-generated nominal DJ 
WSR clausal/phrasal DJ/displaced either 

 Japanese 
NSR/WSR A ka B (RC-ka) [adjacent] 

NSR base-generated nominal DJ 
WSR clausal/phrasal DJ/displaced RC 

(adapted from Kobayashi (2016)) 
 

   Before we close this section, there is one last 
point to make with respect to the exclusivity of 
ka. As already noted, the exclusive-or interpreta-
tion is derived in WSR DJs. Sentences in (9) 
become false if Mary is looking for both a maid 
and a cook. 
 
(9)� a. Mary-wa meido-o  sagasite-iru   ka   
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M.-Top maid-Acc looking:for-Pres DJ 
kokku-o   sagasitei-ru    (ka da). 
cook-Acc  looking:for-Pres RC-ka Cop 
‘Mary is either looking for a maid or (she 
is) looking for a cook’ 

b. Mary-wa meido-o sagasite-iru ka 
  kokku-o   sagasite-iru    (ka da). 

 
A distinction is necessary between dochiraka4 
‘which+ka’ and RC-ka: It is clear that dochiraka 
gains exclusive-or interpretations in a different 
manner, since it lexically means ‘only one of the 
two.’ We should rather compare clausal/phrasal 
WSR DJs with RC-ka and either, excluding lex-
ically derived exclusive-or interpretations. 
 
3.�DJs and Alt-Qs:  
   This section investigates mechanisms of 
Alt-Qs, and shows how we can obtain a unified 
account on interrogative DJs in English and 
Japanese. Proposals in (8) may face a problem: 
Alt-Q Readings are not available with nominal 
DJ. If nominal DJs can also be derived from 
clausal/phrasal WSR DJs, then it would be 
problematic for the proposals in (8) since the 
Alt-Q interpretation is apparently absent in 
nominal DJ, but available in clausal DJ. 
   Uegaki (2014) argues that in Japanese, the 
Alt-Q reading is not available when DJs are as 
small as nominals, while it becomes readily 
available when DJs are as big as VPs in (10). 
 
(10)� a. Nominal DJ:   

[Taro-ga [koohii ka ocha]-o non-da]   ka  
T.-Nom  coffee DJ tea-Acc drink-Past Q 
‘Did Taro drink coffee or tea?’  

(*Alt-Q; OKPol-Q) 
b. Clausal/Phrasal DJ:   
[Taro-ga [koohii-o   non-da   ka   
T.-Nom  coffee-Acc drink-Past DJ 

ocha-o   non-da]  ka/no]? 
tea-Acc  drink-Past  Q 
‘Did Taro drink coffee or tea? 

(OKAlt-Q; ?OKPol-Q) (Uegaki (2014: 48)) 
 

It is puzzling since (10a) can not have an Alt-Q 
reading though (10a) should be derived from 
(10b) through ellipsis. Uegaki proposes that an 
Alt-Q is actually a DJ of Pol-Qs in Japanese, as 
illustrated in (11). Since (11b), in which ka ‘Q’ 
is replaced with no ‘Q’ also allows Alt-Q read-
ings, he analyzes that ka in Alt-Q is always a Q 
particle, which is homophonous with a disjunc-
tive ka in Japanese. 
 
(11)� a. [Pol-Q Taro-ga koohii-o    non-da   ka] 

T.-Nom coffee-Acc  drink-Past Q 
(soretomo) [Pol-Q (T.-ga) ocha-o non-da ka] 
(DJ)     T.-Nom tea-Acc drink-past Q 
‘Did T. drink coffee or did he drink tea?’ 

b. [Pol-Q Taro-ga koohii-o  non-da  no]  
T.-Nom coffee-Acc  drink-Past Q 

(soretomo) [Pol-Q (T.-ga) ocha-o non-da no] 
(DJ)     T.-Nom tea-Acc drink-past Q 

 (Uegaki (2014: 52)) 
 

   In English, it has been observed that inter-
rogative DJs are ambiguous between Pol-Q and 
Alt-Q as exemplified in (22) and (23). 
 
(12)� Root contexts: Did John eat beans or rice? 

Pol-Q: Is it true or false that John ate 
beans or rice? 

Alt-Q: Which of these two things did John 
eat, beans or rice? 

(13)� Embedded contexts:   
I wonder [whether John ate beans or rice]. 
Pol-Q: I wonder whether it is true or false 

that John ate beans or rice. 
Alt-Q: I wonder which of these two things 
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John ate, beans or rice. 
(Han and Romero (2004: 528)) 

 
Han and Romero (2004) proposed that the syn-
tax of whether/Q-or questions involves ellipsis 
of the type that exists in either-or constructions, 
as in (14) and (15) below. 
 
(14)�a. Either John ate beans or rice. 

b. Either [John ate beans] or [John ate rice]. 
(15)�a. (Q/whether) Did John eat beans or rice?  

(OKAlt-Q) 
b. (Q/whether)i did ti [John eat beans] or 

[John eat rice] 
(Han and Romero (2004: 530)) 

 
In addition, they argue that whether/Q is a 
wh-phrase that undergoes overt island-bound 
operator movement as in (16), capturing the in-
sight of native speakers’ that whether is a 
wh-incarnation of either.  
 
(16)�a. Did John say that Bill resigned or retired?             

(OKAlt-Q) 
b. Qi Did John say [that Bill ti [resigned or 

retired]]? 
 

The prediction is borne out that (17) lacks an 
Alt-Q reading, for the relevant movement vio-
lates the complex NP constraint. 

 
(17)�a. Did John believe the claim that Bill re- 

signed or retired?           (*Alt-Q) 
b. *Qi Did John believe [CNP the claim that 

Bill ti [resigned or retired]]? 
(Han and Romero (2004: 535-537)) 

 
Let us now turn to the Japanese Alt-Q and DJ. I 
propose that Alt-Qs in Japanese should also be 
analyzed on a par with the English whether-Q 

construction. 
 
4.�Alt-Q Readings and RC-ka in Japanese:  
   I argue that in Japanese an Alt-Q interpreta-
tion becomes more prominent when an appro-
priate context is provided. van Rooy and 
Šafářová (2003) notes that pragmatic presuppo-
sitions are also important in Alt-Q licensing. 
Weak presupposition (WP) in their terms is de-
fined as minimal evidence in the common 
ground (van Rooy and Šafářová (2003: 
296-297)).  
 
(18)�Presuppositions and the distinction between 

Pol-Q and Alt-Q:  
a.�Pol-Qs: no weak presupposition or weak 

presupposition for q 
b.�Alt-Qs: weak presupposition for q and ¬q 
(adapted from van Rooy and Šafářová (2003:  

295-298)) 
 
When asking an Alt-Q, a speaker is simply in 
search for an answer to whether q or ¬q holds; 
hence he or she has to share this WP with the 
interlocutors relevant to the questions, as in (19). 
 
(19)� WP: John ate something. 

a. Did John eat beans or rice?  
Pol-Q: Is it true or false that John ate 

beans or rice? 
Alt-Q: Which of these two things did 

John eat, beans or rice? 
b. I wonder [whether John ate beans or rice] 

Pol-Q: I wonder whether it is true or 
false that John ate beans or rice. 

Alt-Q: I wonder which of these two 
things John ate, beans or rice. 

 
Now, consider (20): With an appropriate WP, 
the Alt-Q reading becomes readily available in 
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(20a) and (20b). 
 
(20)� Contexts/Weak Presuppositions:  

A speaker and his/her friends are together at 
the speaker’s house. One of his/her friends, 
Taro, either had coffee or tea, but the 
speaker does not know which (WP: p or 
¬p). Then the speaker asks his/her friends... 
a. [Taro-wa [koohii ka ocha]-o non-da] no? 

T.-Top  coffee DJ tea-Acc drink-Past Q 
b. Taro-wa [[koohii ka ocha ka](-o) 

T.-Top   coffee DJ tea-RC-ka(-Acc) 
non-da]  ka/no? 

  drink-Past Q 
OKAlt-Q: ‘Which did T. drink, coffee or tea?’ 
OKPol-Q: ‘Is it true that T. had coffee or tea?’ 

 
Note that when Alt-Q readings are licensed, the 
DJ must bear WSR (Han and Romero (2004: 
538)). As we have seen, the presence of RC-ka 
makes WSR reading more prominent. Since 
Uegaki ignores RC-ka, it is difficult to retrieve 
underlying WSR reading from the surface nom-
inal DJ.  In deriving (21a) from (22b), I as-
sume that PF-reanalysis (Fukui and Sakai 
(2003)) is at work. 
 
(21)� Descriptive Generalizations on Alt-/Pol-Q:  

a.� Taro-wa [[TP [VP koohii-o non]-da]   ka 
T.-top       coffee-Acc drink-Past DJ 
[[ocha-o   non]-da]  ka]   � �? 
tea-Acc   drink-past RC-ka  Q 

b.� Taro-wa [[NP koohii ka  
T.-top      coffee DJ 
ocha-ka](-o)    non-da]  ka/no/�? 
tea-RC-ka(-Acc) drink-Past  Q 

 
(22)� PF-reanalysis:  

a. Narrow Syntax:  
[[TP Taro [VP koohii non]-da]    ka    

T.    coffee drink-past   DJ 
[TP Taro [VP ocha non]-da]  ka/no]? 
   T.     tea drink-past   Q  
‘Did Taro [drink coffee or drink tea]?’ 

b. Phonology:  
Deletion: [TP Taro [VP koohii non]-da] ka 

[TP Taro [VP ocha non]-da] ka/no? 
Reanalysis:[Taro [nominal koohii ka ocha] 

non]-da] ka/no? 
[Taro-wa [nominal koohii ka ocha] ka (-o) 

non]-da] ka/no? 
 
Although it is not clear why surface nominal DJ 
does not obtain an Alt-Q reading, those with 
other lexical items would allow Alt-Q readings, 
as in (23). 
 
(23)� WP: You came to a party. One of your 

friends wanted to ask you when you had ar-
rived. 

Kimi-wa  koko-e   [ichi-ji    ka     
You.-Top  here-to  one-o’clock DJ 
san-ji       ka]-ni      ki-ta    no?  
three-o’clock RC-ka-at    come-past  Q 

OKAlt-Q: ‘At which time did you come here, 
one or three o’clock?’ 
(cf. OKPol-Q: ‘Is it true that you come here 
at one or three o’clock?’) 
 

We can also make Alt-Q interpretations more 
prominent by iterating conjuncts like in (24). 
 
(24)� WP: Taro either had coffee, tea or coke, 

but you don’t know which he actually had. 
Taro-wa [koohii  ka  ocha  ka  koora   
T.-Top [coffee   DJ  tea  DJ   cola 
ka](-o)      non-da   no? 
RC-ka]-Acc  drink-Past  Q 

OKAlt-Q: ‘Which of these three, coffee, tea 
or coke did T. drink?’ 
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(cf. OKPol-Q: ‘Is it true that T. drank coffee, 
tea or coke?’) 
 

 We have seen that Alt-Q readings become 
more prominent when relevant contexts (WP) 
are provided, and when DJs are followed by 
RC-ka, as well, which is summarized in (25). 
 
(25)� Observations in Section 4:   

a.�RC-ka makes WSR more prominent in de-
claratives (cf. (8)). 

b.�Japanese DJs may obtain Alt-Q readings in 
interrogatives when it allows WSR. 

 
If (25) is on the right track, WSR DJs may show 
wh-island sensitivity. This prediction is borne 
out: Alt-Q readings become unavailable in com-
plex NP, as in (26b). 
 
(26)�WP: Taro either had coffee or tea, but you 

don’t know which one he actually had. 
a.� Taro-wa [koohii ka koocha ka](-o)   

T.-top   coffee DJ tea RC-ka-Acc 
non-da  no? 
drink-past  Q 
OKAlt-Q: Which did Taro drink, coffee 

or tea? 
OKPol-Q: Is it true that Taro drank coffee 

or tea? 
b.� Hanako-wa [CNP [Taro-ga [koohii ka  

H.-Top        T.-Nom coffee DJ  
koocha ka](-o) non-da]   koto]-o   
tea RC-ka-Acc drink-Past fact-Acc 
kika-nakat-ta no? 
hear-Neg-Past Q 
*Alt-Q: Which did Hanako hear Taro 

drink, coffee or tea? 
OKPol-Q: Is it true that Hanako didn’t 

hear that Taro drank coffee or 
tea? 

5.�Conclusion:  
   To sum up, the present study proposed a 
unified account on DJ in English and Japanese: 
Japanese RC-ka overtly indicates the scope of 
DJ in parallel with either in English. Moreover, I 
have shown that Japanese interrogative DJ de-
rives an Alt-Q interpretation in a similar manner 
as in English, which is summarized in (27) be-
low. 
 
(27)� RC-ka/either indicate the scope of DJ:  

Scope of DJ English: Alt-Q  
NSR NG:base-generated nominal DJ 
WSR OK: clausal/phrasal DJ 

 Japanese:  Alt-Q 
NSR NG:base-generated nominal DJ 
WSR OK: clausal/phrasal DJ 

 
Given (27), we can capture the scopal properties 
of DJs in English and Japanese only with 
Merge-based Syntax and PF-deletion, which 
contributes to the simplification of UG. 

 
* I would like to especially thank Naoki Fukui, 
Takaomi Kato and Hiroki Narita for their valua-
ble comments on the earlier versions of this pa-
per. Many thanks also go to the audience and 
organizers of the 8th International Spring Forum. 
Usual disclaimers apply. 

NOTES 
1 It is true when either is present, the exclu-
sive-or reading becomes more prominent (den 
Dikken (2006: 702)). However, ‘either A or B’ 
does not necessarily entail ‘but not both A and 
B.’ Consider (i) below, which definitely allows 
the inclusive-or interpretation. 
 
(i)�If you get 100 marks in either Math or Sci-

ence, then you can have some snacks. 
 
2 Akira Ishikawa (p.c.) pointed out to me that 
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intensional predicates make the distinctions be-
tween NSR and WSR even clearer here. 
3 NSR DJ can readily be followed by demo 
dochira-demo ii-soo-da-yo ‘he doesn’t care 
which’ as in (i). 
 
(i) a. Taro-wa ringo  ka  mikan  (ka)-o 

T.-Top  apple  DJ  orange (RC-ka)-Acc 
sagasitei-ru  
looking:for-Pres 
‘Taro is looking for (either) an apple or an 
orange’ 

b. Demo dochira-demo ii-soo-da-yo. 
but whichever okay-seem-Cop-Prt 
‘But he doesn’t care which.’ 
 

4 Miyama (2015: 24) observes that examples 
such as (i) must be base-generated as nominal 
coordination:  
 

(i)�a. Taro-wa   [koohii   ka  ocha     
T.-Top    coffee   DJ  tea  

(ka)]-no   dochira-ka-o    non-da 
RC-ka-Gen which-ka-Acc   drink-Past 
‘Taro drank either coffee or tea.’ 

b. *T.-wa [koohii-o   non-da  ka ocha-o 
T.-Top coffee-Acc drink-Past DJ tea-Acc 
non-da (ka)]-no dochira-ka-o non-da 
drink-Past Gen which-ka-Acc drink-past 
 

The sentence (ib), from which (ia) is supposed 
to be derived, is totally unacceptable. She then 
concludes that in Japanese, a unique derivation 
of nominal DJ is independently guaranteed, 
when dochiraka ‘which+ka’ is present. However, 
this does not affect the discussions in this paper, 
since dochiraka lexically derived the exclu-
sive-or interpretation regardless of whether the 
relevant DJ obtains NSR or WSR. 
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1. Introduction
   Ackema and Neeleman (2004) develop a theory 
that hypothesizes that the competition between 
morphology and syntax results in cross-linguistic 
variations. Hence, we refer to this theory as 
Competition Theory. Adopting Competition Theory, 
this paper presents a new perspective on 
cross-linguistic variations. We focus on realization 
patterns of speech act in English and Japanese. As 
discussed in Section 2, these languages realize the 
same speech act differently: 

(1) a.  I tell you, he is an idiot. 
(Stubbs (1983: 157)) 

b. Ame-da yo. ‘It is raining, I tell you.’
(Hirose (1995: 227)) 

For example, speech act is encoded by expressions 
such as I tell you in English, as shown in (1a). On the 
other hand, particles such as yo encode speech act in 
Japanese, as shown in (1b). According to a recent 
cartographic approach to clausal structures, there are 
cross-linguistic variations as to whether these speech 
act markers, more generally, discourse markers, 

occupy Spec or Head in a CP. A natural question is 
where these differences come from. We claim that 
they naturally follow from Competition Theory, 
which attributes them to the fundamental distinction 
between English and Japanese in terms of language 
type.  
   This paper is organized as follows. Section 2 
discusses the realization patterns of speech act in 
English and Japanese. Section 3 outlines 
Competition Theory. Section 4 explains the 
realization patterns discussed in Section 2 based on 
Competition Theory. Furthermore, this section 
demonstrates that a competition-theoretic approach 
captures the realization patterns of another type of 
discourse function. Section 5 examines the 
derivation of discourse markers. Section 6 makes 
concluding remarks.  

2. Different Realization Patterns of the Same
Speech Act in English and Japanese
The contrast in (2) indicates that the combination

I tell you has a special function. 

(2) a. * I tell you that it is so.   
(Ikarashi (2013: 112), quoted from Brown and 

Levinson (1987: 190)) 
b. I tell you, I could fly around this room

with my eyes closed!
(Ikarashi (2013: 113)) 

Regarding this contrast, Ikarashi (2013) observes 
that in (2a) the speaker and the addressee share the 
information that something is so while in (2b) the 
speaker one-sidedly informs the addressee that the 
speaker could fly around a room with his eyes closed. 
Based on this observation, he claims that I tell you is 
used only when the speaker one-sidedly informs the 
addressee who does not know the reported 
information.   

 As pointed out in Hirose (1995: 227), I tell you 
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roughly corresponds to the particle yo in Japanese, 
which is illustrated in (3a).   
 
(3) a.  Hanako-wa  byooki-da  yo.  
    Hanako-Top  ill-Cop.Pre  YO 
    ‘Hanako is ill.’  [known only to speaker] 
  b.  Ii   tenki-da     ne.     
    good weather-Cop.Pre  NE 
    ‘It’s a beautiful day.’ 

[known to both speaker and addressee] 
 (Ikarashi (2014: 8)) 

 
Notice their difference in form. I tell you is a free 
form as it can stand in isolation, while yo is a bound 
morpheme that must occur sentence-finally. Hence, 
we call a particle such as yo a sentence-final particle 
(SFP). According to Ikarashi (2014), as with I tell 
you, the SFP yo functions as a marker of the 
speaker’s one-sided information giving. As shown in 
(3a), yo is used when only the speaker knows the 
reported information. (3b), wherein both the speaker 
and the addressee know the information, requires 
another particle ne. Our analysis so far indicates that 
I tell you and yo function as markers of the speaker’s 
one-sided information giving. With this regard, they 
can be considered markers of the same speech act, 
even though they have different forms.   
   The same function found in I tell you and yo 
leads us to the natural assumption that they have the 
same underlying structure. According to Rizzi’s 
(1997) Split CP hypothesis, a CP has the following 
articulated structures:   
 
(4) ... Force ... (Topic) ... (Focus) ... Fin  IP  

(Rizzi (1997: 288)) 
 

In terms of this hypothesis, Haegeman (2006) 
assumes that speech acts are licensed in Force 
projection (ForceP), which specifies illocutionary 
force. Given this assumption, the fact that I tell you 

and yo mark the same speech act means that they are 
licensed in the same ForceP. In this regard, they are 
different realizing forms of the same ForceP. I tell 
you and yo also differ as to whether they occupy 
Spec or Head. It has been pointed out that there are 
cross-linguistic variations as to whether functional 
projections in the CP domain have their overt 
realizations at Spec or Head (see Rizzi (1997: 283)). 
In his analysis of topic-focus system, Rizzi suggests 
that in English, CP Spec is overtly realized. For 
example, Rizzi (1997: 285) analyzes a topicalized 
sentence as shown in (5).  
 
(5) [TopicP Your book [Top-F] [Topic’ [Topic0 Ø] [FinP you 

should give  t to Paul not to Bill.]]] 
 
In (5), the topicalized phrase your book is endowed 
with a Topic feature, when it (or rather the noun 
book) enters into the Numeration; then, this phrase 
occupies Topic Spec, which results in a Spec-Head 
configuration. Under this configuration, the Topic 
feature is checked by the null Topic Head. Hence, we 
may safely assume that I tell you occupies Force 
Spec in the same way as the topicalized phrase in (5). 
Therefore, the sentences with the speech act marker I 
tell you can be analyzed as shown in (6).   
 
(6) [ForceP I tell you [Force-F] [Force’ [Force0 Ø] [FinP he is 

an idiot.]]]       
 
We assume that in (6) I tell you is numerated in one 
or another way to be endowed with a Force feature, 
which is checked by the null Force Head under the 
Spec-Head configuration.  
   On the other hand, Tenny (2006) points out that 
the SFP yo is a head of ForceP. Therefore, (7a) can 
be analyzed as shown in (7b), wherein the Force 
feature of yo is checked by occupying Force Head. 
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(7) a.  Kazuko-wa  kinoo   Tokyo-e  
    Kazuko-Top  yesterday  Tokyo-to 
    iki-masi-ta   yo. 
    go-Polite-Past  YO 
    ‘Yesterday Kazuko went to Tokyo (I’m 

telling you).’    (Tenny (2006: 256)) 
  b.  [ForceP Ø [Force’ [FinP Kazuko-wa … 

iki-masi-ta] [Force0 yo [Force-F].]]] 
 
   To summarize, regarding the realization of 
speech act, English and Japanese contrast in two 
ways. One is that a speech act marker takes a free 
form in English but a bound form in Japanese; the 
other is that it occupies Force Spec in English but 
Force Head in Japanese. In the following discussion, 
we demonstrate that these contrasts naturally follow 
from Competition Theory.   
 
3. The Outline of Competition Theory 
   Competition Theory is characterized by its 
unified treatment of cross-linguistic comparison and 
inter-modular comparison between morphology and 
syntax. Its core assumption is that these two modules 
are on an equal footing and compete for PF 
realization of morphosyntactic structures; depending 
on whether morphological or syntactic realization is 
preferred in a given language, cross-linguistic 
variations occur. On this assumption, languages are 
classified into morphology-preferring and 
syntax-preferring languages. Under Competition 
Theory, we can analyze English as a 
syntax-preferring language and Japanese as a 
morphology-preferring language. This analysis is 
confirmed by forms of a causative in the two 
languages (the following examples are quoted from 
Taishukan’s Unabridged Genius English-Japanese 
Dictionary (Taishukan’s Dictionary)): 
 
(8) a.  He made me go. 
 

  b.  Kare-wa  watasi-o  ika-se-ta. 
    Kare-Top  me-Acc  go-make-Past. 
    ‘He made me go.’  

(Taishukan’s Dictionary, s.v. to make) 
 

As shown in (8a), English uses a phrasal form to 
encode a causative. As shown in (8b), its Japanese 
counterpart is lexical. Assuming that the phrasal 
form is a syntactic realization while the lexical form 
is a morphological realization, Competition Theory 
views these two forms as competing for realization 
of the same underlying structure. In the following 
section, we explore how the differences between I 
tell you and yo are explained within the outlined 
framework. 
 
4. Competition-Theoretic Explanation for 

Contrastive Realization Patterns 
4.1. Speech Act 
   To begin with, let us consider the distinction 
between free and bound forms. Note that this 
distinction involves the inter-modular distinction 
between morphology and syntax. By definition, free 
forms such as I tell you are atoms visible to syntax, 
while bound morphemes such as yo are atoms 
visible to morphology. Given this, the contrast as to 
which forms are selected naturally follows from 
Competition Theory: English, a syntax-preferring 
language, syntactically realizes speech act using free 
forms, i.e. syntactic atoms, whereas Japanese, a 
morphology-preferring language, selects 
morphological realizations with bound morphemes, 
i.e. morphological atoms. We assume that English 
has no illocutionary morpheme because it can create 
illocutionary markers, whenever necessary, through 
the reanalysis of certain types of representations (this 
point is discussed in more detail later). Since I tell 
you is not specialized for speech act, it is available 
for other purposes. For instance, in (9), it is used as a 
part of a proposition. This point is clear from the fact 

251



that it is embedded within the subordinate if-clause.   
 
(9) If I tell you the car is in the shop, you may 

conclude you can’t ask me for a ride.  
(N. Cercone and G. McCalla, The Knowledge 

Frontier, my underlining) 
 

In other words, I tell you is not grammaticalized as a 
functional category. Therefore, it occupies Force 
Spec and not Head. In contrast, since yo is a 
functional category listed as an illocutionary maker 
in the lexicon, it occupies Force Head in the same 
way as inflections and complementizers.   
   To pursue the present analysis, let us consider 
that other types of speech act are consistently marked 
with free forms in English but with bound SFPs in 
Japanese. The following are some examples: 
 
(10) a.  So he came over to my place, you know.  
  b.  Sorede  kare-wa  watasi-no     
    so    he-Top   my-Gen     
    uti-e    ki-ta    no   ne. 
    home-to  come-Past NO  NE 
    ‘So he came over to my place, you know.’ 

(Taishukan’s Dictionary, s.v. to know) 
(11) a.  John left, didn’t he? 
  b.  John-wa  dekake-masi-ta  ne. 
    John-Top  leave-Polite-Past  NE 
    ‘John left, didn’t he?’ (Uyeno (1971: 117)) 
(12) a.  What did Mary buy?   
  b.  Mary-ga nani-o   kai-masi-ta    ka. 
    M.-Nom what-Acc  buy-Polite-Past  Q 
    ‘What did Mary buy?’ 

(Hasegawa (2005: 49)) 
 

Taishukan’s Dictionary states that you know in (10a) 
is used when the speaker confirms the propositional 
content to the addressee. Similarly, according to 
Kido and Murasugi (2012: 4), the SFP ne in (10b) 
marks the speaker’s confirmation to the addressee. 

The translation pair given in (11) indicates the 
correspondence between a tag question and the SFP 
ne. They both imply that “the speaker expects to get 
the addressee’s response agreeing with the speaker’s 
supposition as to the given statement (Uyeno (1971: 
117)).” Furthermore, Hasegawa (2005) points out 
that English uses wh-words, e.g. what in (12a), to 
encode interrogative force, which Japanese marks 
with the interrogative SFP ka in (12b).  
 
4.2. Evidentiality  
   Interestingly, there is another CP domain wherein 
English and Japanese contrast in terms of selecting 
free forms or bound SFPs. Tenny (2006) proposes 
that a CP hosts Evidential projection (EvidP), which 
specifies the kind of evidence that justifies the 
utterance. In English, sequences of subjects with 
perception verbs may function as evidential markers. 
For example, according to Anderson (1986), the 
bracketed I hear in (13) ensures that it is from 
someone else that the speaker has got the 
information that Mary won the prize. In this regard, I 
hear marks the evidentiality of hearsay.   
 
(13) [I hear] Mary won the prize. (‘someone told 

me’)         (Anderson (1986: 274)) 
 

Note that in (13) the verb to hear carries no 
sentential stress; the main predication is the 
proposition that Mary won the prize. In this regard, 
the evidential usage of to hear is distinguished from 
its normal usage as a perception verb. On the other 
hand, Aoki (1986) observes that the evidentiality of 
hearsay is marked with the SFP tte in Japanese. 
 
(14) Ame-ga  hutteiru tte. 
  rain-Nom  falling  TTE  
  ‘They say it is raining.’  (Aoki (1986: 230)) 

 
In English, evidential markers may be supplied by 
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syntactic movement. Observing the following 
contrast, Shizawa (2015) claims that the so-called 
Locative Inversion Constructions are permitted only 
when the utterance is based on the speaker’s direct 
perception: 
 
(15) a.  I looked at the door. Just then, into the 

room came John.  
  b. * Into the room came John, because the door 

was left open. 
 (Shizawa (2015: 165)) 

 
Shizawa’s analysis suggests that inverted locative 
phrases such as into the door in (15a) can be 
considered markers of direct evidentiality. With 
regard to Japanese, Endo (2010: 80) points out that 
this direct evidentiality is encoded without SFPs (e.g. 
Kazi-da Ø. ‘A fire is occurring.’) while indirect 
evidentiality is marked with the SFP na (e.g. Kazi-da 
na. ‘It seems that a fire is occurring.’) for the context 
in which the speaker merely hears the siren of a fire 
engine from his room.  
   Our observation has demonstrated that in English, 
discourse markers are realized with various types of 
free forms, which consistently correspond to bound 
SFPs in Japanese. Under Competition Theory, a 
series of correspondences across CP domains can be 
captured as parallel to the correspondence between I 
tell you and yo.   
 
5. The Derivation of Discourse Markers  
   The issue of the derivation of discourse markers 
in English remains to be solved. Since English does 
not list discourse markers in the lexicon, they are to 
be derived by some means. Let us give a brief sketch 
of the derivation, based on Di Sciullo and Williams’ 
(1987) Coanalysis and Jackendoff’s (1997) 
Representational Modularity. Di Sciullo and 
Williams (1987) observe that a single expression can 
have two independent structures. These authors refer 

to this dualness of structures as Coanalysis. On the 
other hand, the concept of Representational 
Modularity states that morphosyntactic and 
morphophonological representations are generated 
independently of each other. Our assumption is that 
discourse markers such as I tell you are derived 
through the reanalysis of their morphophonological 
representations generated in one of the two 
independent structures.    
   Based on Coanalysis and Representational 
Modularity, we propose that the sentences with 
discourse markers are analyzed as shown in (16). 
 
(16) [Top] /I tell you he is an idiot/ 
  [ForceP I-tell-you [Force-F] [Force’ [Force0 Ø]  
             [FinP  he is an idiot.]]] 
 
   N= {I-tell-you [Force-F], ...} 
 
      REANALYSIS 
 
  [Bottom] /I tell you he is an idiot/ 
  [IP I tell you [CP he is an idiot.]] 
 
Suppose that the sentence given in (16) has top and 
bottom structures. In the top structure, I tell you is 
used as a speech act marker, and in the bottom 
structure, it is a part of a proposition. In both 
structures, the morphophonological and 
morphosyntactic representations are generated 
independently of each other. I tell you as a speech act 
marker exploits its morphophonological 
representation generated in the bottom structure.  
This representation is reanalyzed as a single unit.  
The reanalyzed I tell you enters the Numeration of 
the top structure, in which it is endowed with a Force 
feature. Note that this reanalysis applies only to 
constituents. According to Nespor and Vogel (1986: 
Ch. 7), I tell you, I hear, and didn’t he constitute 
intonational phrases; however they are not syntactic 
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constituents. Therefore, their morphophonological, 
but not morphosyntactic, representations undergo 
reanalysis.  
   On the other hand, the sentences with SFPs have 
mono-structures. They can be assumed to be derived 
as shown in (17).   
 
(17) [Top] /Ame-da yo/ 
  [ForceP Ø [Force’ [FinP Ame-da] [Force0 yo [Force-F].]]] 
 
            N= {yo [Force-F], ...} 
 
              LEXICON 
 
SFPs are numerated from the lexicon, wherein they 
are originally listed. For instance, yo is endowed 
with a Force feature in the Numeration. 
 
6. Concluding Remarks 
   The present analysis strongly suggests that the 
realization patterns in CP domains differ between the 
syntax-preferring and morphology-preferring 
languages. The syntax-preferring languages realize 
functional projections by temporarily-derived free 
forms at Spec. On the other hand, 
morphology-preferring languages have realizations 
with grammaticalized bound morphemes at Head.  
If the present analysis is on the right track, it has 
implications for a cartographic approach to clausal 
structures (see, for example, Rizzi (1997) and 
Cinque (2006)). Based on Chomsky’s (2001) 
Uniformity Principle, this approach assumes that “all 
languages share the same functional categories and 
the same principles of phrase and clause composition, 
although they may differ in the movements they 
admit and in the projections they overtly realize 
(Cinque (2006: 3-4)).” On this assumption, recent 
cartographic works provide a detailed description of 
cross-linguistic variations as to the way that these 
universal categories are realized. In particular, 

cartographic works on Japanese have revealed that 
the universal categories hosted in CP domains are 
realized by various SFPs in this language (see Endo 
(2010)). However, these works do not explain the 
fundamental question why it must select SFPs as 
realization forms unlike English. According to the 
present analysis, this immediately follows from 
Competition Theory because Japanese is a 
morphology-preferring language. Thus, under 
Competition Theory, those cross-linguistic variations 
that have been separately observed in cartographic 
works can be given a unified account as instances of 
the distinction between syntax-preferring and 
morphology-preferring languages.   
 
* An earlier version of this paper was presented at 
the 8th International Spring Forum of the English 
Linguistic Society of Japan held at Seikei University 
on April 19, 2015. I would like to thank Yukio 
Hirose, Nobuhiro Kaga, Masaharu Shimada, Naoaki 
Wada, Masaru Kanetani, and Akiko Nagano for their 
helpful comments. This work is supported by JSPS 
KAKENHI Grant-in-Aid for Research Activity 
Start-up Number 26884008. 
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1.  Introduction 
   Genitive compounds or possessive 
compounds are found in several languages.  
Some examples of them are shown in (1):1 
 
(1) a.  English: children’s book 
 b.  Japanese: mago+no+te 
   grandchild+GEN+hand 
   ‘back scratcher’ 
 c.  Danish: fred+s+conference 
   peace+LINK+conference 
   ‘peace conference’ 
 d.  Swedish: bord+s+lamp 
   table+LINK+lamp 
   ‘desk lamp’ 

(Mukai (2008: 189-190)) 
 
Genitive compounds are composed of two nouns 
and an additional morpheme whose form 
corresponds to a genitive morpheme.  The 
genitive morpheme lies between two nouns to 
link them.  According to Mukai (2008: 191), it 
does not have an independent meaning.  For 
example, the genitive compound in (1a) consists 
of the two nouns children and book with the 

interposed morpheme -s between them.  The 
form of the interposed morpheme is identical 
with that of the genitive morpheme in English, 
although the former is meaningless.  Moreover, 
the genitive compound in (1b) refers to ‘back 
scratcher,’ but not to ‘a grandchild’s hand.’  
The other genitive compounds in (1) have the 
same status as those in (1a) and (1b).  Okubo 
(2014) claims that those in (1) are derived by 
directly merging two nouns.  The first 
constituent is composed of a noun and a 
functional head realized by a linking element at 
PF: 
 
(2) [N [children f-s] [book]] 
 
Okubo argues that a linking element is one of 
the expletives, whose semantic contents are 
empty. 
   However, not all genitive compounds have 
the same status as those in (1).  One such 
genitive compound occurs in Frisian.  
Examples of Frisian genitive compounds are 
given in (3):2, 3 
 
(3) a.  kokensflier 
   kitchen-S-floor 
   ‘floor of the kitchen’ 
 b.  loddefiem 
   shovel-E-handle 
   ‘handle of the shovel’ 

(Hoekstra (2002: 228)) 
 
It seems that the genitive compounds in (3) are 
equal to those in (1), because they are composed 
of two nouns and the additional morpheme -s or 
-e that formally corresponds to a genitive 
morpheme in Frisian.  However, there is a 
significant difference between (1) and (3); the 
difference in referentiality between the first 
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constituents of the compounds.  The first 
constituents of the Frisian genitive compounds 
in (3) must be definite/specific, whereas those of 
the genitive compounds in (1) do not have to be.  
Hoekstra (2002) argues that these two 
differences distinguish genitive compounds in 
English from those in Frisian. 
   This paper aims to reveal the structure of 
Frisian genitive compounds.  In doing so, I will 
make it clear that the difference in referentiality 
of the first constituents is reduced to the 
difference in underlying structures between the 
genitive compounds in (1) and those in Frisian. 
   This paper is organized as follows.  Section 
2 introduces properties of Frisian genitive 
compounds, including the two properties 
mentioned above.  In section 3, I will argue 
against Hoekstra’s (2002) claim that a syntactic 
approach to Frisian genitive compounds is not 
successful.  Instead of using the framework of 
Hoekstra, this paper adopts that of Distributed 
Morphology (Harley and Noyer (2003), Embick 
and Marantz (2008), among others).  Section 4 
shows the underlying structure of Frisian 
genitive compounds.  This structure explains 
several properties given in section 2.  Section 5 
concludes this paper. 
 
2.  Properties of Frisian Genitive 

Compounds 
   Hoekstra (2002) points out four properties of 
Frisian genitive compounds: phonological, 
morphological, lexical-semantic, and referential.  
Let us observe these properties in turn. 
   First, unlike normal N(oun)N(oun) 
compounds that are stressed on the first element, 
Frisian genitive compounds always have the 
stress on the second constituent:4 
 
(4) a.  keamersDOAR 

   living room-S-door 
  ‘door of the living room’ 
 b.  broeksBOKSE 
   trousers-S-leg 
   ‘leg of the trousers’ 
 c.  foarkeTINEN 
   fork-E-teech 
   ‘teeth of the fork’ 
 d.  tsjerkhôfsHAGE 
   churchyard-S-hedge 
   ‘hedge of (around) the churchyard’ 

(Hoekstra (2002: 229)) 
 
On the basis that phrases in Frisian have final 
accent, Hoekstra claims that Frisian genitive 
compounds have phrasal accent. 
   Second, the genitive morphemes of Frisian 
genitive compounds are obligatory.  Frisian has 
linking elements whose forms are the same as 
those of genitive morphemes and whose 
semantic contents are empty.  These elements 
occur in NN compounds, as shown in (5): 
 
(5) a.  keningsdochter 
   king-S-daughter 
   ‘king’s daughter’ 
 b.  berneboek 
   child-E-book 
   ‘children’s book’ 

(Hoekstra (2002: 228)) 
 
Although the forms of the elements are identical 
with those of genitive morphemes, they differ in 
that, unlike linking elements, genitive 
morphemes must be present in genitive 
compounds.  This difference is clearly shown 
in the contrast of (6): 
 
(6) a.  KOKENtafel ‘kitchen table’ 
 b.  kokensTAFEL ‘table of (in) the 
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kitchen’ 
(Hoekstra (2002: 231)) 

 
The NN compound in (6a) disallows linking 
elements, while the genitive compound in (6b) 
must have the genitive morpheme -s.  This 
difference in obligatoriness shows a 
morphological difference between linking 
elements and genitive morphemes. 
   Third, as clearly shown in the contrast of (6), 
genitive compounds always denote a part-whole 
relation between two nouns.  In fact, normal 
NN compounds can denote the same relation.  
However, in contrast to genitive compounds, 
normal NN compounds can denote other 
imaginable meanings. 
   Fourth, the first constituent of genitive 
compounds must be definite/specific, as given in 
(7): 
 
(7) a.  De kokensDOAR 
   The door of the kitchen 
   stie yn’t kier. 
   stood ajar 
   ‘The door of the kitchen was ajar.’ 
 b.  *Der site 
   There stood 
   in/ien kokensDOAR 
   a/one door of the kitchen 
   iepen. 
   open 
   ‘There was a/one door of the kitchen 

open.’ 
 
In (7a), the genitive compound can occur with 
the definite article de.  However, (7b) shows 
that the genitive compound cannot occur with 
the indefinite article in/ien.  According to 
Hoekstra (2002: 235), the 
definiteness/specificity of an entire genitive 

compound emerges from that of the first element 
of a genitive compound.  For instance, koken of 
kokensDOAR denotes a definite/specific kitchen. 
   This property of genitive compounds leads 
to a blocking relation between genitive 
compounds and normal NN compounds: 
 
(8) a.  De kokensDOAR/koknedoar 
   The door of the 

kitchen/*kitchendooar 
   stiet yn’t kier. 
   stands ajar 
   ‘The door of the kitchen is ajar.’ 
 b.  Hy hearde 
   He heard 
   in *kokensDOAR/kokendoar 
   a door of the kitchen/kitchendoor 
   klapperjen. 
   banging 
   ‘He heard a kitchen door banging.’ 
 
As observed in (7), Frisian genitive compounds 
must occur in a definite/specific context.  
Because of this property, a genitive compound 
prohibits a corresponding NN compound from 
occurring in a definite/specific context, as shown 
in (8a).  In contrast, the corresponding NN 
compound is preferred to the genitive compound 
if the context is indefinite/non-specific, as 
shown in (8b). 
 
3.  Framework 
   Based on (8), Hoekstra (2002) argues that 
Frisian genitive compounds are derived in the 
lexicon.  The reason behind this is that 
blocking occurs only in the lexicon.  He 
therefore adopts a lexicalist approach and 
considers the compounds to be lexicalized 
phrases.  However, this is not necessarily the 
case.  In this section, I argue against his claim 
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by showing that a syntactic approach to words 
based on Distributed Morphology (Harley and 
Noyer (2003), Embick and Marantz (2008), 
among others), can explain (8). 
 
3.1.  Genitive Compounds as Lexicalized 

Phrases 
   Hoekstra (2002) proposes the following 
structure for Frisian genitive compounds: 
 
(9) [AgrGP[+def] [DP[+def] [D[+def]-Ø [NP  
 
 koken]]] [AgrG’ AgrG-s [NP doar]]] 
 
This structure explains the four properties 
observed in section 2.  First, the phonological 
property in (4) is captured because the structure 
in (9) is a phrasal structure.  Second, the 
morphological property in (5) and (6) is 
accounted for because of the obligatory presence 
of the functional head AgrG.  Third, this head 
is responsible for the lexical-semantic property 
of Frisian genitive compounds; that is, the 
part-whole relation between two nouns.  Fourth, 
the percolation of a [+def(inite)] feature of the 
first constituent to the projection AgrGP 
explains the referential property in (7).  
According to Hoekstra, the D head of the first 
constituent is defective, so that it does not have 
any phonological contents.  Since Frisian 
genitive compounds are formed in the lexicon, 
the blocking phenomenon in (8) is also 
explained. 
 
3.2.  A Distributed Morphology Account of 

Blocking Phenomena 
   Hoekstra points out that a syntactic approach 
to Frisian genitive compounds fails to capture 
the blocking phenomenon in (8), because in this 
approach, the compounds are derived in syntax, 

so there is no blocking relation observed 
between the compounds and normal NN 
compounds derived in the lexicon.  However, 
this claim is based on the notion of the lexicon.  
According to Scalise (1984: 165), the word 
‘lexicon’ refers to the lexical component and list 
of unpredictable forms of a language.  In 
addition, he points out that only the latter 
meaning is related to blocking.  With this 
separation in mind, the lexical component is not 
necessary for the explanation of the blocking 
relation observed between Frisian genitive 
compounds and normal NN compounds. 
   In fact, Embick and Marantz (2008) propose 
that Distributed Morphology can explain 
blocking phenomena without relying on the 
lexical component.  For example, the blocking 
relation between glory and *gloriousity can be 
explained by the difference in syntactic structure 
between the two words.  Moreover, this 
approach can explain the blocking relation 
between a word and a phrase.  According to 
Embick and Marantz (2008), a blocking relation 
between the word smarter and the phrase *more 
smart is captured because they have the same 
syntactic structure, but the phonological 
realizations of a feature related to the meaning 
of the comparative differ from each other. 
   Given the analysis of Embick and Marantz, I 
employ the framework of Distributed 
Morphology to give an account of Frisian 
genitive compounds. 
 
4.  The Structure of Frisian Genitive 

Compounds and Their Properties 
   Although I employ the framework of 
Distributed Morphology, I also partially employ 
the structure of Frisian genitive compounds 
proposed by Hoekstra (2002).  It seems to me 
that the relation between the constituents of 
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Frisian genitive compounds is a kind of 
predication.  I assume that predication in 
syntax is established by any functional head, as 
proposed in den Dikken (2006).  With respect 
to such functional head, unlike Hoekstra (2002), 
I consider genitive morphemes of Frisian 
compounds to be meaningless, identifying them 
as the functional head f proposed by Okubo 
(2014).  I hence propose the following structure 
for the compounds: 
 
(10) [DP D [fP NP [f DP]]] 
 
This structure fails to explain the word order of 
Frisian genitive compounds because as Hoekstra 
(2002) argues, DP is the first constituent and NP 
the second.  This fact means that DP in (10) 
must move to the Spec position of the upper DP, 
as shown in (11): 
 
(11) [DP DPi [D’ D [fP NP [f ti]]]] 
 
However, this account of the word order is not 
correct because there is an NP that is an 
intervener between the upper D and the lower 
DP.  The immediate question is how to solve 
this problem.  Based on den Dikken (2006), I 
propose that, in (10), f moves to D, and, as a 
result of this movement, NP and DP are 
equidistant to the Spec position of the upper D, 
as shown in (12): 
 
(12) [DP DPi [D’ fj+D [fP NP [tj ti]]]] 
 
If this analysis is on the right track, the next 
problem is the trigger of the movement.  Den 
Dikken (2006) argues that the trigger of the 
movement of a predicate to the Spec position of 
a higher functional head is the presence of the 
null head of the predicate.  The null head must 

move there to be licensed by the functional head.   
Recall that Hoekstra (2002) argues that the first 
constituent of Frisian genitive compounds has a 
null defective D.  Given den Dikken’s and 
Hoekstra’s analyses, I suggest that the trigger of 
the movement of DP in (11) is the null head D of 
the DP.  The rest of this section demonstrates 
that the properties of Frisian genitive 
compounds are explained by the proposed 
structure. 
   First and foremost, the lexical-semantic 
property of Frisian genitive compounds must be 
explained because genitive morphemes do not 
have any contents in my analysis, unlike 
Hoekstra (2002).  However, note that there is a 
part-whole relation between the constituents of 
Frisian genitive compounds from the beginning.  
Consider the genitive compound loddefiem 
‘handle of the shovel’.  In this compound, fiem 
‘handle’ establishes a part-whole relation with 
lodde ‘shovel’ because a shovel must have a 
handle to work.  If so, the genitive morpheme 
does not function to establish the relation 
between the two constituents.  I claim that a 
part-whole relation between the constituents of 
Frisian genitive compounds is established by 
encyclopedic knowledge.5 
   Second, the present structure can account for 
the phonological property of Frisian genitive 
compounds; that is, the second constituent must 
be stressed.  According to den Dikken (2006: 
82-83), the subject must be stressed in predicate 
inversion constructions, as shown in (13): 
 
(13) Imogen considers the best candidate to be 

BRIAN. 
(den Dikken (2006: 83)) 

 
Any other constituents cannot be stressed.  If 
my analysis is correct, predicate inversion 
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occurs in Frisian genitive compounds.  As a 
result of this operation, the subject, which is the 
second constituent of the compounds, must be 
stressed. 
   Third, the obligatoriness of genitive 
morphemes can be explained.  Den Dikken 
(2006) argues that the presence of linkers is 
obligatory if predicate inversion occurs, as 
shown in (14): 

(14) a. Imogen considers Brian (to be) the 
best candidate. 

b. Imogen considers the best candidate
*(to be) Brian.

(den Dikken (2006: 1)) 

In (14b), unlike (14a), predicate inversion 
occurs; and, as a result of this, the linker to be 
must be required.  This is the reason why 
genitive morphemes of Frisian genitive 
compounds are obligatory.  In my analysis, the 
morphemes are linking elements.  Considering 
their linking function, it is natural that they are 
also regarded as linkers. 

Fourth, my analysis accounts for the 
definite/specific character of the first constituent 
of Frisian genitive compounds without assuming 
the percolation of a [+def] feature.  To explain 
this behavior, let us adopt Aboh’s (2004) 
proposal that a noun has topic and focus 
projections.  According to Aboh, there are topic 
and focus projections between D and N.6  
Based on his analysis, I modify the structure in 
(10) as shown in (15):

(15) [DP D [TopP Top [fP NP [f DP]]]]

This structure predicts that NP or DP functions 
as a topic.  This prediction is borne out by the 
fact that Frisian genitive compounds can be used 

if their first constituents are pre-established in 
discourse (cf. Hoekstra (2002: 252)).  This 
means that the lower DP moves to the Spec 
position of TopP.  Moreover, Aboh (2004: 7) 
argues that an element that moves to [Spec, 
TopP] is specified as [+specific]; hence, it 
moves there to check the feature under Top. 
Based on this claim, the referential property of 
Frisian genitive compounds can be explained. 
Let us take kokensdoar ‘kitchen door’ as an 
example. This compound is derived from the 
following steps: 

(16) a. [DP D [TopP Top[+specificity] [fP doar [f 
koken[+specificity]]]]] 

b. [DP D [TopP kokeni[+specificity]

[Top[+specificity]+fj-s [fP doar [tj ti]]]]

In (16a), koken has a [+specificity] feature 
because it has already been introduced in 
previous discourse.  Because of the feature, it 
moves to the Spec of TopP to check the same 
feature of Top.  What is important here is that 
Top is specified as [+specificity].  This head is 
lower than D.  Such relation between D and 
Top explains the fact that the entire genitive 
compound is definite/specific.  This is because 
if D were specified as [−specific], a mismatch in 
value of the feature between D and Top would 
occur and cause the derivation to crash. 
   So far, I have shown how the proposed 
structure explains the properties of Frisian 
genitive compounds.  If my analysis is valid, it 
can also explain why the first constituents of 
those compounds in (1) are not definite/specific. 
This is because there is no topic projection in the 
structure of the compounds in (1), so that DP 
cannot be licensed even if it is pre-established in 
the previous discourse.  Another possibility is 
that genitive morphemes in Frisian are topic 
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markers, while those in English are expletives. 
In this case, the structure of Frisian genitive 
compounds has to be slightly modified because 
this paper assumes a genitive morpheme of the 
compounds to be a linking element.  In either 
case, there is a difference in structure between 
genitive compounds in (1) and those in Frisian. 

5. Conclusion
In this paper, I have argued that Frisian

genitive compounds have the structure of (14) 
and this structure can explain the four properties 
of the compounds.  Given this structure, I also 
explain the difference in definiteness/specificity 
between the first constituents of the compounds 
in (1) and Frisian genitive compounds. 

* For their helpful comments, I am grateful to
Yukio Hirose, Nobuhiro Kaga, Masaharu
Shimada, Naoaki Wada, Masaru Kanetani, and
Akiko Nagano.  My thanks also go to the
audience, especially Hisao Tokizaki and Yusuke
Yoda for their invaluable comments.

NOTES 
1 GEN = genitive, LINK = linking element 
2 The form of a genitive morpheme depends on 
the ending of the preceding element.  Hoekstra 
(2002: 230) mentions that “the ‘strong’ ending -s 
appears after first elements ending in a 
consonant or a full vowel whereas the ‘weak’ 
ending -e is assumed to have been added to first 
elements that end in -e already.” 
3 Even though the compounds in (2) are genitive 
compounds, Hoekstra (2002) claims that the 
genitive morphemes have a meaning related to a 
part-whole relation.  This point is discussed in 
section 2. 
4 Based on Hoekstra, this paper henceforth 
indicates a stressed element by use of small 
capitals. 

5 There is no meaning related a part-whole 
relation in the Japanese genitive compound in 
(1b), although there is a part-whole relation 
between a grandchild and his/her hands. 
However, it is not a counterexample to my 
analysis because the compound is lexicalized, so 
its meaning is non-compositional. 
6 Aboh suggests that there is Num between D 
and N.  However, this projection is not relevant 
to the present discussion, for which reason I 
simply ignore it.  I also ignore the projection of 
FocP because this projection is also irrelevant.
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1. Introduction 
   This paper presents the mechanism of how 
ellipsis bleeds or doesn't bleed head movement 
in terms of E-feature movement. First, the two 
construction are concerned. In sluicing with 
object wh-remants in interrogative matrix 
clauses, T-to-C movement is bled, as shown in 
(1) while in non-elliptical counterpart it is 
obligatory, as shown in (2). 
 
(1) A: Mary will see someone.  

B: Who (*will)? 
(2) a.  Who will Mary see? 

b. *Who Mary will see?  
 
While head movement is bled in some elliptical 
constructions, there are some languages which 
allow head movement even though ellipsis takes 
place as shown in (3). (3B) is Verb Stranding 
VP-ellipsis in Hebrew. In this construction, the 
remaining verb has to be identical to the 
antecedent verb.  
 
(3) A: alaxt        etmol     et  

send-Past2Fsg  yesterday  Acc  

ha-yeladim   le-beit-ha-sefer? 
the-children  to-house-the-book 
‘Did you send yesterday the children to 
school?’ 

B: alaxti [vP …v    ].  
send-Past1sg 
‘I sent yesterday the children to school.’             

(Goldberg (2005: 2)) 
 
In the literature, it has been argued that the verb 
raises to T and V-related domain is deleted. 
Therefore, the verb moves out of the deletion 
site. This suggests that head movement is not 
always bled by ellipsis. 
   Although some intriguing approaches have 
been proposed, they have not reached any 
consensus so far. Therefore, in this paper I aim 
to give a unified mechanism of head movement 
and deletion marking in syntax accounting for 
the contrast between sluicing and Verb 
Stranding VP-ellipsis. 
   The goals of this paper are the following: (i)  
to demonstrate that the (lack of) head movement 
in elliptical constructions is attributed to whether 
the relevant head carries the E-feature. If it has 
the E-feature, it has to stay where it is merged to 
mark the deletion site. If it does not have the 
E-feature, it can undergo head movement, (ii) to 
show that the E-feature originates in a lowest 
phase head and it can move higher up the 
derivation, and (iii) following Bo covi  (2014) 
that in principle full phases and phasal 
complement ellipsis are possible, to argue that 
there are in principle always three options as for 
E-feature movement and there is no Agree with 
other heads or phrases. The properties of the 
E-feature are the following: (i) the E-feature can 
stay where it is first merged, (ii) the E-feature 
can move to a head of a complement of a phase 
head and (iii) the E-feature can also move to a 
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higher phase head. Any other possibilities are 
excluded. 
   This paper proceeds as follows. In section 2, 
reviewing previous analyses, I will raise some 
problems. In section 3, I will propose a unified 
mechanism in terms of E-feature movement. 
Then, in section 4, I will analyze the phenomena 
in question. Section 5 concludes this paper. 

 
2. Previous Analyses 
   (4) shows roughly three previous analyses 
accounting for bleeding effect of head 
movement in sluicing.  
 
(4) a. [CP who will [TP twill [vP twho v [VP see]]]]         

(e.g. Thoms (2010))1 

b. [CP who C[SF] [TP will [vP twho v [VP see]]]]            
(e.g. Lasnik (2001))    

c. [CP who C [TP will [vP twho v [VP see]]]]   
(e.g. Merchant (2001))2 

 
First, in (4a), head movement from T to C takes 
place and C´ is deleted. Second, in (4b), C has a 
strong feature (SF) and matching relevant 
feature of T moves to C. As a result, T becomes 
phonologically defective. But the deletion of TP 
voids the crash. Third, in (4c), deletion of TP is 
prior to head movement. As a result, the 
auxiliary cannot undergo head movement. I 
assume that basically the structure in (4b) is on 
the right track in that T does not move to C 
when deletion takes place. However, the 
approaches in (4a) and (4c) face some empirical 
problems. First, the approach in (4a) cannot 
explain the example in (5c), which is non-wh 
sluicing in Hungarian. 
 
(5) a.  Nem  tudom,  hogy   Annát  

not    I-know  Comp  Anna   
meghívta *(-e)  János.  

invited*(-Q)    Janos 
‘I don’t know if Janos invited Anna.’  

b. *kiváncsi  vagyok, hogy   JÁNOS-e  
curious   I-am   Comp  János-Q 
ment  el. 
went  Pv  
‘I wonder if it was János who left.’  
(van Craenenbroeck and Merchant 
(2013:720)) 

c. János meghívott  egy   lányt, de    
Janos invited     a     girl 
nem    tudom   hogy  ANNAT*(-e). 

 but not  I-know  Comp  Anna-Q 
‘Janos invited a girl, but I don’t know if it 
was Anna.’      (Aelbrecht (2010: 162)) 

 
In (5a), van Craenenbroeck and Lipták (2008) 
argue that the verb ‘invited’ head-moves to the 
Foc head in the CP domain carrying the 
interrogative suffix -e. This -e suffix cannot 
attach to any other elements, as shown in (5b).  
However, under ellipsis in (5c), the suffix needs 
to attach to the preverbal focused element 
‘Anna’. This suggests that the Foc head hosting 
the -e suffix is outside of the deletion site. 
Therefore, this example is problematic for (4a) 
which deletes C head as well. Next, the 
problematic example for (4c) is Verb Stranding 
VP-ellipsis in Hebrew in (3) above. There seems 
to be some contradiction as for the order 
between head movement and the deletion 
operation. First, if PF deletion precedes PF head 
movement as Merchant (2001) argues, (3) 
cannot be explained since the verbs have to 
undergo head movement prior to deletion. 
Second, if head movement applies before 
PF-deletion, it cannot account for the lack of 
T-to-C movement in sluicing.3 Therefore, I 
assume that head movement takes place in 
narrow syntax.  
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   Next, in section 3, I will propose a unified 
mechanism based on E-feature movement. 
 
3. Proposal  
3.1 The Property of the E-feature  
   I assume three points as for the E-feature. 
 
(6) a. The E-feature is an uninterpretable feature 

(cf. Merchant (2001)), but no Agree with 
other heads or phrases takes place. 

b. Only heads can carry the E-feature and 
phrases cannot. 

 
First, as for (6a), Merchant (2001) argues that 
the E-feature in sluicing has the specification in 
syntax, as illustrated in (7).   
 
(7) E[uwh*, uQ*]4 
 
However, it only explains the data in sluicing. 
Moreover, assuming distinct features of the 
E-feature forces us to assume the different 
E-features for each elliptical construction.5 Next, 
concerning (6b), in a structure like (8), I assume 
that both of heads, X and Y can carry the 
E-feature while neither XP nor YP cannot. This 
is because the E-feature originates in a phase 
head, as I will assume in the next subsection.  
 
(8) [XP … X… [YP …Y…]] 
 
3.2 E-feature Movement and Deletion 
Marking 
   I consider how E-feature movement and 
deletion marking work in elliptical constructions. 
First, I assume the following four points as for 
E-feature movement and deletion in (9). 
 
(9) a. The E-feature originates in a lowest phase 

head.  

b. Once a head carries the E-feature, the head 
has to stay where it is in order to mark the 
deletion site. 

c. E-feature assignment takes place after XP 
movement and before head movement in 
order to value where to move (before 
E-feature movement, MaxElide works).  

d. The whole projection where the E-feature 
is located is specified for deletion, as 
opposed to Merchant (2001).  

 
Concerning (9a) and (9b), following Chomsky’s 
(2008) proposal that only phase heads drive 
operations, I assume that the E-feature originates 
in a phase head. 
 
(10) [Ph2 Ph2[E] [YP Y [Ph1 Ph1 [XP X ]]]]   
 
Moreover, in the minimalist theory, derivations 
are built up phase by phase. Therefore, once Ph1 
is merged to XP, this XP is transferred. However, 
when the E-feature merges with Phase2 in (10b), 
it is not clear whether XP, which is already 
transferred in (10a), has to be pronounced or not.  
   Next, as for (9c) I assume the timing of the 
E-feature movement, as shown in (11).6 
 
(11) XP movement  E-feature movement  

head movement7 
 
The timing of E-feature movement is after XP 
movement and before head movement. The 
reason why E-feature movement comes after XP 
movement is because I assume that once XP 
movement takes place, MaxElide works in 
narrow syntax and it gets clear if the E-feature 
has to move or stay where it is.8 Further, as for 
the location where the E-feature moves, I follow 
Bo covi  (2014) arguing that in principle, 
ellipsis of full phases and of phasal complements 
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are possible. In my approach, following 
Bo covi ’s proposal, I assume that the E-feature 
can move to a higher phase head, remain in-situ 
or to a head of a complement of a higher phase 
where MaxElide is satisfied.  Here, I assume 
three possible derivations under E-feature 
movement. 
 
(12) [Option 1]: The E-feature in v stays in-situ. 

(Full phase ellipsis) 
[Option 2]: The E-feature moves to a head 
of a higher phasal complement. (Phasal 
complement ellipsis) 
[Option 3]: The E-feature moves to a 
higher phase head. (Full phase ellipsis) 

 
As for Option 3, it isn’t directly related to the 
phenomena in question, I’ll put it aside in this 
paper.  
   Concerning (9d), Merchant (2001) proposes 
the phonology of E, as shown in (13). (13) 
shows that the complement of a head with the 
E-feature, here, IP, is deleted at PF.  
 
(13) The phonology of [[E]]: IP  /E __  
 
However, the E-feature functions for marking 
some relevant portion, therefore, the E-feature 
and a head, which has a remnant in its specifier, 
seem to be incompatible in the same position. 
Therefore, I assume the following structure in 
(14). 
 
(14)  

 
 
 
 
 
 

Further, Argument Ellipsis in Japanese suggests 
this assumption is preferred.  

 
(15) a. Taitei-no  gakusei-ga    Tanaka  

most-Gen  student-Nom   Tanaka  
sensei-o   sonkeisiteiru. 
Prof.-Acc  respect  
Most students respect Prof. Tanaka.   

b. __ Suzuki  sensei-mo sonkeisiteiru.   
Suzuki  Prof.-also respect 

Most students respect Prof. Suzuki, too.  
 
If Argument Ellipsis is derived by deletion and 
Merchant’s assumption of the E-feature is on the 
right track, it is hard to account for the cases of 
subject argument ellipsis since there is no 
functional head with the E-feature which posits 
itself in the sister position of the subject 
argument. (It holds true even when the subject 
moves to Spec-TP.) 
 
(16)  [vP Sub [v´ v [VP V Obj]]]   
 
In (16), in order for the subject to be deleted, v´ 
has to carry the E-feature based on Merchant’s 
(2001) system. This is an undesirable result. 
Therefore, I revise Merchant’s E-feature, as 
shown in (17).  

 
(17) The whole projection, which carries the 

E-feature, is specified for deletion. 
 
3.3 The Possible Derivations 
   Based on the assumptions made in section 
3.2, there are three possible derivations as 
follows. (In the following, gray portion shows 
the deletion site which is finally deleted at PF. 
Although I do not color the deletion sites which 
would be marked as a deletion site in the course 
of a derivation, they are actually already marked 

                                      XP                       
                 
          YP                       X´ 
                                                      
                         X                       WP                      

         [Surviving domain] 
                                                                  W´ 
                                                 
                                                     W[E] 
                                                                [Deleted domain]
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as a deletion site when they are transferred.) 
 

(18) Option 1: The E-feature stays in-situ.  
a. [Ph1P Ph1[E] [XP X ]] 
b. [PhP1 WP Ph1[E] [XP X ]]           
c. [PhP2 Ph2 [YP WP  Y [PhP1  tWP  Ph1[E] 

[XP X]]]] 
d. [PhP2 Ph2  [YP WP  Y  [PhP1  tWP  

Ph1[E] [XP  X]]]]  
 
In (18a), phase1 with the E-feature is merged to 
XP. Then WP is merged in (18b). After phase2 
is merged, WP moves to Spec-YP in (18c). After 
this movement, MaxElide works and the 
E-feature stays in-situ since WP in Spec-YP is a 
remnant and, therefore, cannot be deleted. As a 
result, the projection PhP1 is marked as a 
deletion site in (18d). Consequently, head 
movement from Ph1 to Y is not possible since 
Ph1 carries the E-feature and has to mark the 
deletion site.  

 
(19) Option 2: The E-feature moving to a phasal 

complement head  
a. [Ph1P Ph1[E] [XP X WP]]                      
b. [Ph1P WP ZP  Ph1[E] [XP WP X tWP ]]     
c. [Ph2P WP Ph2 [YP ZP  Y [PhP1 tWP tZP  

Ph1[E] [XP  X tWP]]]] 
d. [Ph2P WP Ph2 [YP  ZP  Y[E]   [PhP1 tWP 

tZP  Ph1__ [XP  X tWP]]]]  
 
In (19a), WP is the object of X and Ph1 is 
merged with the E-feature. In (19b), WP moves 
to Spec-Ph1P. Then in (19c), after Phase 2 is 
merged, WP further moves to Spec-Ph2P. Here 
MaxElide works in (19d), and E-feature moves 
to Y. Therefore, head movement from Y with 
the E-feature to Ph2 is blocked.  
 
 

4. Analysis 
4.1 Lack of T-to-C Movement in Sluicing  
   The derivation of (20B) proceeds as shown 
in (21). 
 
(20) A: Mary will see someone.  

B: Who (*will)? 
(21) a. [vP who Mary v*[E] [VP who V twho ]]   

b. [CP who C [TP Mary  T  [vP twho tMary 
v*[E] [VP who V twho]]]] 

c. [CP who C [TP Mary T[E] [vP twho tMary  v* 
__ [VP who  V twho]]]] 

d. [CP who C [TP Mary T[E] [vP twho tMary  v* 
__ [VP who  V twho]]]] 

 
(21a) shows that after v* with the E-feature 
merges, the subject Mary merges and who 
simultaneously moves to Spec-v*P and Spec-VP. 
In (21b), after who moves to Spec-CP and the 
subject moves to Spec-TP, MaxElide works and 
the E-feature moves to T, as shown in (21c). In 
(21d) since T carries the E-feature, T-to-C 
movement is not possible. Consequently. TP is 
marked as a deletion site.  
 
4.2 Verb Stranding VP-ellipsis 
   As for Verb Stranding VP-ellipsis, it has 
been analyzed as VP/vP deletion with verb 
movement to T (cf. Goldberg (2005)). The 
derivation of (22B) is illustrated in (23). 
 
(22) A: alaxt        etmol     et  

send-Past2Fsg  yesterday  Acc  
ha-yeladim   le-beit-ha-sefer? 
the-children  to-house-the-book 
‘Did you send yesterday the children to 
school?’ 

B: alaxti [vP …v    ].  
send-Past1sg 
‘I sent yesterday the children to school.’  
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(23) a. [vP v*[E] [VP V(send) the children]] 
b. [vP V-v*[E] [VP tV(send) the children]] 
c. [TP V-T   [vP __v*[E] [VP tV(send) the 

children]]] 
 
In (23a), v* carries the E-feature when it is 
merged. In (23b) The verb send undergoes head 
movement to v*. In (23c), since v* carries the 
E-feature, it cannot move further. Instead, V 
adjoining to v* excorporates into the T head. As 
a result, v*P is specified for deletion.9 

 
5. Conclusion  
   In this paper, first, I have demonstrated that 
head movement needs to take place in narrow 
syntax by pointing out the paradox of the order 
of operations between head movement and 
deletion at PF in relation to the bleeding effect 
of head movement in sluicing and Verb 
Stranding VP-ellipsis. Second, I have argued 
whether head movement takes place or not is 
attributed to whether the relevant head carries 
the E-feature or not: that is, when a head carries 
the E-feature, head movement cannot take place 
whereas when a head does not carry the 
E-feature, head movement can take place.  
Finally, I have also argued that the E-feature 
does not have any content, therefore it does not 
take part in any Agree. Though this analysis still 
needs closer inspection with cross-linguistic data, 
it also has some possibility to be extended to 
other elliptical phenomena which have been 
traditionally treated as being produced by 
deletion. 
 
* This article is based on my poster presentation 
at English Linguistics Society of Japan 8th 
International Spring Forum held at Seikei 
University on April 19th, 2015. I would like to 
thank the audience for their comments. I am 

especially grateful to Nobuaki Nishioka for his 
invaluable comments and suggestions. Special 
thanks also go to Masako Maeda for her 
valuable comments and suggestions. Remaining 
inadequacies are of course my own. 

NOTES 
1 Thoms (2010) proposes that ellipsis is licensed 
by A´-movement or head movement, and the 
failure of linearization made by the movement is 
circumvented by deletion.  
2 Merchant (2001) claims that (4c) is derived by 
either deletion of TP preceding head movement 
or that T has a strong feature and if it fails to 
raise to C, the deletion will void the crash, which 
is similar to Lasnik (1999). 
3 Verb raising in Verb Stranding VP-ellipsis is 
possible even when VP is deleted. This suggests 
that movement can occur before deletion. 
However, if movement at PF takes place before 
PF deletion, it is impossible to account for the 
data of the bleeding effect in sluicing.   
4 * means that these features needs strong 
agreement which triggers overt movement. 
5 Usually, VP-ellipsis with wh-extraction is 
disallowed, as shown in (i).  
(i) They said they heard about a Balkan 

language, but I don’t know  
a.  which.  
b. *which they did.  (Merchant (2008: 139)) 

However, if either the remaining subject or the 
auxiliary has focus, the sentence becomes 
acceptable, as shown in (ii). 
(ii) a. I know which books she READ, and 

which she DID’T. (Merchant (2008: 139)) 
b. ED attended a lecture on carpenting, but I 

don’t know what MARY did.  
(Craenenbroeck and Merchant (2013: 706)) 

Then, it is hard to assume that the E-features are 
different, for example, between (ic) and the 
counterpart of (ic) with the auxiliary focused. 
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Rather, it should be the case that the E-feature 
does not have the specification.  
6 In this paper, I follow Chomsky’s (2008) and I 
assume that after feature inheritance and XP 
movement take place, MaxElide works and 
E-feature movement occurs. 
7 As for the difference of timing between phrasal 
movement and head, in Chomsky’s (2008) 
mechanism, for example as for v-V relation, 
after feature inheritance from v to V takes place, 
V agrees with the object and edge feature of V 
triggers movement of the object to Spec-VP. 
This Agree and movement cannot occur if the V 
head is not located where it originates.  
8 Merchant (2008) formulates the definition of 
MaxElide as follows. 
(i) Let XP be an elided constituent containing an 

A’-trace. Let YP be a possible target for 
deletion. YP must not properly contain XP 
(XP  YP). 

9 According to Roberts (2000), though 
excorporation is highly restricted to occur, it 
indeed takes place.  See Roberts (2000) for the 
example of excorporation.  
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1. Introduction 
   It has long been debated whether or not the 
double object construction and its corresponding 
prepositional phrase construction have the same or 
distinct meanings.  In (1a) is given an example of 
the double object construction, and in (1b) is given 
an example of the prepositional phrase construction:   
 
(1) a.  Mike gave Mary a book.  
 b.  Mike gave a book to Mary.   
 
For convenience, I call the double object 
construction the DOC, and the prepositional phrase 
construction the PPC.   
   Those who assume that both constructions 
denote one and the same meaning advocate the 
single meaning approach (e.g. Baker (1988), Larson 
(1988)).  Those who assume that each construction 
denotes related, yet distinct meanings advocate the 
multiple meaning approach (e.g. Beck & Johnson 
(2004), Goldberg (1992, 1995), Harley (2003), 
Krifka (1999, 2004), Pinker (1989)).  This 
approach generally entails that the DOC encodes 
caused possession, and that the PPC encodes caused 
motion.  Caused possession entails the bringing 

about of a possessive relation between the indirect 
and direct objects; caused motion entails the transfer 
of the direct object to the complement of the 
preposition.  In this approach, the semantics of both 
constructions can be roughly represented as in (2):   
 
(2) a.  X CAUSES Y to HAVE Z [DOC] 
 b.  X CAUSES Z to GO TO Y  [PPC] 
 
   A third approach is called the verb-sensitive 
approach (Jackendoff (1990), Rappaport Hovav and 
Levin (2008)).  As a representative study of this 
approach, I take up Rappaport Hovav and Levin 
(2008) (RH & L (2008)).  They argue against the 
multiple meaning approach.  They classify relevant 
verbs into two types: give-type verbs and throw-type 
verbs.  They claim that give-type verbs denote only 
caused possession in either construction, and that 
throw-type verbs can denote both caused possession 
and caused motion in the DOC, and caused motion 
in the PPC.  That is to say, as for give-type verbs, 
they argue for the single meaning approach.  Here 
is a summary of their verb-sensitive approach and 
the multiple meaning approach.   
 
A summary of the verb-sensitive approach 

 DOC PPC 

give-type 

verbs 
caused possession caused possession 

throw-type 

verbs 

caused possession 

or caused motion 
caused motion 

 
A summary of the multiple meaning approach 

 DOC PPC 

all dative 

verbs 
caused possession caused motion 

 
   This study mainly examines give-type verbs and 
argues for the multiple meaning approach.  
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   This study is organized as follows: Section 2 
overviews previous studies.  Section 3 argues for 
the multiple meaning approach.  Section 4 offers 
concluding remarks. 
 
2. Previous Studies 
2.1. Examples Considered to Support the 
Multiple Meaning Approach 
   In this sub-section, I present examples 
considered to support the multiple meaning approach.  
The single meaning approach, on the other hand, 
must explain the different acceptability of these 
examples.  
   The differential acceptability of sentences like 
those in (3) has been considered to support the 
multiple meaning approach (e.g. Harley (2003), 
Krifka (2004)).  Observe (3): 
 
(3) a.   Interviewing Richard Nixon gave Norman 

Mailer a book. (Oehrle (1976: 44)) 
 b. *  Interviewing Richard Nixon gave a book 

to Norman Mailer. (RH & L (2008: 151)) 
 

Sentence (3a) does not express the proposition that a 
book was physically transferred from somewhere to 
Norman Mailer.  It conveys that Mailer wrote 
and/or published a book by doing some interview 
with Nixon; in this case, a book was created.  The 
creation of an entity is not compatible with the 
constructional meaning of the PPC.  Thus, sentence 
(3b) is unacceptable.   
 
2.2. Heaviness and Information-Structure 
Accounts  
   Rappaport Hovav and Levin (2008) argue that 
the different acceptabilities of sentences observed in 
the previous section can be accounted for by 
considering heaviness and/or information structure.  
They roughly de�ne heaviness and information 
structure in the following way: 

(4) a.  Heaviness: Heavy material comes last. 
 b.  Information structure: Given material 

 comes before new material.   
(RH & L (2008: 156)) 

 
They claim that these two factors play a crucial role 
in determining the choice between the two 
constructions. 
   We overview their heaviness account in section 
2.2.1 and their information-structural account in 
section 2.2.2.   
 
2.2.1. Heaviness Account 
   It is argued that sentence (5b) supports the claim 
that heaviness determines the choice between the 
DOC and the PPC.  Observe (5):   
 
(5) a. #  Nixon’s behavior gave an idea for a book 

to Mailer. 
 b.   Nixon’s behavior gave an idea for a 

book to every journalist living in New 
York City in the 1970s. 
(RH & L (2008: 151), Snyder (2003: 35)) 

 
Although sentence (5a) is claimed to be 
unacceptable out of context, it certainly is acceptable 
when the goal NP is long and heavy, as illustrated in 
(5b). 
 
2.2.2. Information-Structure Account 
   Next, let us look at their information-structure 
account.  It is claimed that information-structural 
considerations can account for the different 
acceptability of sentences like those in (6): 
 
(6) a.   Interviewing Richard Nixon gave Norman 

Mailer a book. (= (3a)) 
 b. * Interviewing Richard Nixon gave a book 

to Norman Mailer. (= (3b)) 
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Sentences like (6b) are acceptable when the theme 
NP is given, as illustrated in (7):   
 
(7) A:  It is very dif�cult to get an idea for a book 

simply from an interview. 
 B:  Well, interviewing Nixon gave an idea for 

a book to Mailer. 
(RH & L (2008: 157)) 

 
In (7), the theme NP an idea for a book is introduced 
in the sentence uttered by Speaker A and thus given 
in sentence B.  It is concluded from data like those 
in (5) and (7) that there is no semantic difference 
encoded between the two constructions. 
 
3. Arguing for the Multiple Meaning Approach 
3.1. Against the Heaviness Account 
   Let us examine the issue of heaviness.  Heavy 
material comes last in order to observe the principle 
of end weight (e.g. Wasow (2002)).  Acceptability 
for various types of constructions can certainly be 
overridden by this factor.  However, this does not 
necessarily indicate that the DOC and the PPC have 
one and the same meaning associated with them.  
When the goal NP is heavy, to employ the default 
word order of the PPC is sometimes the only option 
available; we have sometimes no choice but to 
employ the default word order of the PPC in order to 
observe the principle of end weight.   
   Bresnan et al. (2007) observe the contrasts in (8) 
and (9): 
 
(8) a.  That movie gave me the creeps.  
 b. * That movie gave the creeps to me. 

(Bresnan et al. (2007: 73-74)) 
(9) a. ??Stories like these must give people 

whose idea of heaven is a world without 
religion the creeps …  

 b.   Stories like these must give the creeps to 
people whose idea of heaven is a world 

without religion…    
(Bresnan et al. (2007: 73-74)) 

 
As illustrated in (8), when the goal NP is not heavy, 
only the DOC is acceptable.  As illustrated in (9), 
when the goal NP is heavy, the PPC is much 
preferable to the DOC.  These data indicate that we 
have no choice but to employ the PPC when the goal 
NP is long and heavy; the default word order of the 
PPC is appropriate in order not to violate the 
principle of end weight. 
 
3.2. Against the Information-Structure Account 
   Let us investigate the validity of the 
informational-structural account that we saw in 
section 2.2.2.   
   As we saw in section 2.2.2, Rappaport Hovav 
and Levin (2008) argue that sentences like (10) are 
acceptable when the theme NP is given information 
and present the data in (11):   
 
(10)  * Interviewing Richard Nixon gave a book 

to Norman Mailer. (= (6b)) 
(11) A:  It is very dif�cult to get an idea for a book 

simply from an interview. 
 B:  Well, interviewing Nixon gave an idea for 

a book to Mailer. (= (7)) 
 
   However, the explanation of the sentence in 
(11B) cannot straightforwardly apply to sentences 
like (10), since the value of the theme NPs differs.  
In (10), it is a book; in (11B), it is an idea for a book.  
Note that sentence (10) is distinctly odd even when 
the theme NP is given.  Observe (12): 
 
(12) A:  It is very dif�cult to write a book simply 

from an interview. 
 B: * Well, interviewing Richard Nixon gave a 

book to Norman Mailer. (cf. (10)) 
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   Consider also the sentences in (13):  
 
(13) a.   Working hard for 20 years gave Mike a 

{house / fortune}. 
 b. * Working hard for 20 years gave a {house / 

fortune} to Mike. 
 
The sentences in (13b) are not acceptable either even 
when the theme is given information.  Observe 
(14): 
 
(14) A:  It is very dif�cult to {build a house / make 

a fortune} simply by working hard. 
 B: * Well, working hard for 20 years gave a 

{house / fortune} to Mike. 
 
These data indicate that one cannot conclude by 
simply resorting to information-structural 
considerations that there is no semantic difference 
between the two constructions.   
   If we assume that the DOC encodes caused 
possession, and that the PPC encodes caused motion, 
we can straightforwardly account for the facts just 
observed.  That is to say, the subject referents in the 
DOCs caused the indirect object referents to have 
things like books, houses, and fortunes; in other 
words, one can write a book, build a house, or make 
a fortune by interviewing someone or working hard 
for certain years.  On the other hand, the subject 
referents in the PPCs cannot cause the themes to 
move along a path to a goal, since interviewing or 
working itself cannot physically transfer things like 
books, houses, or fortunes.  
 
3.3. Conduit Metaphor 
   There still remains a question of why the 
sentence in (11) uttered by Speaker B, repeated here 
as (15), should be acceptable.   
 
(15) A:  It is very dif�cult to get an idea for a book 

simply from an interview. 
 B:  Well, interviewing Nixon gave an idea for 

a book to Mailer.  
 
We argue that some instances of the PPC, including 
(15B), are licensed by the Conduit Metaphor.   
   The conduit metaphor involves three 
components.  See (16):   
 
(16) Conduit Metaphor (Reddy (1979), Lakoff 
 and Johnson (1980)): 
 i. Ideas are objects. 
 ii. Words are containers. 
 iii. Communication is sending. 
 
In this metaphor, communication involves ideas 
contained in words traveling across from the speaker 
to the hearer.   
   As shown in (16i), what is made to travel by the 
conduit metaphor is ideas or things of similar sort.  
They denote internal conceptual or emotional 
material and called by Reddy (1979) repertoire 
member of individuals.  See (17): 
 
(17) Repertoire Member (RM) (Reddy (1979)) 
 e.g. ideas, thoughts, meanings, or feeling 
 
   We employ the verb convey as a diagnostic for 
repertoire member, as illustrated in (18):   
 
(18) a.   to convey a(n) {idea / thought / meaning 

feeling} (cf. (15B)) 
 b. * to convey a {TV / car / desk / chair} 
 
The verb convey in this diagnostic is intended to 
mean to make ideas known to somebody, not to take, 
carry or transport somebody/something from one 
place to another, as in A carriage was waiting to 
convey her home.  If a noun can appear as the direct 
object of the verb convey, it denotes a repertoire 
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member.   
   Let us look at the subject of conveying repertoire 
members.  Many different entities, including events, 
can convey RMs, supporting the claim that sentence 
(15B) is licensed by the metaphor in question.  
Consider (19):   
 
(19) a.  The passage conveys a feeling of 

excitement. (Reddy (1979: 313)) 
 b.  This understanding gave meaning to 

her suffering. (The Attack of the Blob) 
 
Each sentence in (19) contains an RM: a feeling of 
excitement in (19a) and meaning in (19b).  As 
exempli�ed in the passage in (19a), the subject of 
the act of sending RMs can be inanimate.  
Furthermore, not only inanimate entities but also 
events or state of affairs can do the act of sending 
RMs, as illustrated in (19b).  In this case, an RM is 
conveyed by the act of understanding.  Thus, it 
seems reasonable to assume that interviewing 
someone, the event denoted in the subject position of 
the PPC in (15B), can also convey RMs.   
   We hypothesize that the PPC encodes caused 
motion.  Caused motion and the conduit metaphor 
are compatible with each other, since caused motion 
entails sending something from one place to another, 
which is what the conduit metaphor is all about.  
Therefore, the conduit metaphor can apply to the 
PPC.   
   I claim that the sentences in (10) and (13b), 
repeated here as (20), are not licensed by this 
metaphor, since nouns like books, houses, and 
fortunes do not denote RMs, which is illustrated in 
(21):   
 
(20) a. * Interviewing Richard Nixon gave a book 

to Norman Mailer.  
 b. * Working hard for 20 years gave a {house / 

fortune} to Mike. 

(21) * to convey a {book / house / fortune} 
 
   The present study argues against the claim made 
by some previous studies that some examples of the 
DOC are licensed by the conduit metaphor.  I argue 
that they are actually not licensed by it.  For 
example, Goldberg (1992) argues that sentence (22) 
is licensed by the conduit metaphor.   
 
(22) Maryi gave Joe heri thoughts on the subject. 

(Goldberg (1992: 63), with modi�cations)  
 
Our account is as follows: the presence of her in the 
direct object NP in (22) makes the idea Mary’s idea, 
not Joe’s.  It is dif�cult to suppose that Joe created 
in himself someone else’s idea.  In this case, we 
have no choice but to think that Mary transferred her 
own idea to Joe.  As a result, it appears that the 
conduit metaphor applies to the DOC, but it is 
illusory.  Only the PPC, not the DOC, can be 
licensed by the metaphor in question. 
   In fact, the DOC and the PPC can denote one 
and the same state of affairs, as a result of the 
composition of values of the arguments.  
Nevertheless, this does not indicate that the DOC 
and the PPC encode the same meaning and can be 
licensed by the same metaphor.  Consider (23): 
 
(23) a.  John gave the bell boy a large tip. 
 b.  John gave a large tip to the bell boy.   

(cf. Van Bell and Van Langendonck 
(1996: 238)) 

 
As argued by Van Bell and Van Langedonck (1996), 
the difference between sentences like those in (23) 
can be neutralized by our world knowledge.  It is 
understood that giving someone a tip involves a 
transfer of a tip from the giver to the givee.  In this 
case, the interaction of values of the arguments 
results in denoting one and the same situation, no 
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matter which construction may be employed.   
 
3.4. Predictable Examples 
   This sub-section presents examples predicted to 
be explained by our assumptions.   
   Given that the DOC denotes caused possession 
and the PPC denotes caused motion, it is expected to 
�nd the meaning contrasts observed by Williams 
(1994: 250).  Consider (24) and (25):  
 
(24) a.   I gave John a cold. [not my cold] 
 b.  I gave a cold to John. [my cold] 
(25) a.   I gave John an idea. [not my idea] 
 b.  I gave an idea to John. [my idea] 
 
A cold in (24a) is regarded as created within John; 
similarly, an idea in (25a) is regarded as created 
within John.  A possible context for (24a) is a 
situation where the speaker kept John waiting 
outside a house or building for certain hours, and 
because of that John got a cold.  A possible 
situation denoted by (25a) is that the presence of the 
subject referent or its certain behavior created an idea 
within the indirect object referent.1  On the other 
hand, the direct object referents in the (b) sentences 
are transferred from the subject referents to the 
complements of the preposition; the subject referents 
in the (b) sentences in (24) and (25) transferred their 
own cold or idea to someone else.  For example, 
Akashi (2005) observes that a cold in sentences like 
(24b) denotes a virus.  A cold virus can be 
transferred from one place to another, and the 
sentence successfully instantiates the PPC.  This 
interpretation of the word cold also appears in the 
PPC given in (26): 
 
(26)   Don’t give your cold to others!  Cover 

your nose and mouth with a tissue when 
you cough or sneeze, then throw the tissue 
away and wash your hands. 

(Akashi (2005: 73)) 
 
If we assume that the DOC and the PPC encode 
different meanings, we can straightforwardly 
account for the differences in interpretation in (24) 
and (25).   
   The differential acceptability of the sentences in 
(27) can also be expected: 
 
(27) a.  Providence gave them a daughter. 
 b. * Providence gave a daughter to them. 
 
Sentence (27a) denotes a situation where the theme 
NP is created.  The creation of a theme can only be 
expressed in the DOC; therefore, sentence (27b) is 
not acceptable. 
   Furthermore, sentence (27b) is not licensed by 
the conduit metaphor, since the theme daughter does 
not denote a repertoire member, which is illustrated 
in (28):   
 
(28)  *  to convey a {daughter / son / child / wife / 

husband} 
 
4. Concluding Remarks 
   In this study, I have argued for the multiple 
meaning approach: the DOC is associated with the 
caused possession meaning, and the PPC is 
associated with the caused motion meaning.  By 
caused possession, I mean the bringing about of a 
relation between the subject and the elements 
following the verb.  Caused motion entails that an 
agent transfers a theme along a path to a goal 
(Goldberg (1995)). 
 
* I would like to thank the following people for 
giving me helpful and encouraging comments: 
Yukio Hirose, Nobuhiro Kaga, Toshiaki Oya, 
Masaharu Shimada, Naoaki Wada, and Masaru 
Kanetani.  My gratitude also goes to Yuko Horita.  
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I am also indebted to Chris McVay, Nicholas Wood, 
Jennifer Sinclair, and Kevin Hemphill for kindly and 
patiently acting as informants.  

NOTES 
1 Krifka (1999: 4) makes a similar observation. 
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1. Introduction 
   This paper addresses the validity of the Extended 
Projection Principle (EPP) for Japanese, which re-

quires every clause to create the position of [Spec, 

TP] by base-generation or movement (cf. Chomsky 

1981: 27). On this point, there are two competing 

hypotheses, H1 and H2; H1 states that Japanese 

must apply the EPP (e.g., Miyagawa 2001), whereas 

H2 states that it need not (e.g., Kuroda 1988). The 

question is which hypothesis is more adequate.  

In this paper, under the VP-internal subject hy-

pothesis, we make new arguments for H2 in light of 

negative polarity items (NPIs), which are licensed in 

the c-commanding domain of Neg(ation). Specifi-

cally, we show a need for the overt configuration in 

(1b), where the Neg head nai ‘not’ c-commands not 

only the internal argument (IA) but also the external 

argument (EA). We then argue for H2 over H1, as 

only the former accepts the possibility of (1b). 

 

(1) a. Obligatory EPP   b. Optional EPP 

     

 

 

 

  

This paper is organized as follows. Section 2 in-

troduces defining properties of NPIs, and identifies 

as a real NPI in Japanese what we call an anaphoric 
degree phrase (ADP), such as sonnani-ookuno-NP 

‘so-many-NP’. Section 3 argues for H2, based on the 

distribution of an ADP. Section 4 criticizes one of the 

previous arguments for H1 (i.e., Miyagawa 2001) by 

providing several cases against its main claim. Sec-

tion 5 concludes with prospects for future research.  

 

2. Observations   
 

2.1. An Alleged NPI in Japanese 
We begin by clarifying what phrases in Japanese 

pattern with NPIs in English, such as any NP. A pos-

sible candidate is a negation-sensitive phrase com-

posed of a wh-pronoun and the focus particle mo 

‘also’, such as dare-mo ‘who-also’; call this type of 

phrase Wh-Mo. For instance, the presence of Neg 

licenses the occurrence of Wh-Mo, as shown in (2):   

 

(2) a.* John-ga dare-mo nagut-ta. 

   J-Nom who-also hit-Past 

   ‘John hit anyone.’ 

  b.  John-ga dare-mo nagura-nakat-ta. 

   J-Nom who-also hit-Neg-Past 

   ‘John did not hit anyone.’ 

 

Given this contrast, some previous studies treat Wh- 
Mo as an NPI, claiming that it is acceptable if it is 

interpreted within the complement of such a proposi-

tional operator as Neg (e.g., Kato 1994).  

However, Watanabe (2004) shows that Wh-Mo is 

not an NPI in that it lacks the properties of NPIs at-

tested cross-linguistically (cf. p. 562); they are given 

in (3), where non-negative markers include question 

particles, conditional particles, etc.:  

 

(3) Properties of NPIs; they …  

 a. can be licensed by non-negative markers.     

T 
Neg 

TP 

VP 

IA V 
t1 

EA1 
T 

Neg 

TP 

VP 

IA V 
EA 
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  b.  can be licensed across finite clauses. 

  c.  cannot be modified by the adverb almost. 
  d.  cannot be used as elliptical answers.  

 

Thus, Wh-Mo is contrasted with the English NPI any 
NP in these four respects, as shown in (4) and (5): 

 

(4) a.  Have you seen anything? 

  b.  I didn’t say [that John admired anyone]. 

 c.* John didn’t eat [almost anything].  

  d.  Q:  What did you see? 

  A: * Anything. 

                  (Watanabe (2004: 562-565)) 

(5) a.* Kimi-wa  nani-mo  mi-ta-no? 

   you-Top  what-also see-Past-Q 

   ‘Did you see anything?’ 

  b.* Boku-wa  [John-ga  dare-mo   
   I-Top J-Nom   who-also 

   sonkei-siteiru]-to  omowa-na-i.  

   respect-do-C think-Neg-Pres 

   ‘I do not think that John respects anyone.’ 

  c.  John-wa   [hobo  nani-mo]   

   J-Top almost  what-also 

   tabe-nakat-ta. 

   eat-Neg-Past 

   ‘John did not eat almost anything.’ 

  d.  Q: Kimi-wa  nani-o  mi-ta-no? 

    you-Top what-Acc see-Past-Q 

    ‘What did you see?’ 

   A:  Nani-mo. 

    what-also 

    ‘Anything’  

                (cf. Watanabe (2004: 562-565)) 

 

Based on these differences, we follow Watanabe 

(2004) in classifying Wh-Mo not as an NPI but as a 

negative concord item (NCI). More specifically, we 

assume that Wh-Mo is acceptable only if it is inter-

preted as the specifier of Neg (cf. Watanabe 2004), 

which gives a direct account of at least (5a) and (5b). 

See also Kataoka (2007) and Shimoyama (2011) for 

similar proposals, and Yoshimoto (1998) and Nishi- 

oka (2007) for the evidence that Wh-Mo must be 

overtly moved as far as the edge of Neg.  

Thus, the distribution of Wh-Mo does not help us 

choose between H1, i.e., (1a) and H2, i.e., (1b). First 

of all, note that Wh-Mo can be the external argument 

EA in a negative clause (as well as the internal ar-

gument IA), which is shown in (6):     

 

(6)   Dare-mo John-o nagura-nakat-ta. 

   who-also J-Acc hit-Neg-Past 

   ‘Anyone did not hit John.’ 

 

That said, the acceptability of (6) makes no argument 

for either (1a) or (1b), since Wh-Mo must be moved 

from its base position in order to be licensed, and 

cannot stay in situ. In other words, the acceptability 

of (6) only proves that EA can leave its base position 

by movement; this possibility can be captured, re-

gardless of whether the EPP is obligatory or optional.   

 

2.2. A Genuine NPI in Japanese  
Then, does Japanese have NPIs? We claim that 

a more plausible candidate is what we call an ana-
phoric degree phrase (ADP; e.g., Matsui 2011). An 

ADP is a (nominal) phrase containing an adjective 

with the anaphoric degree modifier sonnani ‘so’; e.g., 

sonnani-ookuno-NP ‘so-many-NP’. As shown in (7), 

the ADP fails to occur in an affirmative clause, but 

the presence of Neg can license its occurrence: 

 

(7) a.* John-ga sonnani-ookuno-hito-o 
  J-Nom so-many-person-Acc 
   nagut-ta. 

   hit-Past 

   ‘John hit so many people.’ 

  b.  John-ga sonnani-ookuno-hito-o 
  J-Nom so-many-person-Acc 
   nagura-nakat-ta. 

278



   hit-Neg-Past 

   ‘John did not hit so many people.’ 

 

Still, we need more to show that the ADP is not an 

NCI but an NPI, since negation sensitivity is a de-

fining property for both NPIs and NCIs.     

The decisive argument for the ADP being an NPI 

is made by showing that it holds all the properties of 

NPIs listed in (3); that is, the ADP behaves the same 

way as any NP does in (4). Consider the following: 

 

(8) a.  Kimi-wa  sonnani-ookuno-neko-o   
   you-Top so-many-cat-Acc 
   mi-ta-no? 

   see-Past-Q 

   ‘Did you see so many cats?’ 

  b.  Boku-wa  [John-ga  sonnani- 
  I-Top J-Nom   so- 

   ookuno-hito-o    sonkei-siteiru]-to 
  many-person-Acc  respect-do-C 

   omowa-na-i.  

   think-Neg-Pres 

   ‘I do not think that John respects so many  

   people.’ 

  c.* John-wa   [hobo  sonnani-  
   J-Top almost  so- 
   ookuno-ryoori-o]   tabe-nakat-ta. 

   many-dish-Acc   eat-Neg-Past 

   ‘John did not eat almost so many dishes.’ 

  d.  Q: Kimi-wa  nani-o   mi-ta-no?  
    you-Top what-Acc  see-Past-Q 
    ‘What did you see?’ 

   A: * Sonnani-takusanno-neko.      

   so-many-cat 

    ‘So many cats.’ 

   A′:  Takusanno-neko. 

    many-cat         

   ‘Many cats.’ 

 

Thus, let us assume the ADP as a genuine NPI in 

Japanese. Then, our survey amounts to saying that 

the ADP and Wh-Mo are distinguished in how they 

are licensed by Neg:    

 

(9) The ADP must be interpreted within the com-

plement of Neg; otherwise, it is uninterpretable.    

(10) Wh-Mo must be interpreted as the specifier of 

Neg; otherwise, it is uninterpretable.     

 

Importantly, this distinction makes a prediction with 

regard to the relative order between the ADP and 

Wh-Mo. That is, it is predicted that Wh-Mo cannot 

follow an ADP, because such a configuration cannot 

be analyzed as having the former in the specifier of 

Neg, due to the requirement for the latter to remain 

within the complement of Neg (i.e., VP); more spe-

cifically, we predict that, while the configuration in 

(11a) can be acceptable, that in (11b) cannot:1        

 

(11) a.  … Wh-Mo … ADP … Neg … 

  →  [NegP Wh-Mo [Neg′ [VP .. ADP .. ] Neg ]] 

b. … ADP … Wh-Mo … Neg … 

 → * [NegP [Neg′ [VP .. ADP .. Wh-Mo ..] Neg ]] 

 

This prediction is indeed borne out, as shown below, 

especially by the contrast between (12b) and (13b):  

 

(12) a. John-wa   dare-ni-mo    nimotsu-o   
   J-Top who-Dat-also pack-Acc 

  hakoba-se-taku-na-i.  

   carry-Caus-want-Neg-Pres 

   ‘John does not want to have anyone carry  

   the packages.’ 

  b.  John-wa   dare-ni-mo  sonnani-  
   J-Top who-Dat-also so- 
   takusanno-nimotsu-o  hakoba-se-taku- 
   many-pack-Acc    carry-Caus-want- 
   na-i.  

   Neg-Pres 

   ‘John does not want to have anyone carry so  
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   many packages.’ 

(13) a. John-wa   sonnani-takusanno-hito-ni  
  J-Top so-many-person-Dat 

   nimotsu-o  hakoba-se-taku-na-i.  

   pack-Acc  carry-Caus-want-Neg-Pres 

   ‘John does not want to have so many people 

    carry his packages.’ 

  b.* John-wa   sonnani-takusanno-hito-ni  
  J-Top so-many-person-Dat 

   nani-mo  hakoba-se-taku-na-i.  

   what-also carry-Caus-want-Neg-Pres 

   ‘John does not want to have so many people  

   carry anything.’ 

 

This result lends further support to our position that 

the ADP and Wh-Mo behave as required by (9) and 

(10), respectively.   

Given the validity of (9), it follows that the dis-

tribution of an ADP, unlike that of Wh-Mo, serves to 

verify H1 and H2, as it is limited to the sister domain 

of Neg (i.e., VP). Specifically, if EA cannot be an 

ADP, then H1 is preferred, and EA must leave its 

base position as in (1a); if EA can be an ADP, then 

H2 is preferred, and EA can stay in situ as in (1b).        

 

3. Claim 
   We now argue for H2, namely that the EPP in 

Japanese is optional at best. The evidence is that EA 

can be an ADP (as well as IA), as shown below: 

 

(14)   Sonnani-ookuno-hito-ga  John-o  
   so-many-person-Nom  J-Acc 
   nagura-nakat-ta.  

   hit-Neg-Past 

   ‘So many people did not hit John.’ 

 

Thus, EA can remain in its base position, especially 

within the sister domain of Neg, as predicted by H2. 

Crucially, this possibility cannot be captured by H1, 

refuting its validity.   

   At this point, one might claim that the fact in (14) 

does not suffice to exclude H1, as long as it is possi-

ble to assume that the subject in [Spec, TP] can be 

reconstructed into its base position. However, such 

reasoning makes wrong predictions cross-linguisti- 

cally. That is, if EPP-movement can be undone at LF 

for the purpose of NPI license, English should show 

no subject-object asymmetry, either. The fact con-

trary to this prediction is illustrated in (15): 

 

(15) a.  Mary did not invite anyone. 

  b.* Anyone did not invite Mary. 

                        (Kataoka (2007: 78)) 

 

Thus, provided that English obligatorily applies the 

EPP, we take the distribution of the ADP in (14) as 

evidence against H1.  

We hence conclude that H2 must be adopted to 

ensure that, as in (1b), Japanese subjects can stay in 

their base positions without moving to [Spec, TP] at 

all. Then, it should be addressed how to reinterpret 

evidence that has been piled up for H1. We discuss 

this issue in the next section, focusing on Miyaga-

wa’s (2001) work.2 Our final position is that his em-

pirical basis is not firm enough to establish H1. 

 

4. Discussion  
Let us consider Miyagawa’s (2001) argument for 

H1. His main claim is that, in the SOV word order, 

the subject (i.e., EA) must go at least as far as [Spec, 

TP], as in (1a). He supports his point by showing that, 

if a universal quantifier (UQ) is the subject in the 

SOV word order, it cannot take scope below Neg, as 

illustrated in (16):      

 

(16)   Zen’in-ga  sono  tesuto-o uke-nakat-ta.  

   all-Nom that  test-Acc take-Neg-Past 

   ‘All did not take that test.’ 

   *not > all,  all > not  

                     (Miyagawa (2001: 298)) 
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This fact can be captured under H1 (and under the 

assumption that EPP-movement cannot be undone at 

LF); the subject UQ fails to be interpreted under Neg, 

since it must be placed in [Spec, TP]. Thus, the una-

vailability of partial negation in (16) lends support to 

Miyagawa’s position, namely to H1. 

   However, there are several cases incompatible 

with Miyagawa’s claim. One of them is what we call 

a collective case, which involves collective predica-

tion. As illustrated in (17), collective predicates, such 

as chikara-o awaser(u) ‘join forces’, require their 

semantic subjects to be plural; out of the blue, the 

use of a singular subject in (17a) is not felicitous, 

while that of a plural subject in (17b) is:  

 

(17) a.# John-ga   chikara-o  awase-ta.  

   J-Nom force-Acc  join-Past 

   ‘John joined forces.’ 

  b.  John-to-Tom-ga   chikara-o  awase-ta.  

  J-and-T-Nom   force-Acc join-Past 

   ‘John and Tom joined forces.’ 

 

The point is that, in the collective case, the subject 

UQ can take scope below Neg, even in the SOV 

word order. For instance, (18a) has a partial negation 

reading available, and it is evidenced by the fact that 

(18b) can be truthfully uttered after (18a) as a non-

contradictory continuation:      

 

(18) Collective Case 
  a. Zen’in-ga  chikara-o  awase-nakat-ta. 
   all-Nom force-Acc  join-Neg-Past  

   ‘All did not join forces.’  

   not > all,  all > not          

  b. John-to-Tom-sika kyoryokusi-nakat-tanoda.  
  John-and-T-only  cooperate-Neg-Past 

  ‘Only John and Tom cooperated.’ 

 

Thus, if EPP-movement cannot be undone at LF, the 

possibility of partial negation in (18a) makes a piece 

of evidence against Miyagawa’s claim. 

At this point, we consider a difference between 

(16) and (18a); the predicate in the former is tesuto-o 
uker(u) ‘take a test’ and typically regarded as a dis-

tributive predicate, which requires its semantic sub-

ject to be singular. We hence take the following as a 

plausible generalization:   

 

(19) In the SOV word order, the subject UQ can 

take scope below Neg if the VP denotes a col-

lective predicate whose subject must be plural.    

 

Additional support for (19) is given by using “col-

lectivizing” adverbials like issyoni ‘together’, which 

turn distributive predicates into collective ones. For 

instance, out of the blue, the adverb issyoni can only 

occur with a plural subject, as shown in (20):     

 

(20) a.# John-ga  issyoni   sono-tesuto-o   
   J-Nom together  that-test-Acc 

   uke-ta.  

   take-Past 

   ‘John took that test together.’ 

  b.  John-to-Tom-ga  issyoni   sono-tesuto-o 
  J-and-T-Nom  together  that-test-Acc 

   uke-ta.  

   take-Past 

   ‘John and Tom took that test together.’ 

 

What is important here is that adding issyoni to (16), 

as in (21a), makes a partial negation reading availa-

ble, and it is confirmed by the fact that (21b) can be 

uttered as a noncontradictory continuation of (21a):   

 

(21) a. Zen’in-ga  issyoni  sono-tesuto-o  
   all-Nom together that-test-Acc 
   uke-nakat-ta. 
   take-Neg-Past  

   ‘All did not take that test together.’  

   not > all,  all > not          
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  b. John-to-Tom-sika  issyoni   uke-nakat- 
  J-and-T-only    together  take-Neg- 

   tanoda. 
   Past   

   ‘Only John and Tom took it together.’ 

 

The generalization in (19) thus seems to be adequate, 

implying that the availability of partial negation is 

influenced by interpretive factors.   

Note that this implication is further reinforced by 

considering other cases incompatible with Miyaga-

wa’s claim. They are a progressive case, where the 

progressive marker -teir(u) is added, as in (22), and 

an existential modal case, where the modal marker 

-kamosirenai ‘may’ is added, as in (23). That is, in 

these cases, too, the subject UQ can take scope be-

low Neg even in the SOV word order, and this is 

shown by the fact that each (b) example can be ut-

tered after its corresponding (a) example as a non-

contradictory continuation:  

 

(22) Progressive Case 
  a. Zen’in-ga  tesuto-o  uke-tei-na-i. 
   all-Nom test-Acc take-Prog-Neg-Pres 
   ‘All are not taking the test.’  

   not > all,  all > not          

  b. Uketeiru-no-wa  John-to-Tom-dake-da. 
  be.taking-C-Top  J-and-T-only-be 

    ‘It is only John and Tom that are taking it.’ 

(23) Existential Modal Case 
  a. (Mosikasitara) zen’in-ga   tesuto-o  
   possibly   all-Nom   test-Acc 
   uke-nakat-ta-kamosirenai. 
   take-Neg-Past-may  

   ‘Possibly, all may not have taken the test.’  

   not > all,  all > not          

  b. Moshi  soonara,   [[uketa]-hitotachi]-mo 
   if  so    took-people-also 
   saizyuken-sa-se-yoo. 
  reexamination-do-Caus-Imp 

    ‘If so, reexamine those who took it, too.’  

 

Thus, the (un)availability of partial negation is de-

termined, not only by syntactic factors (e.g., the SOV 

word order), but also by interpretive factors.      

Summarizing so far, we have criticized Miyaga-

wa’s (2001) argument for H1, namely that, in the 

SOV word order, the subject UQ cannot take scope 

below Neg. We have offered three cases against his 

claim: the collective case, the progressive case, and 

the existential modal case, all of which make partial 

negation readings possible. Of course, it remains to 

be clarified why it is quite difficult to obtain partial 

negation in Miyagawa’s example in (16). All that we 

can suggest is that, for some semantic reason, the 

distributive predicate forces the subject UQ to leave 

its base position, undergoing optional EPP-move- 

ment to [Spec, TP]; this reasoning is essentially the 

same as given for the semantically required (scram-

bling) movement of Wh-Mo to [Spec, NegP] (see 

(10)). In any case, it is only H2 that can syntactically 

ensure that the subject UQ in the SOV word order 

can be interpreted either above or below Neg.              

 

5. Conclusion   
In this paper, we addressed whether the EPP in 

Japanese is obligatory or optional, and argued for its 

optionality, in the sense that the subject can remain in 

its base position without moving to [Spec, TP]. The 

evidence came from the distribution of an ADP, 

which we showed is a genuine NPI in Japanese. 

Specifically, we pointed out that an ADP can be the 

subject, and that it entails that the subject can remain 

within the complement of Neg. We then reconsid-

ered Miyagawa’s (2001) evidence for the nonoption-

ality of the EPP, and offered several cases incompat-

ible with his main claim, suggesting that, in the SOV 

word order, the subject UQ can take scope below 

Neg in principle. Thus, this paper showed that the 

EPP in Japanese is optional at best, and that there is 
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no absolute evidence for its nonoptionality.          

Yet there is at least one remaining issue with re-

gard to the availability of partial negation. That is, it 

remains to be explained why some interpretive fac-

tors play a crucial role in determining the scope rela-

tion between universal quantification and negation, 

as suggested in Section 4; such factors include (i) the 
collectivity or distributivity of predicates, (ii) the 
progressivity of predicates, (iii) (existential) modality, 

and perhaps more. Although an investigation into 

these factors will reveal a new aspect of scope inter-

pretation and thus is worth making, we leave discus-

sion on this point for future research.  

 

* I wish to thank Tomohiro Fujii, Yuto Hirayama, 

Mioko Miyama, Nobuaki Nishioka, Sadayuki Oka-

da, Osamu Sawada, Maiko Yamaguchi, Masashi 

Yamaguchi, and especially Kenta Mizutani for their 

useful discussion and comments. Any errors are of 

course my own.  

NOTES 
1 We assume that covert movement in Japanese (e.g., 

Quantifier Raising), if any, cannot be used to change 

the scope relation of two quantifiers established in 

surface structure (e.g., Hoji 1985, Kataoka 2007). 
2 There is another advocate for H1, i.e., Kishimoto 

(2001); he explores the syntax of so-called indeter-

minate binding, and claims that the nominative sub-

ject must move to [Spec, TP] (at LF). However, Hi-

raiwa (2005) argues against Kisimoto’s formaliza-

tion of indeterminate binding, proposing an alterna-

tive to it. Importantly, although Hiraiwa adopts H1, 

his alternative approach to indeterminate binding is 

also compatible with H2; keeping this in mind, we 

refer the reader to Hiraiwa’s original text. Thus, if 

Hiraiwa’s analysis of indeterminate biding is correct, 

then Kishimoto’s argument for H1 is not justified.    

 

REFERENCES 
Chomsky, Noam (1981) Lectures on Government 

and Binding, Foris, Dordrecht. 

Hiraiwa, Ken (2005) “Indeterminate-Agreement: 

Some Consequences for the Case system,” 

MITWPL 50, 93-128. 

Hoji, Hajime (1985) Logical Form Constraints and 
Configurational Structures in Japanese, Doc-

toral dissertation, University of Washington.    

Kataoka, Kiyoko (2007) “Neg o C Togyo Suru 

Huteigo + Mo (Wh-mo outside the Neg-c- 

command Domain),” Gengo Kenkyu 131, 

77-131. 

Kato, Yasuhiko (1994) “Negative Polarity and 

Movement,” MITWPL 24, 101-120.   

Kishimoto, Hideki (2001) “Binding of Indeterminate 

Pronouns and Clause Structure in Japanese,” 

Linguistic Inquiry 32, 597-633. 

Kuroda, Shige-Yuki (1988) “Whether We Agree or 

Not,” Linguisticae Investigationes 12, 1-47. 

Matsui, Ai (2011) “On the Licensing of Understating 

NPIs: Manipulating the Domain of Degrees for 

Japanese A(n)mari and Sonnani,” SALT 21, 

752-769. 

Miyagawa, Shigeru (2001) “EPP, Scrambling, and 

Wh-in-situ,” Ken Hale: A Life in Language, ed. 

by Michael Kenstowicz, 293-338, MIT Press, 

Cambridge, MA. 

Nishioka, Nobuaki (2007) Eigo Hitei Bun no To-
goron Kenkyu: Sosei Syogou to Kaizai Koka (A 

Syntactic Study of Negative Sentences in Eng-

lish: Feature Checking and Intervention Effects), 

Kuroshio, Tokyo.   

Shimoyama, Junko (2011) “Japanese Indeterminate 

Negative Polarity Items and Their Scope,” 

Journal of Semantics 28, 413-450. 

Watanabe, Akira (2004) “The Genesis of Negative 

Concord: Syntax and Morphology of Negative 

Doubling,” Linguistic Inquiry 35, 559 612. 

Yoshimoto, Yasushi (1998) “The Strong [neg] Fea-

ture of Neg and NPI Licensing in Japanese,” 

Japanese/Korean Linguistics 8, 529-541. 

283



How to Say Why to and Why * 

Hidekazu Tanaka 
Okayama University 

Keywords ellipsis, island repair, infinitives, 
wh-phrase, sluicing 

1. Introduction
    Island repair has been a topic of growing 
interest (Bo kovic (2011), Chomsky (1972), 
Chung et al. (1995), Fox and Lasnik (2003), 
Merchant (2001), Ross (1969)). Typically, 
subjacency violations disappear once the 
offending island gets elided along with some 
other syntactic entities. For example, (1) would 
violate the complex NP constraint were it not for 
ellipsis.  

(1) They are looking for someone who speaks 
a Balkan language, but I don’t know which 
(Balkan language) <*they are looking for 
someone who speaks t>. 

Numerous analyses have been proposed to 
account for island repair. One school of thought 
claims that island violations introduces a 
PF-uninterpretable feature to the derivation, 
which can be elided, along with other syntactic 
materials, when deletion applies at PF (Fox and 
Lasnik (2003)). Another school claims that 
elliptical constituents are base-generated as such, 
and interpreted through a copying operation of 
the antecedent phrase at LF: since subjacecy is a 

condition on movement, copied islands cannot 
cause ungrammaticality Chung et al. (1995). 
Still another claims that ellipsis site contains no 
island violations to begin with, and assigns 
completely different derivations to the sentence 
(Barros et al. (2014), Merchant (2001)). The 
third approach assumes that ellipsis in examples 
like (1) does not contain an island, but takes a 
propositional phrase, TP, contained in the island, 
as in (2).  

(2) They are looking for someone who speaks 
a Balkan language, but I don’t know which 
(Balkan language) <he/she speaks t>. 

Among the three previous accounts of 
island repair, the present paper remains neutral 
in the choice of the first two, but we argue 
against the third line of analysis by showing that 
ellipsis repairs not only island violations, but 
also other syntactic ill-formedness caused by 
other principles of grammar. More specifically, 
we demonstrate that while the sequence why to 
is impossible (Shlonsky and Soare (2011)), 
eliding the infinitive marker to avoids the 
potential violation, a syntactic phenomenon, we 
claim, is akin to island repair. Since ellipsis of 
this sort does not contain a propositional phrase 
that can give an illusion of the sort depicted in 
(2), our observation is incompatible with the 
propositional island account. 

To understand the gist of our thesis, 
consider (3)-(8), which show that the infinitive 
complement clause can have a wh-phrase, which 
can be a variety of wh-phrases, as the examples 
in (3)-(8) show.  

(3) I asked Bill whether to serve spiced 
aubergines. 

(4) I asked Bill who to serve. 
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(5) I asked Bill what to serve the guests. 
(6) I asked Bill when to serve spiced 

aubergines. 
(7) I asked Bill how to serve spiced 

aubergines. 
(8) I asked Bill where to serve spiced 

aubergines. 

However, Shlonsky and Soare (2011) observe 
that the adjunct wh-phrase why is not compatible 
with an infinitive clause. (9), thus, contrasts with 
in grammaticality with (3)-(8) for the majority of 
native speakers. 

(9) ??I asked Bill [ why to serve spiced 
aubergines ] 

Shlonsky and Soare (2011) develop a 
cartographic account of the contrast, according 
to which infinitive clauses are truncated and thus 
are too small to host why ((9)), but large enough 
to license all other wh-phrases ((3)-(8)). One 
goal of this paper is to show that this account is 
hard to maintain. We show that eliding the 
infinitive marker to in (9), salvages the 
construction. This point is shown by coordinated 
wh-infinitives, as represented by (10). 

(10) I asked Bill [ when to serve spiced 
aubergines and why  ] 

(10) involves ellipsis in the second conjunct. A 
detailed examination reveals that an infinitive 
marker, to, is present in the ellipsis site, and that 
eliding to salvages ungrammaticality. This is 
strikingly similar to so-called island repair (Fox 
and Lasnik (2003), Merchant (2001), Ross 
(1969)), strongly suggesting a unified account. I 
argue that an interrogative C, C[WH], carries a 
PF-uninterpretable feature, which can be 

checked by the C[WH] that probes its domain. The 
adjunct wh-phrase, why, merges directly in the 
CP-specifier, the C[WH] that hosts why fails to 
probe its domain. 

(11) [CP what C[WH] [TP … to*CHECK … ] ] 
probe

(12) [CP why C[WH] [TP … to* … ] ] 

The probing C[WH] can check the uninterpretable 
feature on to*, but since the C[WH] for why fails 
to probe its domain, the uninterpretable feature 
cannot be checked, and would cause a crash at 
the PF interface, unless to* gets elided. 

2. Why-to*
  Shlonsky and Soare (2011) offer an 

account of the impossible sequence, why to. This 
section critically examines their account and 
develops an alternative. 

2.1. Shlonsky and Soare 2011 
The examples above in (3)-(9) show 

that while most wh-phrases can take an infinitive 
complement, the adjunct wh-phrase why is 
incapable of doing so. Shlonsky and Soare offer 
a cartographic account of the contrast, based on 
the assumption that clauses have an articulated 
structure: the traditional CP layer consists of 
various independent projections, an idea that 
was initiated by Rizzi (2001). The CP layer 
projections are listed below in the hierarchical 
order. 

(13) ForceP > IntP > TopP > FocP > WhP > 
Fin(ite)P 

The crucial assumption is that infinitive clauses 
have truncated structures: the projections above 
FocP are missing in infinitive clauses. Thus, in 
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their view, infinitive clauses can only be as large 
as WhP. The adjunct wh-phrase, why, is licensed 
in the IntP-Spec, but all other wh-phrases are 
licensed by virtue of moving into the WhP-Spec. 
According to Shlonsky and Soare, since 
infinitive clauses do not have IntP, they are 
incompatible with why, and hence (9) is 
ungrammatical. The following sections 
demonstrate that their account is empirically 
insufficient. 
 
2.2. Conjoined Wh-Questions 

The standard assumption about 
conjunction is that the conjunction marker, and, 
can put together only categories of likes 
(Akmajian and Frank (1975), Bayer (1996)). For 
example, the two terms of conjunction must be 
DPs in (14), since the constituent that 
immediately follows and is a DP. 
 
(14) [ The man and the woman ] boarded the 

bus. 
 
An exception to the generalization is the 
predicate position: when the two terms of 
conjunction both serve as a predicate, 
asymmetric coordination is possible. 
 
(15) Jermaine is [ boring and a fool ]. 
 
Even such syntactic objects fail to give a 
grammatical output in a non-predicate position, 
as (16) shows. 
   
(16) *[ Boring and a fool ] entered the 

restaurant. 
 
Thus, the assumption that conjunction requires 
identical categories is on solid empirical grounds. 
Against this background, consider examples like 

(17), which have a conjunction marker 
immediately followed by the adjunct wh-phrase, 
why. 
 
(17) Who did you meet, and why? 
 
One intuitively plausible account of such 
sentences, adopted here, is that conjoined 
interrogative CPs can have an elliptical TP, 
sluicing, with an E-type pronoun in the second 
clause (Merchant (2001)). 
 
(18) [CP Who did you meet ], and [CP why did 

you meet [E them]] 
 
Thus, we assume that (17) involves coordination 
and sluicing. With this assumption in mind, we 
turn our attention to the crucial sentences in 
(10). 
 
2.3. Conjoined Wh-Infinitives 

Examples like (19)-(20) have 
conjoined wh-infinitives in the complement 
position.  
 
(19)  I asked Bill [ who to serve spiced 

aubergines and why   ] 
(20)  I asked Bill [ when to serve spiced 

aubergines and why  ] 
 
For Shlonsky and Soare (2011), the second 
conjunct must be an IntP, since it has the adjunct 
wh-phrase why. This is incompatible with their 
assumption that infinitive clauses are truncated 
to WhP. Note that the second conjunct in 
(19)-(20) must be as large as the first conjunct. 
A straightforward account of the grammaticality 
of these examples is to discard the cartographic 
account, and assume that the two terms of 
conjunction in (19)-(20) are both CPs, as 
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schematized below. 
 

(21) I asked Bill [CP [CP who to serve spiced 
aubergines ] and [CP why   ] ] 

  
The grammaticality of (19)-(20) poses an 
interesting problem. The full-fledged 
counterparts of these examples are 
ungrammatical even with an E-type pronoun in 
place of the trace/copy position of the wh-phrase 
in the first conjunct, due to the impossible 
sequence, why to*. 
   
(22) ??I asked Bill [ who to serve and why to 

serve them ]. 
(23) ??I asked Bill [ when to serve spiced 

aubergines and why to serve spiced 
aubergines then ] 

 
The observation here is that eliding the TP, more 
specifically, eliding the infinitive marker to, 
which immediately follows why, cancels a 
potential violation incurred by the why-to 
sequence. One possible analysis is to attribute 
this observation to an explanation of the 
well-known island repair phenomena: a sentence 
that would otherwise violate subjacency 
becomes grammatical when the offending island 
is erased.  
 
(24) They are looking for someone who speaks 

a Balkan language, but I don’t know which 
(Balkan language) <*they are looking for 
someone who speaks t>. 

 
Consider the account of island repair in 
Chomsky (1972): when a phrase moves out of 
an island, the offending phrase gets *, but 
deleting the entire island along with  * saves 
the sentence. In the recent terminology, * is a 

PF-uninterpretable feature assigned to an island 
constituent, but ellipsis elides the uninterpretable 
feature. In line with this approach, let us suppose 
that the infinitive marker to in the domain of a 
wh-operator has a PF-uninterpretable feature, *. 
The interrogative complementizer, C[WH], probes 
its domain for a goal, a wh-phrase, which gets 
moved to the CP-specifier. Let us suppose that 
C[WH], when it probes its domain, also checks off 
the uninterpretable feature on to*. Under this 
simple mechanism, the observation that the 
adjunct wh-phrase why cannot be immediately 
followed by the infinitive to can be explained 
away once we assume that C[WH] hosting why 
cannot check the uninterpretable feature on to*. 
At this point, an interesting possibility comes up. 
The crucial fact that why to is impossible 
naturally follows as long as C[WH] hosting why 
does not probe its domain.  

On independent grounds, Rizzi (1990) 
argues that why is, unlike other wh-phrases, 
base-generated in the CP-specifier. In current 
terms, this amounts to saying that the C[WH] 
externally merges with the adjunct wh-phrase, 
why, which in turn means that  the C[WH] does 
not probe its domain. Since the C[WH] does not 
probe, it fails to check the uninterpretable 
feature on to*, resulting in a crash of the 
derivation. 
 
2.4. Conjoined Wh-Infinitives in the Subject 
Position 

One possible objection to the present 
argument is that the crucial examples in 
(19)-(20) have an alternative derivation. 
Suppose that the conjunction marker and puts 
together larger constituents, say VPs, as depicted 
below. 
 
(25)  [VP V [WhP   ] ] and [VP V [IntP   ] ] 
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Suppose further that Vs undergo head movement 
across the board to the higher v. As long as V 
can select either a WhP or an IntP, we would 
expect that (19)-(20) are grammatical, since the 
conjunction marker and puts together two VPs 
in (25). 

The potential objection outlined above is 
not warranted, since the problematic conjunction 
with an elliptical constituent can also appear in 
the subject position.  

(26)  [ Who to serve spiced aubergines and 
why   ] is the question. 

(27)  [ When to serve spiced aubergines and 
why  ] is the question. 

The derivation analogous to (25) is not available 
for (26) and (27), since the coordinate subject 
infinitives are not subcategorized by a verb. 
Thus, (26) and (27) support our assumption that 
the coordination involved in the relevant 
construction puts together two CPs.  

3. Summary
This paper has shown that while the 

sequence why to gives rise to ungrammaticality, 
eliding the TP that dominates the infinitive 
marker to improves the grammatical status in 
coordinated wh-infinitive constructions.  

The propositional island account of 
island repair, shown in (2), cannot be extended 
the repairing phenomena incurred by ellipsis in 
wh-infinitives. Our explanation of (19)-(20) is 
phrased on the assumption that ellipsis is to be 
accounted for as a PF-deletion process, but it 
should be stressed that the LF-copying account 
is also compatible with our observation. Suppose 
that in the antecedent clause of (19)-(20), the 
C[WH] checks the uninterpretable feature, *, on 
to. 

(28)  [CP what C[WH] [TP … to*CHECK … ] ] 
probe

The infinitival TP with a checked *-feature can 
then be copied to the ellipsis site in (19)-(20). 
Assume that the *-feature on to is 
LF-unintepretable. Without ellipsis, * in (9) 
cannot be interpreted at LF, since the C[WH] does 
not probe its domain since why gets externally 
merged in its specifier.  

(29) [CP why C[WH] [TP … to* … ] ] 

Hence, as far as the materials in this paper are 
concerned, the choice between the PF-deletion 
and LF-copying remains open. 

* Earlier versions of this paper were presented at
8th International Spring Forum at Seikei 
University in April 2015 and at University of 
Santa Cruz in October 2015. I would like to 
thank the audience, too numerous to list here. 
The author alone is responsible for shortcomings 
that maybe contained herein.  
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1. Introduction
It is common for Japanese, as for many

languages, to import words from English. The 

process of importing words from one language 

(the source language) into another (the adapting 
language) is called loanword adaptation. In 

loanword adaptation, the phonetic structures of 

the source language often change to conform to 

the phonetic structures of the adapting language. 

In the case of Japanese adaptation of words from 

English, the original words must go through 

several changes, because the phonetic structures 

of English and Japanese are very different. 

These changes commonly include: (1) vowel 

insertion (e.g., strike �  //1),

(2) consonant substitution (e.g., thanks � 

//) or (3) vowel substitution (e.g.,

English // and // both represented by Japanese

//).

Studies on loanword adaptation suggest that 

changes in phonemic forms are motivated by 

multiple factors including phonology, perception, 

and orthography (Kaneko and Iverson, 2009; 

Kenstowicz, 2005; Silverman, 1992; Vendelin 

and Peperkamp, 2006; Yip, 2006; among others). 

For instance, vowel insertion is both 

phonologically and perceptually motivated (Itô 

and Mester, 1995, 1996; Dupoux et al., 1999). In 

an Optimality Theory (OT) approach, the change 

is required by constraints such as NOCODA and 

*COMPLEX (Itô and Mester, 1995, 1996; Paradis

and LaCharité, 1997). Similarly, segment 

substitution is also phonologically and 

perceptually motivated (Kaneko & Iverson, 

2009; Peperkamp et al., 2008; Strange et al., 
2001). Strange and his colleagues suggest on the 

basis of the Perceptual Assimilation Model 

(PAM) that English // and // are phonetically,

and thus eventually perceptually, similar to 

Japanese //, explaining why it can substitute for

them. Moreover, English final voiceless stops 

are perceptually similar to Japanese geminate 

stops (Kaneko & Iverson, 2009); this causes 

Japanese speakers to adapt English voiceless 

stops into geminates in final positions. These 

vowel and consonant substitutions can be 

observed in the examples below. 

(1) cat //�  /2/

cut //�  //

English-Japanese segment substitutions are 

systematic except for the adaptation of English 

diphthong //3. That is, in Japanese loanwords

from English, either (1) a single two-mora vowel 

or (2) a sequence of two vowels are assigned to 

the English diphthongs //, //, and // as in

the examples below. 

(2) English // � Japanese //:
hole �  //4

home �  //
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(3) English // � Japanese //:
flight �  //

night �  //

(4) English //�Japanese //:

out �  //

crown �  //

On the other hand, English // does not

show such a straightforward adaptation. The 

vowel can be adapted as either single vowel 

(single-vowel form) or a sequence of two vowels 

(two-vowel form) as shown below. 

(5) English // � Japanese // or /e/:

sale �  //

cake �  //
paper �  //
station �  //

change �  /tɕdʑ/
(6) English // � Japanese //:

eight �  //

aid �  //

The purpose of this study is to find 

systematic rules for the English // adaptation to

Japanese. 

2. Effects of Orthography

2.1. Hypothesis 
Observation of the examples above indicates 

that the orthographical effects on the adaptation 

of // seem to be strong. That is, single vowels

are assigned when the English vowel in question 

is spelled with one letter, and two vowels are 

assigned when it is spelled with two letters (as in 

the underlined portions in examples (5) and (6)). 

However, before jumping to conclusions, 

some additional analysis should be done, 

because in Japanese, katakana transcriptions 

tend to reflect phonemic representations of 

sounds and do not always match actual 

pronunciations. For example, the middle sound 

in  ‘younger brother’ is spelled ou in its 

Roman transcription, and native Japanese 

speakers tend to perceive the word as being 

pronounced with a sequence of two medial 

vowels, as //. However, its actual

pronunciation is [], a long version of the vowel

//. Similarly,  ‘movie’ is phonemically

understood as having a sequence of vowels //

and // and thus as being pronounced //; but

in actual pronunciation, this phonemic sequence 

instead appears as []. Therefore, even if a

two-vowel form is phonemically assigned to a 

loanword using Japanese transcription, for 

instance  // ‘eight’, it is possible for

such a loanword to be pronounced with a single 

vowel, whether a short or long version. 

2.2. Acoustic Analysis 
In order to investigate whether effects of 

orthography are active on both transcription and 

pronunciation of loanwords, I conducted an 

acoustic analysis of the loanwords with 

two-vowel forms listed in (6). 

One male native speaker of Japanese 

participated in recording, which was conducted 

in a quiet room. The speaker read each of the 

loanwords presented in (5), except for  

‘change’, and in (6). 

The results of the analysis are shown in Figs. 

1 and 2. These figures show a scatter plot of the 

first and second formants (F1 and F2), which are 

critical cues for vowel perception. For 

two-vowel form loanwords, vowel onset, glide 

and offset were clearly observable (Fig. 1), 

suggesting that the two-vowel-form loanwords 

are actually pronounced with a sequence of two 

distinct vowels. On the other hand, 
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single-vowel-form loanwords did not have any 

clear vowel transitions; this indicates that 

loanwords with a single-vowel transcription are 

in fact pronounced with a single vowel. Thus, 

overall, according to the analysis, the loanwords 

in questions are pronounced when adapted by 

Japanese speakers in the same way as they are 

transcribed in Japanese kana letters, suggesting 

that the hypothesis is supported not only in 

terms of kana transcriptions, which reflect 

phonemic representations, but also in terms of 

pronunciation of loanwords in actual speech. 

3. Discussion

3.1. Exceptions 
Although the hypothesis that adaptation of 

English // to Japanese is influenced by the

orthography of source words is supported by the 

acoustical analysis, there are many exceptions. 

For instance, the loanwords listed in (7) all have 

the single-vowel form as opposed to the 

two-vowel form, although they are spelled with 

two letters in the source language. Then the 

loanwords listed in (8) show the opposite; they 

have the two-vowel form, even the hypothesis 

predicts that they will have the single-vowel 

form. Moreover, both single and two-vowel 

forms are accepted for the loanwords in (9). 

(7) chain �  //

mail �  //

(8) take out �  //

April �  //

hate �  //

(9) fake �  //,  //

face �  //,  //

make �  //,  //

3.2. Orthographical Factor vs. Other Factors 

3.2.1. Nativization of Loanwords 
One possible explanation, which needs to be 

investigated in future research, is that the 

exceptions described above come from nativized 

loanwords (Itô & Mester, 1993, 1995, 1996). 

According to guidelines released by Japanese 

Ministry of Education, Culture, Sports, Science 

and Technology, Japanese writers are 

encouraged to transcribe English diphthongs 

with a long version of a single vowel, that is, of 

the single-vowel form. Therefore, originally and 

with the norms derived from the initial 

guidelines, all English diphthongs were 

encouraged to have the single-vowel form. 

However, loanwords, just like any other words, 

Figure 1. Formant transition from onset (white 

dots) to offset (black dots) through glide (gray 

dots) of two-vowel-form loanwords. 

Figure 2. Plot of F1 and F2 for single-vowel 

form loanwords. 
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go through sound changes as time proceeds. As 

one result, in present-day Japanese, English 

diphthongs are allowed to keep their two-vowel 

quality in loanwords with the exceptions of //

and //, probably because the sequences //

and // tend to merge in the Japanese language

as well (see (2), (3), and (4) above). On the one 

hand, // yields a unified form, //, with no

problem; this form is encouraged by the 

government guidelines, and actual pronunciation 

tends naturally to become // (see (2)). On the

other hand, // yields either a single or a

two-vowel form depending on the orthography 

of the source word. 

In the case of //, adaptation may have been

complicated by the facts that (1) old 

transcriptions based on the government 

guidelines are still in use, and (2) Japanese 

society may have recently started to pressure 

broadcasters to pronounce loanwords more 

faithfully to the originals, for instance, 

broadcasters on the Japan Broadcasting 

Cooperation (Nippon Hōsō Kyōkai, NHK) say 

[] and [], which have never historically been

allowed in Japanese phonology. Thus, some of 

the exceptions listed above may come from 

social factors, such as the idea that the heard 

impression of a loanword should be similar to 

the source word. 

3.2.2. Sound Change of Loanwords 
In order to confirm that the exceptions above 

are outcome of the social factor effects, I 

conducted another acoustical analysis on the 

exceptional loanwords listed in (9) and the word 

 ‘take out’ in (8), and compared them to

words written and pronounced with the 

two-vowel form (see (6)). Note that the 

exceptions are (or can be) pronounced with the 

single-vowel form, although they should have 

the two-vowel form according to the 

orthography of the original words. The native 

Japanese speaker who had participated in the 

previous recording also participated in the 

additional recording, which was done in a quiet 

room. 

The results of the analysis show that the 

lengths of the two-vowel utterances of the 

exceptional words (Fig. 3) were shorter (113 ms 

on average) than those of loanwords written and 

pronounced as // (223 ms on average. See Fig.

1). In fact, the exceptions are similar in length to 

the original English diphthongs (per Gay, 1968). 

Therefore, loanwords that seem to contravene 

the orthographically based assignment rules are 

in fact changing the forms to make them more 

similar to the original English words. 

4. Conclusion
Based on the observation of Japanese

loanwords from English, this study suggests 

some effects of orthography on adaptation of the 

English diphthong //. However, such

adaptation may be affected by factors related to 

the social usage and understanding of these 

words; because of this, some loanwords may be 

going through sound changes. Although 

Figure 3. Formant transition from onset 

(white dots) to offset (black dots) through 

glide (gray dots) of additionally recorded 

two-vowel-form loanwords. 
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thorough investigation is required to confirm the 

existence, nature, and effects of these social 

factors, this study provides further evidence of 

orthographical effects on loanword adaptation as 

well as evidence that loanword adaptation 

includes multiple factors. 

NOTES 
1 This paper uses // to mean the Japanese

unrounded, or compressed, high back vowel. 
2. The insertion of yod reflects palatalization in

the English source word (Strange et al., 2001). 
3. This paper uses //, instead of //, for the

English diphthong in question. 
4. Examples listed here and henceforth consist a

subset of loanwords that fall into each category. 
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A Voice-Bundling Parameter Account for 
Romance Anti-causatives * 

 

Masaki Yasuhara 
Teikyo University 

Keywords anti-causative, Voice-Bundling 
Parameter, agentivity 

1. Introduction 
   Several languages have two types of 
anti-causatives, which are distinguished 
morphologically, as shown by the following 
Greek example. 
 
(1) a. To ktirio gremise apo mono tu. 
  the building collapsed.ACT by itself 
 b. To ktirio gremistike apo mono tu. 
  the building collapsed.NACT by itself 

(Alexiadou and Anagnostopoulou (2004:122)) 
 
The anti-causative in (1a) has active morphology 
whereas the one in (1b) has non-active 
morphology. 
   Yasuhara (2014) explains the existence of 
two types of Greek anti-causatives from the 
point of view of the Voice-Bundling parameter 
(Pylkkänen (2008)). This parameter groups 
languages into two types, Voice-Bundling 
languages and non-Voice-Bundling languages. 
Voice is the head introducing an external 
argument and Cause is the head introducing a 
causing event. Voice and Cause are bundled 
together in Voice-Bundling languages, as in (2a), 

whereas they are separate in 
non-Voice-Bundling languages, as in (2b). 
 
(2) a. Voice-Bundling causatives (e.g., English) 
                             P 
         [Voice, Cause] 
                                 DP 
 b. Non-Voice-Bundling causatives (e.g., 

Japanese) 
 
                                 P 
         Voice    vCause 
                                   DP 
 
In Voice-Bundling languages, Cause is 
combined with Voice, so the presence of Cause 
requires the occurrence of an external argument. 
In non-Voice-Bundling languages, on the other 
hand, Cause is independent of Voice, so the 
presence of Cause does not require the 
occurrence of an external argument. Yasuhara 
argues that Greek is a non-Voice-Bundling 
language and that non-active morphology is an 
overt realization of Cause whereas active 
morphology reflects its absence. Since Voice and 
Cause are separate in non-Voice-Bundling 
languages, they permit the unaccusative 
structure in (3b) as well as that in (3a) whereas 
Voice-Bundling languages only allow the 
structure in (3a). 
 
(3) a.       vBecome   
       P 
      vBecome    
                         DP  
  b.       vCause   
       P 
      vCause    
                         DP  
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   The purpose of this paper is to show that the 
Voice-Bundling parameter account is applicable 
to Romance anti-causatives as well. Romance 
languages such as Italian, French and Spanish 
also have two types of anti-causatives, those 
with a reflexive clitic and those without it. 
Hereafter, we will refer to anti-causatives with a 
reflexive clitic as marked anti-causatives and 
those without it as unmarked anti-causatives. 
 
(4) a. Il cioccolato si  è fuso. (marked) 
  the chocolate  REFL is  melted 
 b. Il  cioccolato è fuso. (unmarked) 
  the chocolate  is  melted 

Italian (Schäfer (2007:15), with slight 
modifications) 

 
I propose that Romance languages belong to 
non-Voice-Bundling languages and the reflexive 
clitic in marked anti-causatives in Romance 
languages is an overt realization of Cause 
whereas it is absent in unmarked anti-causatives. 
   The organization of this paper is as follows. 
In section 2, I will show that our analysis is 
empirically supported by the aspectual 
properties of marked/unmarked anti-causatives 
in Romance languages. We will compare 
Romance anti-causatives with those in Germanic 
languages, which also have two types of 
anti-causatives. In section 3, I will provide a 
syntactic account of the aspectual properties of 
those languages. In section 4, I will give a 
theoretical implication for the analysis of 
marked anti-causatives and reflexive passives in 
Romance languages. Section 5 will give 
concluding remarks. 
 
2. Aspectual Properties 
2.1. Romance Languages 
   If the reflexive clitics of marked 

anti-causatives in Romance languages are overt 
realizations of Cause, we can predict that 
non-active/marked and active/unmarked 
anti-causatives exhibit different aspectual 
interpretations because only the former involve a 
causing and a result event in the vP structure. 
Specifically, we predict that non-active/marked 
anti-causatives encode a telic interpretation. In 
fact, the following examples show that Greek 
active and non-active anti-causatives exhibit 
distinct aspectual properties. 
 
(5) a.* To ktirio  gremise  se ena simio  
  the building collapsed.ACT in one spot 
  alla den gremise  entelos. 
  but NEG  collapsed.ACT  completely 
 b. To ktirio  gremistike  se ena simio  
  the building  collapsed.NACT in one spot 
  alla den gremistike  entelos. 
  but NEG  collapsed.NACT completely 

Greek (Alexiadou and Anagnostopoulou 
(2004:129), with slight modifications) 

 
The active anti-causative does not go along with 
a complete change of state interpretation, as 
indicated by the incompatibility with the adverb 
entelos ‘completely’ whereas this adverb is 
compatible with the non-active anti-causative. 
This contrast suggests that active anti-causatives 
are associated with atelic interpretations while 
non-active anti-causatives are associated with 
telic interpretations. The same is true of Italian, 
French and Spanish anti-causatives.  
 
(6) a. La casa  è bruciata, ma non è 
  the house is burned  but not  is 
  bruciata. 
   burned 
 b.*  La casa  si  è bruciata, ma non è  
   the house REFL is burned  but not is  
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  bruciata. 
  burned 

Italian (Schäfer (2007:19), with slight 
modifications) 

 
The achievement of a final state can be negated 
in (6a), which includes an unmarked 
anti-causative, but not in (6b), which contains a 
marked anti-causative.  
   This fact indicates that the reflexive clitics in 
Romance languages as well as the NACT 
morphology in Greek trigger a telic 
interpretation. 
 
2.2. Germanic Languages 
   Germanic languages such as German and 
Dutch also have two types of anti-causatives. In 
this section, I will show that they also exhibit 
distinct aspectual interpretations. 
   Let us first consider Dutch anti-causatives. 
According to Cornips and Hulk (1996), Heerlen 
Dutch, a dialect of Dutch, may give rise to two 
types of anti-causatives whereas Standard Dutch 
utilizes unmarked anti-causatives and marked 
anti-causatives are very restricted. The 
abbreviations HD and SD stand for Heerlen 
Dutch and Standard Dutch, respectively. 
 
(7) HD/?*SD Het riet buigt  zich. 
    the reeds  bends  REFL 
    ‘The reed is bending.’ 
 HD/SD Het  riet  buigt. 
    the  reed  bends 
    ‘The reed is bending.’ 

(Cornips and Hulk (1996:1)) 
 
HD allows both marked and unmarked 
anti-causatives while SD permits only the latter. 
Cornips and Hulk argue that the two types of 
anti-causatives in HD are different in the 

aspectual interpretations. 
 
(8) a.* dat het ei zich 3 minuten lang 
  that the egg REFL for 3 minutes 
  gekookt  heft 
  boiled  has 
 b. dat het ei  zich in 3 minuten 
  that the egg REFL in 3 minutes 
  tijd gekookt heft 
  time boiled  has 
 c. dat het ei 3 minuten lang 
  that the egg for 3 minutes  
  gekookt heeft 
  boiled has 

HD (Cornips and Hulk (1996:11)) 
 
The marked anti-causative is compatible with 
the time adverbial in 3 minuten ‘in 3 minutes’, 
as in (8b), but not with 3 minuten lang ‘for 3 
minutes’, as in (8a). These facts show that 
marked anti-causatives in HD cannot be 
interpreted as atelic but it is interpreted as telic. 
The unmarked anti-causative in (8c), on the 
other hand, allows the atelic interpretation. 
   Next, let us move on to German 
anti-causatives. German also exhibits two types 
of anti-causatives. Schäfer (2007) argues that 
they do not correspond to distinct aspectual 
interpretations, but his argument is based on 
degree achievement verbs, which can license 
either a telic or an atelic interpretation. So we 
cannot apply the diagnostics using time 
adverbials to German anti-causatives. 
   To summarize, the distinction between 
marked and unmarked anti-causatives 
systematically corresponds to the distinct 
aspectual interpretations in Dutch, in the same 
way as Romance languages. Diagnostics 
employed in these languages cannot be applied 
to German, so I would like to leave open the 
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question whether German marked/unmarked 
anti-causatives exhibit distinct aspectual 
interpretations. 
   Although Romance and Germanic languages 
appear to show similar effects with respect to the 
distinction between marked and unmarked 
anti-causatives, section 3 will propose that 
Romance and Germanic languages differ with 
regard to the Voice-Bundling parameter. Section 
4 will show that the non-Voice-Bundling 
analysis of Romance languages has an 
implication for the analysis of reflexive passives 
in Romance languages. 
 
3. The Syntax of Anti-causatives 
3.1. Distinct Aspectual Interpretations 
   This paper proposes that Romance languages 
such as Italian, Spanish and French belong to the 
non-Voice-Bundling languages and the reflexive 
clitics are the overt realizations of Cause. 
Germanic languages such as German and Dutch, 
on the other hand, are Voice-Bundling languages 
and the reflexive pronouns occur in the external 
argument position. 
   The structure in (10) illustrates the structure 
of Romance marked anti-causatives. 
 
(9) La branche se  cassa. 
 the  branch  REFL broke  
 ‘The branch broke.’ 

French (Doron and Labelle (2011:143)) 
(10)          vCause   
       P 
      vCause    
      REFL           la branche  
 
Similar analyses have been proposed by a 
number of previous studies as well (e.g. Labelle 
and Doron (2010)). 
   In Germanic languages, on the other hand, 

the reflexive pronoun is merged in the specifier 
of Voice, as shown in (12). 
 
(11) weil sich  die  Tür  öffnet. 
 because REFL the  door  opens 

German (Schäfer (2007:325)) 
(12)       [Voice, Cause] P 
                             
       REFL                  P 
         [Voice, Cause] 
                              die Tür 
 
Schäfer (2007) also considers the reflexive 
pronoun in marked anti-causatives as an external 
argument. 
   Recall that Romance and Germanic 
marked/unmarked anti-causatives exhibit 
distinct aspectual interpretations. This effect can 
be attributed to the bi-eventual vP structure. The 
occurrence of a reflexive clitic/pronoun results 
in the existence of a causing event in addition to 
the result event denoted by the verb, creating a 
causal relation between the two events. The 
transition of events created by such a causal 
relation allows telic interpretations. The absence 
of a reflexive clitic/pronoun, on the other hand, 
does not produce such a causal relation, so atelic 
interpretations are available. In this way, despite 
the different syntactic structures, Romance and 
Germanic anti-causatives exhibit parallel 
aspectual interpretations. 
 
3.2. Voice and Cause 
   In the literature, it has been assumed that 
Voice introduces an external argument and is 
responsible for agentivity. For example, 
Alexiadou et al. (2006) proposes two types of 
Voice heads. 
 
(13) a. Voice [+ Agent] selects an agent 
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external argument 
 b. Voice [  Agent] selects a causer 

external argument 
 
The two types of Voice heads are differentiated 
with regard to the presence or absence of 
agentivity. However, the agent and the causer 
thematic roles do not seem to be differentiated 
syntactically, since they can be coordinated in 
the external argument position. 
 
(14) Floods and guerrilla forces ravaged the area. 

(Schlesinger (1995:105)) 
 
In sentence (14), the causer floods and the group 
of agents guerrilla forces are coordinated in the 
external argument position. The acceptability of 
this sentence means that agentivity is not 
specified by Voice. For this reason, I assume that 
Voice does not specify the presence or absence 
of agentivity. The function of Voice is to 
introduce an external argument, and therefore, it 
does not exist in unaccusative structures.  
   Cause, on the other hand, introduces a 
causing event, though the content of the event is 
unspecified. Consequently, it goes along with 
any eventuality, such as an occurrence of natural 
force or an action of an agent. The causing event 
may implicate the existence of an agent when 
the causing event is construed as an action of an 
agent. 
 
4. Implication 
   I have assumed that Romance languages 
have the non-Voice-bundling property. An 
immediate consequence of this assumption is 
that Romance languages have two types of 
anti-causatives that are characterized as in (15). 
 
(15) a. Romance marked anti-causatives 

may implicate the existence of an 
agent. 

 b. Romance unmarked anti-causatives 
may not implicate the existence of an 
agent. 

 
The structures of marked and unmarked 
anti-causatives are shown in (16). 
 
(16) a. Marked anti-causative structure 
               vCause   
                          P 
           vCause    
           REFL             DP  
 b. Unmarked anti-causative structure 
                vBecome   
                          P 
         vBecome    
                             DP  
 
Marked anti-causatives include Cause, which 
may implicate the existence of an agent. 
Unmarked anti-causatives, on the other hand, 
may not include Cause, so they cannot implicate 
the existence of an agent. In this way, our 
analysis implies that certain types of 
anti-causatives may implicate the existence of an 
agent. The following discussion will show that 
this analysis is supported by the phenomenon 
called reflexive passives. 
   It has been generally observed that Romance 
reflexive clitics hold several functions such as 
the passivizing function and the 
anti-causativizing function, which have been 
distinguished in the literature. Romance clitics 
that have been assumed to work as a passivizer 
will be called reflexive passives hereafter. In 
addition to reflexive passives, Romance 
languages have copula passive constructions as 
well. 
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   The reflexive passives and copula passives, 
however, exhibit distinct syntactic 
characteristics with regard to the presence or 
absence of an external argument. Passive 
constructions generally license the occurrence of 
an external argument, as shown by the copula 
passive constructions in (17). Reflexive passives, 
on the other hand, do not permit the occurrence 
of an external argument, as in (18). 
 
(17) In Italia gli spaghetti sono mangiati da 

 tutti. (copula passive) 
 ‘In Italy spaghetti is eaten by everybody.’ 
(18)*In Italia si mangiano gli  spaghetti da tutti.  

(reflexive passive) 
 ‘In Italy spaghetti is eaten by everybody.’ 

Italian (D'Alessandro (2007:48)) 
 
Importantly, the unavailability of an external 
argument is a characteristic shared with 
anti-causatives. In addition to this, it has been 
observed that Romance marked anti-causatives 
are ambiguous between the passive use and the 
anti-causative use (e.g. Schäfer and Heidinger 
(2008), Juarros-Daussà (2000)). This ambiguity 
emerges because the distinction between the 
passive use and the anti-causative use depends 
on the interpretations, in spite of the fact that 
they are encoded by the same morphological 
forms. In the literature, as stated in Siewierska 
(1984), verbs whose eventuality can occur 
autonomously are regarded as anti-causatives 
whereas verbs whose eventuality requires the 
intervention of an agent are considered as 
reflexive passives. 
   In our analysis, however, the existence of an 
agent can be implicated by marked 
anti-causatives as well in non-Voice-Bundling 
languages. Consequently, there is no reason to 
differentiate marked anti-causatives from 

reflexive passives. 
   To sum up, reflexive passives and copula 
passives exhibit distinct behavior with regard to 
the availability of an external argument, and 
reflexive passives share morphological forms 
with marked anti-causatives. These facts suggest 
that reflexive passives should not be 
distinguished from marked anti-causatives. The 
only difference between them that has been 
traditionally assumed in the literature is the 
presence or absence of the implication of an 
agent. In our analysis, the implication of an 
agent can be attributed to the interpretation of 
the causing event of marked anti-causatives. 
Therefore, reflexive passives can be subsumed 
under marked anti-causatives in our analysis. In 
other words, the two characteristics of reflexive 
passives, the unavailability of an external 
argument and the isomorphism with marked 
anti-causatives, naturally follow from our 
analysis. 
 
5. Conclusion 
   In this paper, I showed that the distinction 
between marked and unmarked anti-causatives 
in Romance languages correspond to different 
syntactic structures. Romance languages have 
the non-Voice-Bundling property, and the 
reflexive clitics are the overt realizations of 
Cause. Our analysis is supported by the 
aspectual interpretations of marked 
anti-causatives and has an implication for the 
theoretical analysis of reflexive passives in 
Romance languages. 
 

* I would like to express my thanks to Toshiaki 
Oya, Reijirou Shibasaki and the audience for 
their invaluable comments on an earlier version 
of this paper. Needless to say, any remaining 
errors and shortcomings are mine. 
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