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Subject-in-situ generalization * 
Subject-in-situ Generalization and Syntactic 

Structure in Child English  

 Masahiko Dansako  
The University of 

Kitakyushu  

Subject-in-situ generalization, 
, , , T-to-C  

1.  
vP

(1) Subject-in-situ generalization
SSG (Alexiadou and Anagnostopoulou 
A&A (2001, 2007))

 
 
(1)  The subject-in-situ generalization (SSG) 

By Spell-Out, vP can contain only one 
argument with a structural Case feature. 

(A&A (2007: 31)) 
 
(2a) v
DP vP

DP SSG
(Spell-Out) 

(2b) vP DP

vP
SSG

 

 
(2)  a. *[vP DP<CASE> [v’ v DP<ACC>]] 
  b. [TP DPi<NOM> [vP ti [v’ v DP<ACC>]]] 
 
SSG

(3a)
VS

(3b)
VSO
vP

vP SSG
 

 
(3)  a. Il  est arrive  un homme. 
   EXPL is  arrived a  man. 
   ‘There has arrived a man.’ 
  b. *Il  a  lu  en élève  
   EXPL has read a student-NOM  
   le  livre. 
   the book-ACC 
   ‘There has read a student the book.’ 

(A&A (2001: 195, (2))) 
 
A&A (2007) (4) SSG

 
 
(4)  [W]e argue that (1) [=SSG] is a universal 

principle that regulates argument 
externalization. 

(A&A (2007: 31)) 
 

T
(5a) (5b)

(Radford 
(1990), Schütze and Wexler (1996) )  

2



 
(5)  a. Him fall down. (Nina, 2;3,14) 

   (Schütze and Wexler (1996: 670, (1a))) 
  b. He bite me. (Nina, 2;2,6)  

(Schütze and Wexler (1996: 674, (9d))) 
 

T (2a)

(6) CHILDES
(MacWhinney (2000))

 
 
(6)  SSG  

 
 

SSG
vP

DP (7) SSG

 
 
(7)  *[vP DP<Non-NOM> [v’ v DP<ACC>]] 
 
2.  

Schütze and Wexler 
(1996)

Nina (Suppes (1973)) 1 11 16
2 5 28 27

 

(6)

(8) Her
(9) Him

T
SSG  

 
(8)  a. Her have a big mouth. (Nina, 2;2.6) 
  b. Her give a ride on the wagon.  

(Nina, 2;2.6) 
  c. Her knock (th)em down. (Nina, 2;2,12) 
 
(9)  a. Him draw another eye. (Nina, 2;2,12) 
  b. Cause him open xxx him eyes.  

(Nina, 2;2,12) 
  c. Him have a paw. (Nina, 2;5,26) 
 

(10a) (10b)
(10c)

 
 
(10) a. Her nipped me. (Nina, 2;5,25) 
  b. Her sleep in the crib. (Nina, 2;2.28) 
  c. Her cried. (Nina, 2;5.27) 
 

1  
 

1. Nina (Suppes (1973))
 

 Finite Nonfinite 
SNon-NOM VO 
(transitive) 

2 47 

SNon-NOM V 
(intransitive) 

8 31 

 
88

3



(p < .05) SSG
SSG

(p > .10) SSG

 
SSG

 
SSG

SSG
vP

SSG
A&A

SSG

SSG
SSG

SSG vP

(cf. Chomsky (1981))  
SSG

(11) vP
TP  

 
(11) [TP DP<Non-NOM>i T [vP ti [v’ [v 

DP<ACC>]]]] 
 

vP

TP vP
SSG

SSG

SSG

TP

T

(12)
 

 
(12) SSG

 
  a. TP  

   
 

  b. T
 

 
T

 
Guasti and 

Rizzi (2002), Schütze (2010), (2016)

do

(13a,b)
do (13c,d)

 
 
(13) a. So Paul doesn’t wake up.  (Adam, 3;4) 
  b. Robin don’t play with pens.   

(Adam, 3;4) 
  c. Does dis write?  (Adam, 3;4) 
  d. (Not observed) Do he go? 

4



(Guasti and Rizzi 2002: 168) 
 

do T-to-C

T-to-C

(14)  
 
(14) T  

T
T-to-C T

 
 

T-to-C
T

T-to-C
T

SSG

T-to-C
T

(8a) (15)

vP SSG
 

 
(15) [TP Heri T [vP ti [v’ [have a big mouth]]]] 
 

T-to-C
T

(16) vP
SSG  

 
(16) [CP Doesj [TP shei tj [vP ti [v’ [have a big 

mouth]]]]? 
 

(14)
T-to-C

T

(17)
Nina  
 
(17)  

 
 

1 88
2  

 
2. Nina (Suppes (1973))

 
 Declarative Interrogative 
SNon-NOM 
V(O) 

88 0 

 
2 (17)

(p < .01)
(14) T

(12)
T
(12) (18)  

 
(18) SSG

(= (12)) 
  a. TP  

   
 

  b. T
 

 
T-to-C

T (19)
T

5



 
 
(19) [TP DP <Non-NOM>i T(inactive) [vP ti [v’ v  
  DP<ACC>]]] 
 

vP TP
T-to-C

TP
 

vP
vP

SSG

vP

(20) SSG

(20a)
her now

(20b) already
 

 
(20) a. Her now make a home. (Nina, 2;4,6) 
  b. Her already have a bottle. (Nina, 2;5,26) 
 

T

(21) vP
vP

 
 
(21) [TP Heri [TP now T [vP ti make a home]]] 
 

(22) (MOT) wh
(CHI)

not  
 
(22) MOT: who else is going to eat supper? 
  CHI: her not. 
  MOT: she’s not going to eat supper? 
  CHI: her not. (Nina, 2;5,26) 
 

NegP
TP vP

(23)
 

 
(23) [TP Heri [NegP not [vP ti (eat supper)]]] 
 

vP not 
her

vP
 

 
3.  

vP

SSG
SSG

vP

 (Her have a big 
mouth. (Nina, 2;2,6)) 
SSG (i) 

 (ii) 

vP TP

6



vP
SSG

SSG
SSG
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Pro-form NP * 
Pro-form No and NP-ellipsis  

 Asuka Isono  
Kyushu Sangyo University  

NP , pro-form, , 
, light noun 

1.  
Saito and Murasugi (1990)

SJ NP (1a)
(1b) D NP

 
 
(1) a. 

SJ  
   b. [DP [D’ [NP ] D]] 
 

NJ
(2a) pro-form

Maeda and Takahashi (2016)
M&T (2016) M&T (2016) (2b)
pro-form n

Merchant (2001) E llipsis
NP

(1a) (3)
pro-form haplology 

(2c)
 

 
(2) a. 

NJ  
 b. [DP [D [nP[NP N ] n ]D]]  

NJ M&T (2016)  

 c. [DP [D [nP[NP N ] n ] D ]] 
SJ ibid.  

(3)    
pro-form 

 
Hiraiwa (2016) (4a)
pro-form light 

noun n
(2a) (4b)

(1a) (3)
haplology (4c)  
 
(4) a. [DP [D  [nP XP n ] D ]]  Hiraiwa (2016)    
  b. [DP [D  [nP [NP ]- n ] D ]] 

   NJ ibid.  
  c. [DP [D  [nP [NP ]  n ] D ]] 

   SJ ibid.  
 

M&T (2016) NP

pro-form
Hiraiwa (2016)

M&T (2016) (5b)

Hirawai (2016)
Saruwatari (2016)

phonological reduction
 

 
(5) a. 

 
M&T (2016)=(2a)  

b. 
 

Saruwatari (2016: 186)  
 
2. VP do so 
pro-form  

M&T (2016)

22



do so  
 
2.1. do so  

Hankamer and Sag (1976)  do so

Depiante (2000) Johnson (2001)
Merchant (2013)

(6a)
(7a) (8a) do so VP

wh
 (2018)  

 
(6) wh  

a. *I don’t know which puppy1 you should 
[VP adopt t1], but I know which one2 you 
shouldn’t [VP do so].  

Houser (2010: 21)  
b.  I know which book1 Mary [VP read t1], 

and which book2 Bill didn’t [VP ].  
Fiengo and May (1994:247)  

(7)  
a. *The vase1 was [VP broken t1 by the 

children], and the jar2 was [VP done so], 
too. Houser (2010:22)  

b.  One theory claims that they1 can’t [VP be 
distinguished t1], while another claims 
that they2 can [VP ]. 

Levin (1986:156)  
(8)  

a. * We ate far more at the carnival [than Op 
we should have [VP done so]].  

Thompson (2014:252)  
b.  Abby can play more instruments [than 

Op her father can [VP ]].  
Winkler (2005:115)  

 
do so 

VP do 
so 

M&T (2016)
 

 
2.2. M&T (2016)

VP do so pro-form  
M&T (2016) (9) (9a)

(9b) (9b) pro-form
(10a) (10b)

(11a) VP
 

 
(9) a. 

NJ  

 
 b. NJ  

 
M&T (2016: 120)  

(10) a. 
 

 b. 
 ibid.  

(11) a. Harry loves his mother, and Ron does, 
too.  

strict reading; sloppy reading 
 b. Harry loves his mother, and Ron does 

her, too.  
strict reading; *sloppy reading 

ibid.: 119  
 

(12)
pro-form ‘one’

Llombart-Huesca (2002: 65)  
 
(12)  I saw Janet’s beautiful picture of her cat 

and Jack saw Julie’s ugly one.  
strict reading; sloppy reading 

 
(13) do so

Houser (2010: 18)  

23



(13)  Harry loves his mother, and Ron does so, 
too.  

strict reading; sloppy reading 
 

M&T (2016)
 

Fox (2000)
M&T (2016) (14) VP

Fox (2000: 33)
a  every

 
 
(14) a. A boy climbed every tree.   
 b. A girl did, too. a >/ <every   
 
(14a) a

(14b) a
(14a)  every

(14b)  every
 

M&T (2016) (15)
 most one

(15a) most
(15b) most (15a) one

(15b) one

(15b) (15a)
 

 
(15) a. 

NJ  

 
one >/ <most  

 b. 
NJ  

one >/ <most  
M&T (2016: 127)  

(16) do so (14) VP

Baltin (2012: 418) 
 

 
(16) a. A boy climbed every tree.   
 b. A girl did so, too. a >/ <every  
 

(15)
(15b) Hiraiwa (2016)
pro-for  

 
3. pro-form M&T (2016)

 
pro-form

M&T (2016) pro-form 
 (2016)

 
 
3.1 pro-form  

pro-form
NJ RC

DP
spec RC (17)

spec head NP
 

 
(17)    RC NJ  

 
 

RC

pro-form M T (2016)
 

 
3.2 pro-form  

pro-form
NP

24



Lasnik and 
Saito (1992) NP

Llombart-Huesca 
(2002) NP

Llombart-Huesca (2002)
NP pro-form

NP pro-form one

(18) NP
pro-form ‘one’

(19) pro-form
 (20) book

NP
Saruwatari (2016)  

 
(18)  Excuse me, I’m looking for Haruki 

Murakami’s *(new one). 
Saruwatari (2016: 181)  

(19) a. 
NJ  

    b. 
SJ  

(ibid.: 182) 
(20) a. Hanako: Whose book is selling best in 

this shop?  
b. Clerk: Haruki Murakami’s (new one). 

(ibid.: 181) 
 

(18) (20)
NP pro-form

pro-form NP
Hiraiwa 

(2016) (17) (19)
M&T (2016)
(17) (19)  
 
4. Hiraiwa (2016) Saruwatari (2016) 

Hiraiwa (2016) pro-form

(21b) NC (22)

NC (21b)

pro-form
 

 
(21) a. 

  
M&T (2016)=(5a) (2a)  

b. 
 

Saruwatari (2016: 186)=(5b)  
 

(22)
 

‘ui’ pro-form
 

Saruwatari (2016: 184)  
 
(22)  Suni-ui  sarang-eun  

Suni-Gen love-Top   
Cheolsu geo-boda   keo. 
Cheolsu pro-form-than    big 

    
 

1 (a)~(c)
ui 1(d)~(i)

(d)

ui (g)~(i) 
pro-form keo

Hiraiwa (2016)
pro-form

25



M&T 
(2016) pro-form

(21b)

 
 

  
 ‘ui’ Saruwatari (2016: 

189-191)  

 
 

 

 (ui)  a.  
b.  
c.  

 ui d. / /  
e. 

 
f.  

 Ø g. { / keo} 
h.  
i.  

 
1 Hiraiwa (2016)

(23) (24) Saruwatari (2016)
phonological reduction

1 (g)~(i)

 
 
(23)                        DP 
 
                 nP                  D 
 
      NP                   n 
                  

 
 
(24)Genitive Marker Reduction

(24)

Phonological reduction
ui

Genitive drop  
 
(24)  Genitive Marker Reduction 

 
 
 

 
 

 
 
 
 
 

 
 
 
 

Saruwatari (2016: 192)  
 

(21b) (22)

Hiraiwa (2016) Saruwatari (2016)
phonological reduction

 
 

5.  
VP

do so 

M&T (2016)
do so

M&T (2016)

 

 
ui  

 
 

Phonological reduction  

ui  
Genitive drop  

26



M&T (2016)
pro-form

M&T (2016)
pro-form

 
M&T (2016) pro-form

(5b)

pro-form
Hiraiwa 

(2016)
Hiraiwa (2016)

Saruwatari 
(2016) phonological 
reduction  
 

* Isono (2021) Saruwatari (2016)
 40 

 
 

 
Baltin, Mark (2012) “Deletion versus Pro-forms: 

An Overly Simple Dichotomy?” NLLT 30, 
381-423.  

Depiante, eep Dtax of ynSThe (2000)  Marcela
ull Ntudy of Snaphora: A A eurfacSand 

e arBipping/trSnaphora and Ament ompleC
 , Doctoral dissertation,llipsisE rgumentA

 torrs.University of Connecticut, S  
Fiengo, Robert and Robert May (1994) Indices 

and Identity, MIT Press, Cambridge, MA. 
Fox, Danny (2000) Economy and Semantic 

Interpretation, MIT Press, Cambridge, MA.  
Hiraiwa, Ken (2016) “NP-Ellipsis: A 

Comparative Syntax of Japanese and 
Okinawan,” NLLT 34(4), 1345-1387.  

Houser, Michael J. (2010) The Syntax and 
Semantics of Do So Anaphora, Doctoral 
dissertation, University of California, 
Berkeley.  

Isono, Asuka (2021) “Pro-form no in Japanese,” 
poster presented at the 14th International 
Spring Forum of the English Linguistic 
Society of Japan. 

Johnson, Kyle (2001) “What VP-Ellipsis Can 
Do, and What It Can't, but Not Why,” The 
Handbook of Contemporary Syntactic 
Theory, ed. by Mark Baltin and Chris 
Collins, 439-479, Blackwell Publishers, 
Oxford. 

Levin, Nancy S. (1986) Main-Verb Ellipsis in 
Spoken English, Garland, New York. 

Llombart-Huesca, Amàlia (2002) “Anaphoric 
One and NP-Ellipsis,” Studia Linguistica 
56(1), 59-89.  

Maeda, Masako and Daiko Takahashi (2016) 
“NP-Ellipsis in the Nagasaki Dialect of 
Japanese,” J/K Linguistics 23, 119-132.  

Merchant, Jason (2001) The Syntax of Silence: 
Sluicing, Islands, and the Theory of Ellipsis. 
Oxford University Press, Oxford. 
Miyamoto, Y (2013) “On the Unavailability 
of NP-Ellipsis with Japanese Relative 
Clause,” Nanzan Linguistics 9, 51-83.  

Merchant, Jason (2013) “Diagnosing ellipsis,” 
Diagnosing syntax, ed. by Lisa Lai-Shen 
Cheng and Norbert Corver, 539-579, 
Oxford University Press, Oxford. 

 (2016) ,  
 ( )  : 

265-298 . 
Saito, Mamoru and Keiko Murasugi (1990) 

“N -Deletion in Japanese” The University 

27



of Connecticut Working Paper in 
Linguistics III, 87-107. 

 (2018) so

36 . 
Saruwatari, Asuka (2016) Nominative and 

Genitive Cases in Japanese: From 
Dialectal and Cross-Linguistic 
Perspectives, Doctoral dissertation, Osaka 
University. 

Thompson, Andrea (2014). Beyond Deep and 
Surface: Explorations in the Typology of 
Anaphora, Doctoral dissertation, University 
of California, Santa Cruz CA. 

Winkler, Susanne (2005) Ellipsis and Focus in 
Generative Grammar, Mouton de Gruyter, 
Berlin, New York. 

28



 
 
 
 

On There-Sentences Involving “Experiencer”: 
A Construction Grammar Perspective * 

 
Yusuke Minami 
Kobe University 

Keywords there construction, mental states, 
experiencer, Construction Grammar  

1. Introduction 
   This paper is concerned with a class of there 
sentences in which the post-verbal NP (=PVNP) 
position is occupied by nouns denoting mental 
states (=mental nouns), as exemplified in (1)-(3).  
 
(1) There is comfort in remembering that death 

is not the end. There is comfort in knowing 
that we can see those we love again. 
(COCA 2014) 

(2) But there’s consolation in the idea that 
nature is reclaiming the places it has lent to 
people. (COCA 2012) 

(3) There’s pride in being able to take care of 
yourself (…). (COCA 2008) 

 
Sentences of this kind, which for some reason 
have received little attention in preceding studies, 
will henceforth be called “mental-state there 
(=MT) construction”. In this paper, I will first 
show that MT construction, despite its apparent 
formal affinity with the well-studied existential 
there construction, exhibits properties that 
cannot be attributed to the latter. I will then 
explore a cognitive motivation for those 
peculiarities of MT construction. 

   The rest of this paper is organized as follows. 
Section 2 will see how the MT construction 
displays two grammatical characteristics which 
have never been recognized in numerous studies 
on the there construction. Section 3, from the 
perspective of Cognitive Construction Grammar, 
will explore the motivating factor for the 
apparently outlandish nature of MT construction. 
Section 4 concludes this paper.      
 
2. Features Specific to MT Construction 
2.1. Co-occurrence with the For-phrase of 
“Experiencer”  
   MT construction can co-occur with a 
prepositional phrase headed by for which 
specifies someone who undergoes the mental 
state designated by the PVNP, as in (4)-(7).    
 
(4) The election of 2000 brought victory, but 

after eight years of George W., 2008 
brought defeat once again. Though, at least 
America would now be free of the incubus 
of racism. The victor was a pleasant black 
man, and there was, for me, some 
consolation in that. (COCA 2017: italics 
are mine) 

(5) There is liberation in being a character 
actor, especially for someone who’s used to 
‘carrying’ movies. (COCA 2003) 

(6) a.  There was comfort in that thought.   
 b.  For me, there was comfort in that 

thought.  
(7) a.   There is pride in being a professor.   
 b.   For her, there is pride in being a 

professor. 
 
This is not observed with other types of there 
constructions such as (8) and (9), which have 
been often cited in traditional linguistic papers.  
 

29



(8) a.   There is a vase on the table.     
 b.  ? For {me/her}, there is a vase on the 

table. 
(9) a.   There was a car accident on the 

highway.     
 b.  ? For {me/her}, there was a car accident 

on the highway. 
 
2.2. Paradigmatic Contrast 
   Another aspect of MT construction that 
differentiates it from more prototypical there 
constructions is the type of construction with 
which it is contrasted paradigmatically. In the 
literature, the existential there construction has 
been assumed to be part of two types of 
paradigmatic relations, which are exemplified by 
(10) and (11), respectively.  
 
(10) a.  There is a vase on the table.     
 b.   A vase is on the table.   
 c.   The table has a vase on it.  
   (Lakoff 1987: 558) 
(11) a.   There’s a car coming.    
 b.   A car is coming.  (Egawa 1991: 196) 

 
In either paradigm, the existential there variant 
and all the other alternative constructions are 
different in terms of information structure. 
Building on Lambrecht’s (1994, 2000) theory of 
focus structure, the existential there variant has 
the structure of Sentence Focus (=SF) whereas 
the other variants have that of Predicate Focus 
(=PF), i.e. the subject-predicate structure. It has 
been assumed, therefore, that information 
structure plays the key role in motivating both 
types of paradigmatic contrasts.1 

   Turning now to MT construction, it is in a 
paradigmatic relation with a transitive 
construction, as shown in (12): 
  

(12) a.   There was comfort in that thought.    
 b.   {I/she/he} took comfort in that 

thought.  

 
At first sight, the paradigm (12) follows the 
same pattern as (10) and (11). Under 
Lambrecht’s theory of focus structure, (12a) and 
(12b) would be analyzed as SF and PF structures, 
respectively. However, one noteworthy 
difference between (12) and the other two is that 
in the there construction variant (=12b), the 
main participant in the described scene is 
“defocused” by being demoted from the subject 
position. No such process is involved in either of 
(10) and (11). This suggests that the motivation 
for the variants in (12) is different in nature from 
that for those in (10) and (11).  
 
2.3. Information Structure vs. Event 
Construal 
   Any approach based solely on concepts 
related to information structure would fail to 
capture the two features peculiar to MT 
construction because both of them have to do 
with whether a particular participant (i.e. 
experiencer) of the described situation is 
expressed or not. In other words, information 
structure alone cannot make a proper 
characterization of MT construction. As will be 
discussed in what follows, along with 
information structure, it is necessary to take into 
account the event construal associated with there 
sentences in general.  
 
3. A Construction Grammar Perspective 
   One of the fundamental tenets in Cognitive 
Construction Grammar (=CCG) is that any 
linguistic unit of any size and schematicity has 
the potential to serve as a basic linguistic unit 
called “construction”, i.e., a particular pairing of 
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meaning (function) and form (Goldberg 1995, 
2006, 2019, Langacker 2000, Croft 2001).  
   CCG has generally adopted the widely 
recognized assumption that linguistic meaning 
consists of several dimensions, and a major 
dividing line has often been drawn between 
“information packaging” and “propositional 
content”, i.e. a description of state of affairs 
(Goldberg 1995: 43).2 The former has to do with 
how the speaker organizes the information 
conveyed to the addressee while the latter is 
concerned with how the speaker as the 
“conceptualizer” construes the situation. It is 
well established that constructions differ as to 
which level is relatively highlighted in contrast 
to the other. Some constructions (e.g. cleft 
constructions and right/left dislocation 
constructions) are connected exclusively with 
the dimension of information structure, and are 
often grouped together under the name of 
information packaging constructions (Hilpert 
2019). In contrast, the primary function of other 
grammatical constructions (e.g. resultative 
construction) is to describe a state of affairs, 
having little to do with information structure. 
   Essentially, between these opposite extremes 
lie ‘hybrid’ constructions, one example of which 
is the passive construction. On the one hand, the 
passive has been seen as reflecting a specific 
type of event construal, which essentially 
involves the process of agent defocusing 
(Shibatani 1985). On the other hand, the passive 
is thought to crucially display a feature of 
information packaging, as it involves the 
reversing of canonical order of the two 
arguments and is susceptible to discourse-level 
constraints (Birner and Ward 1998: 194-205).  
   As for the existential there construction, 
many studies seem to have counted it as a 
typical information packaging construction. We 

have seen this in 2.2, referring to two types of 
paradigmatic contrasts that include the 
existential there construction. In addition, the 
main interest has always centered around issues 
such as the definiteness effect, i.e. the constraint 
on the definiteness of the PVNP (Abbott 1993, 
Birner and Ward 1998, Hannay 1985, Milsark 
1974, among many others). Despite this trend, 
the existential there construction, just like the 
passive construction, has an event-description 
aspect to it. In fact, in order to account for the 
peculiar features of MT construction, it is 
necessary to consider the dimension of event 
construal rather than information packaging.  
   Below, I will explore the nature of MT 
construction by focusing on the propositional 
meaning of the existential there construction. 3.1 
will propose to assume an event construal 
associated with the existential there construction 
in general. 3.2 will sketch the peculiarity of the 
PVNP referent of MT construction and then 
argue that MT construction involves a 
conceptual mismatch between the constructional 
meaning and the lexical meaning, claiming for 
the marked status of MT construction in the 
relevant paradigm. 3.3 will show that the marked 
status of MT construction is supported by the 
result of a corpus survey on the relative 
frequency of MS construction as compared to 
the transitive variant.    
 
3.1. Event Construal Underlying the 
Existential There Construction 

   The present study builds on a hypothesis 
about the event construal associated with the 
existential there construction in general ([there + 
be + PVNP + PP]), which is stated as follows:  
 
(13) The existential there construction presents 

an event/situation description as a fact 
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recognized from the perspective of an 
outside observer. 

(14) implicatures by (13): 
 (i)  the observer (mostly but not 

necessarily the speaker) is not a 
participant of the event/situation 
described 

 (ii)  the fact provided is to be shared with 
people in general 

 
The validity of (13) could be confirmed by 
comparing (15a) with (15b):  
 
(15)  a.   There was a vase on the table.     
 b.   I could see a vase on the table.   

 
Sentence (15a) describes a particular situation, 
backgrounding the potential perceiver(s) without 
whom, in theory, the situation cannot be 
properly recognized. Still, the backgrounded 
perceiver usually does not count as part of the 
situation described (see (14-i)). This implicature 
is clarified by comparing (15a) with (15b), 
where the “perceiver” is explicitly mentioned as 
a participant of the situation described.3        
 
3.2. A Mismatch between the Existential 
There Construction and the Mental State 
PVNP 
   Let us turn to MT construction. What makes 
it conceptually distinct from most other 
existential there sentences is the fact that its 
PVNP refers to a mental state. As is often 
pointed out, a mental state is different in nature 
from other entities (e.g. individuals and events) 
in that it is inherently inaccessible to anyone but 
the individual who actually experiences it (i.e. 
experiencer). In this sense, a mental state is 
something internal to its experiencer. This is in 
stark contrast to the relation between a perceiver 

and something perceived where the latter is 
typically external to the former. This 
discrepancy is one of the well-discussed issues 
in linguistics as this property of mental states 
can have its linguistic correlates (e.g. the first 
person constraint on mental state predicates in 
Japanese; see Uehara 1998).  
   We have seen in 3.1 that such a 
“perceiver-perceived” relation is compatible 
with the constructional meaning of the 
existential there construction as outlined in (13); 
it perfectly fits the construal under which the 
perceiver plays the role of “outside observer”, as 
we have seen with (15a).  
   By contrast, the aforementioned intimate 
relation between a mental state and its 
experiencer is not as compatible with the 
constructional meaning of (13). In more 
theoretical terms, there exists a conflict between 
the meaning of a word and the meaning of a 
grammatical construction in which that word 
appears, and the conflict is to be resolved 
through the process of coercion by the 
construction; the experiencer, who is inherently 
in an inseparable relation with a mental state, is 
adjusted to be someone who, from the outsider 
point of view, observes their own mental state as 
if it were a fact that can be shared with other 
people.    
   Still, such a “coerced” outsider can never be 
a mere perceiver of the scene, because the PVNP 
referent conceptually requires identification of 
the experiencer of the mental state it portrays. 
Take (16), for example. To make sense of this 
sentence, one needs to know who is the 
experiencer of the mental state (“comfort”) 
because it is contradictory to state that there 
exists “comfort” in a particular thought without 
anybody who could experience that comfort. 
This is sharply contrasted with there sentences 

32



such as (17), which is most likely to imply that 
the existence of a vase is not dependent on, or 
restricted to, any particular perceiver(s). The 
propositional information is naturally to be 
shared with people in general.   
 
(16) There was comfort in that thought. (=12a) 
(17) There was a vase on the table. (=15a) 

    
   This explains why, as we discussed in 2.1, 
MT constructions could be accompanied by the 
for phrase which specifies the experiencer; it 
helps identify the experiencer evoked by MT 
construction.  
 
(18) For the Kolman family, there is some 

comfort in knowing that -- even though 
Gilberto Nunez was not convicted of 
murder -- he will spend time behind bars. 
(COCA 2018) 

 
In (18), the MT construction is not used to 
describe the existence of a particular mental 
state as a general fact. Rather, the experience of 
a mental state is presented as a fact specifically 
for the victim’s family, i.e. the experiencer of the 
comfort.    
   There are also other ways to identify the 
implicit experiencer associated with MT 
construction. When the MT construction is in a 
subordinate clause as in (19), the experiencer is 
manifested as subject of the main clause. In still 
other cases, the experiencer is interpreted to be 
the protagonist of the story who is referred to in 
the immediately preceding context, as in (20).    
 
(19)  Peter said there was comfort in knowing 

that others are experiencing the same 
problems. (COCA 2012) 

(20) He thought he would be able to see her 

again next summer. There was consolation 
in that thought. 

 
3.3. Markedness of MT construction 
   Let us have a renewed look at the paradigm 
exemplified by (12), repeated here as (21) for 
convenience:  
 
(21) a.   There was comfort in that thought.    
 b.   {I/she/he} took comfort in that 

thought.  

 
It is now clear to see that the crucial difference 
between the two variants lies in how the 
experiencer of the mental state (i.e. “comfort”) is 
expressed in each construction. While the 
experiencer is encoded as subject of the clause 
in (21b), it is made implicit (or “defocused”) in 
(21a). Considering our discussion in 3.2, it is 
predicted that the latter has the marked status in 
the paradigm because it represents a construal 
where the main participant of the situation is 
deliberately defocused, costing the addressee 
(reader) extra effort to find out who is the 
“defocused” experiencer.   
   The hypothesis that MT construction is the 
marked alternative to the unmarked transitive 
construction in the paradigmatic relation has 
been supported by a corpus survey through 
COCA (Corpus of Contemporary American 
English). Six nouns were selected that frequently 
appear in the two constructions: comfort, 
consolation, pleasure, pride, satisfaction, and 
solace. Their instances were collected where the 
noun is followed by in because it is the 
preposition most commonly attested in the 
paradigm. As to comfort, solace, satisfaction, 
and consolation, all the examples attested in the 
corpus were considered. About pleasure and 
pride, which exceeded the other nouns in 
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number, 500 randomly sampled examples were 
examined. For each noun, examples of the 
transitive variant (e.g. She took comfort in that 
thought) as well as those of the MT variant (e.g. 
There was comfort in that thought) were picked 
out in order to calculate their distribution ratio. 
As for the transitive variant, instances with the 
transitive verbs take, find, seek, and feel were 
counted. The result is summarized in Table 1.  
 
Table 1. Distribution of Mental State Nouns 
 

 
 

(i) 

transitive  
variant 

(ii)  

MT 
variant 

Percentage 

of (ii) 

comfort 1522 216 12.4 % 

solace 725 27 3.6 % 

satisfaction 337 130 27.8 % 

consolation 79 24 23.3 % 

pleasure  335 21 5.9% 

pride 276 5 1.8 % 

 
Each noun occurs at least three times more 
frequently in the transitive variant than it does in 
the MT variant, suggesting the markedness of 
the latter in the paradigm. 4 

 
4. Concluding Remarks 
   In this brief paper, we first pointed out the 
existence of MT construction which shows 
peculiarities that cannot be reduced to general 
properties of the existential there construction. 
We then sought cognitive factors motivating MT 
construction, arguing that, contrary to the tacit 
assumption in the literature about the nature of 
the existential there construction, the observed 
phenomena are properly explained in terms of 
how a mental state experience is construed 
rather than information structure organization. 
   One remaining issue is that not all mental 

state nouns occurring in the PVNP of the 
existential there constructions constitute 
instances of MT construction. In (22), for 
instance, the experiencer of the emotion denoted 
by the PVNP sadness is not the outside observer 
but the person indicated by the prepositional 
phrase.  
 
(22) There was sadness in her eyes. 

 
MT construction and instances such as (22) 
could be connected in some way by virtue of the 
shared schematic structure including the 
expletive there. Considering the semantic 
discrepancy between the two types, however, 
exactly how they are connected in the speaker’s 
mind is no straightforward matter. I will leave 
this issue for further study.  
 
* I am indebted to the audience for their 
invaluable comments at the 40th national 
conference of English Linguistics Society Japan, 
on November 5 in 2022. I would also like to 
express my gratitude to James Crocker for his 
assistance in proofreading the paper. This 
research was supported by Japanese Society for 
the Promotion of Science, Grants-in-Aid for 
Scientific Research (C) [grant number: 
19K00697].  

NOTES 
1 The paradigm typified by (10), unlike the other 
one, is also motivated by conceptual (semantic) 
distinction. See Lakoff (1987: 558) for further 
discussion on two interpretations and how they 
are distributed among the three variants.  
2 As motivating factors for grammar in the 
framework of CCG, Boas (2013: 242) refers to 
“properties of human interaction and cognition”, 
which correspond to information packaging and 
propositional content, respectively.  
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3 The implicature status of (14) can be evidenced 
by its cancellability in the immediate context, as 
in a naturally-occurring example (i):   
(i)  There was a car accident yesterday, I was 

in there too. (COCA 2006; italics are mine) 
4 It should be noted here that the there-variant in 
the paradigm exemplified by (10) behaves like 
an unmarked option: it accepts a wider range of 
nouns than the “bare” existential variant (=10b) 
(Kimball 1973) and it is “by far the more 
common option” than the have-variant (=10c) 
(Biber et al. 1999: 956). 
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1. Introduction 
   As is well known, some English expressions 
may be construed as conditionals even though 
they do not contain the marker if (e.g., 
Dancygier and Sweetser (2005)). Among them, 
this study investigates the or-conditional 
imperative (OCI), where an imperative and a 
declarative are connected by the conjunction or. 
 
(1) a.  Stop or I’ll shoot. 
 b.  Stop! If you don’t, I’ll shoot. 
    (Jary and Kissine (2014: 154)) 
 
The speaker in (1a) orders the addressee to stop; 
otherwise, they will be shot. The string “or 
DECLARATIVE” can be roughly paraphrased 
as an if-conditional as in (1b). Simply, or in this 
case behaves as an adversative link (cf. Lakoff 
(1971)). 
   More notable is that the imperative of the 
OCI directly communicates the speaker’s 
instruction to the addressee; if the addressee 
does not follow it, an undesirable situation for 
the addressee (and sometimes the speaker) will 
be realized. This is clearly demonstrated in 

example (2). 
 
(2) a.  Open the window or I’ll kill you. 
 b. # Open the window or I’ll kiss you. 
    (Lawler (1975: 371)) 
 
In (2), the right conjunct can denote an event 
such as killing but not kissing. This is because 
kissing someone is generally considered to be 
desirable/beneficial. Clearly, the imperative of 
the OCI expresses an event desirable to the 
speaker, while the declarative shows the 
possibility of an event undesirable for the 
addressee. 
   It follows from the above observations that 
the OCI is used as a kind of ultimatum (cf. 
Davies (1986: 204–206)). 
 
(3) Come on time or the boss will get furious. 
    (Takahashi (2017: 117)) 
 
The speaker in (3) commands that the addressee 
arrive on schedule; if not, the boss will be mad. 
The message thus includes a warning or 
ultimatum, and the right conjunct provides a 
reason for the addressee to comply with the 
speaker’s command.  
   The functional status of these OCIs can be 
treated in terms of speech acts: the imperative 
conveys the directive force such as command, 
and the declarative provides a reason that the 
addressee should follow it. Although the 
literature has pointed out the pragmatic aspects 
of the OCI (e.g., Lakoff (1974)), there is no 
detailed account of why it behaves like an 
ultimatum. That is, more explanation is needed 
of the functional properties. This study argues 
that the OCI is one instance of what Kanetani 
(2019) calls the REASONING construction, 
particularly on the basis that both convey 
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different units of speech acts. 
   The remainder of this paper proceeds as 
follows. Section 2 overviews the constructional 
analysis of OCI proposed by Takahashi (2012). 
To deal with a remaining issue in his proposal, 
Section 3 introduces Kanetani’s (2019) approach, 
based on which constructions with the 
conjunction of a reason can be classified into 
two types: CAUSAL and REASONING. Then, 
Section 4 proposes that OCIs can be considered 
the latter type and illustrates the relationship. 
Section 5 concludes the paper. 
 
2. Takahashi (2012) 
   Since Lakoff (1971), it has been observed 
that the conjunction or is classified into at least 
two types: symmetric or in (4) and asymmetric 
or in (5). The two differ in whether their 
conjuncts are reversible or not. 
 
(4) a.  You can boil an egg, or you can make 

some sandwiches. 
 b.  You can make some sandwiches, or 

you can boil an egg. 
    (Takahashi (2012: 161)) 
(5) a.  I want you to be quiet or the security 

guards will put you outside. 
 b. ?The security guards will put you 

outside or I want you to be quiet. 
    (Takahashi (2012: 160)) 
 
If the symmetric or-construction in (4a) reverses 
the left and the right conjuncts as in (4b), it does 
not significantly change the meaning. On the 
other hand, the asymmetric or-construction in 
(5a) cannot interchange the conjuncts in (5b) 
without affecting the meaning. Therefore, the 
order of the conjuncts in asymmetric 
or-constructions is semantically/formally fixed.  
   Given this fact, Takahashi (2012) argues that 

the OCI is an instance of asymmetric or, and he 
bases his argument on Goldberg’s (2006) notion 
of the “amalgam construction.” A construction 
can comprise distinct constructions if they are 
semantically compatible with each other. The 
application of this analysis to OCIs is as follows. 
OCIs are amalgams of at least three 
constructions: an asymmetric or-construction (X 
or Y), imperative construction (X), and 
declarative construction (Y). Thus, the 
asymmetric or-construction is a mother 
construction of the OCI, as confirmed in (6). 
 
(6) a.  Eat your oatmeal or you’ll be sorry! 
 b.  I want you to be quiet or the security 

guards will put you outside. 
 c.  Your money or your life! 
    (Takahashi (2012: 160)) 
 
Despite the fact that different constructions 
occupy the X slots in (6), they hold in common 
that they convey the speaker’s command: eating 
the oatmeal in (6a), being quiet in (6b), and 
giving the money in (6c). Therefore, the OCI, or 
the string “IMPERATIVE or DECLARATIVE,” 
is a manifestation of the higher level 
construction, namely, the asymmetric 
or-construction. 
   Note, however, that although Takahashi’s 
(2012) analysis comprehensively treats various 
subtypes of the asymmetric or-construction, no 
detailed account is provided of how the OCI 
gives a reason for the addressee to comply with 
the imperative, as in (7). It is a fact that the 
conjunction or followed by a declarative can be 
paraphrased as a reason clause. 
 
(7) a.  Come on time or the boss will get 

furious.  (= (3)) 
 b.  Come on time, because/for if you don’t 
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come on time, the boss will get 
furious. 

 
Since this paraphrasability is simply an observed 
fact, what matters is to consider why the OCI 
receives such a reading. Therefore, Sections 3 
and 4 focus on the relation between OCIs and 
because/for clauses to reveal how OCIs gain the 
reading of “a reason for the addressee to comply 
with the command.”  
 
3. Reasoning Constructions (Kanetani (2019)) 
   Kanetani (2019) takes a constructional 
approach to conjunctions of reason in English 
such as because, since, and for. Very briefly, he 
proposes the following two schematic 
constructions: the CAUSAL construction, which 
expresses a causal relation between the main and 
subordinate clauses, and the REASONING 
construction, which mainly coveys the speaker’s 
conclusion and the premise to support it. Let us, 
for example, consider the conjunctions because 
and for. Because can instantiate both 
constructions as in (8) and (9a) (henceforth, the 
CAUSAL because construction and the 
REASONING because construction), while for 
can instantiate only the latter as in (9b) (the 
REASONING for-construction).  
 
(8) The ground is wet because it has rained. 
    (Kanetani (2019: 1)) 
(9) a.  It has rained, because the ground is wet.

 (Kanetani (2019: 1)) 
 b.  He came back, for he loved her. 
  (Kanetani (2019: 53), with modifications) 
 
The sentence in (8) has a CAUSAL construction, 
where the event of raining causes the ground to 
be wet. On the other hand, the expressions in (9) 
are REASONING constructions in that, for 

instance, the speaker in (9a) concludes that it has 
rained based on the fact that the ground is wet. 
   The subtle but crucial difference between 
CAUSAL and REASONING constructions 
resides in whether they consist of one or two 
speech acts. That is, the former expresses a 
causal relation as a single speech act, while the 
latter conveys the speaker’s conclusion and the 
premise to support it as two distinct speech acts. 
As evidence, Kanetani offers the data in (10). 
 
(10) a.  Is the ground wet because it has 

rained? (Kanetani (2019: 46)) 
 b.  Has it rained,  because the ground is 

wet? (Kanetani (2019: 53)) 
 
The arrow in (10a) illustrates that a rising 
intonation works at the end of the interrogative, 
and it is clear that both the main and subordinate 
clauses are inside the scope of the matrix 
question. In this case, the speaker does not 
question whether the ground is wet or not, but 
rather whether the rain has made the ground wet. 
By contrast, the arrows in (10b) indicate 
different intonation patterns: The main clause is 
pronounced with a rising intonation and the 
because-clause with a falling intonation. Simply, 
with the assumption that it has rained, the 
speaker merely questions whether the ground is 
wet or not. The contrast in the interrogatives 
reflects the different speech acts in the CAUSAL 
and REASONING constructions. 
   A further argument for the distinction is that 
the REASONING construction is compatible 
with main clause phenomena such as 
topicalization or rhetorical questions. There has 
been a general consensus in the literature that 
main clause phenomena are unacceptable when 
they occur in a subordinate clause (e.g., Lakoff 
(1987)). Indeed, topicalization disallows the 
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CAUSAL because construction to be licensed in 
(11b). 
 
(11) a.  Sam is not going out for dinner 

because his wife is cooking Japanese 
food. 

    (Hooper and Thompson (1973: 494)) 
 b. * Sam is not going out for dinner 

because Japanese food, his wife is 
cooking. (Kanetani (2019: 76)) 

 
Sentence (11a) gains a wide-scope reading of the 
matrix negation, where the causal relation (i.e., 
the fact that his wife is cooking Japanese food 
causes the event that Sam is going out for 
dinner) is rejected. More crucial is that such an 
expression makes the topicalization in (11b) 
ungrammatical. 
   Note, however, that the rhetorical question in 
(12) may occur in the REASONING because 
construction. 
 
(12) The Knicks are going to win, because who 

on earth can stop Bernard? 
    (Lakoff (1987: 475)) 
 
The question in (12) does not serve to ask about 
who can stop Bernard, but function to state that 
nobody can stop him. That is, if a main clause 
phenomenon can be realized in a subordinate 
clause, the clause will be regarded as one unit of 
speech act. What matters here is, as Lakoff 
(1987) argues, that whether or not this main 
clause phenomenon co-occurs with a 
subordinate clause relies on whether or not it 
constitutes the speech act of a statement.  
 
(13) a. * I’m staying because find out which girl 

pinched me. 
 b.  I’m staying because consider which 

girl pinched me. 
    (Lakoff (1987: 477)) 
 
The imperative in (13a), as an instance of a 
prototypical imperative, functions to 
request/order the addressee to find which girl 
pinched the speaker. In this case, the imperative 
cannot occupy the subordinate clause. 
Contrastingly, the imperative in (13b) is licensed 
because it does not behave as a request or an 
order but rather serve to indirectly convey the 
statement that the girl pinched me. Therefore, 
Kanetani (2019: 52) represents REASONING 
because/for-constructions as shown in (14). 
 
(14) 
 
 
 
 
 
   In summary, the English conjunctions of 
reason have two types of schematic 
constructions: CAUSAL and REASONING. The 
distinction is made in terms of speech act 
formation: The former expresses a causal 
relation as one unit of speech act, while the latter 
conveys the speaker’s conclusion and the 
premise to confirm it as two distinct units of 
speech acts. 
 
4. Analysis 
   This section illustrates that the OCI is a 
REASONING construction in Kanetani’s term. 
As observed several times, the form “or 
DECLARATIVE” can be rephrased using a 
because/for-clause as in (15b). In other words, 
the left conjunct conveys a speech act like a 
request or command, while the right one 
functions as a reason for the addressee to 

REASONING because/for-construction 
Syn: C (Clause)2, because/for C1 
Sem: SA (Speech Act)1 is a premise by 
which to motivate SA2 
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comply with it. More striking here is that the 
functional property is found in the asymmetric 
or-construction in (16). 
 
(15) a.  Come on time or the boss will get 

furious. 
 b.  Come on time, because/for if you don’t 

come on time, the boss will get furious. 
 (= (7)) 

(16) a.  You’d better leave, or somebody’ll 
slug you. (Davies (1986: 215)) 

 b.  You’d better leave, because/for if you 
don’t leave, somebody’ll slug you. 

 
It is safe to say that the reading “a reason to 
comply with the speaker’s command” is not only 
peculiar to OCIs but also to asymmetric 
or-constructions. This seems puzzling but less so 
when the conjunctions in the attested data are 
considered to be REASONING constructions. 
Clearly, the functional property of the OCI (as 
well as asymmetric or) is derived from that of 
the REASONING because/for-construction: i.e., 
forming two different speech acts. 
   To confirm this, this study argues that the 
OCI is parallel to the REASONING construction 
in the following ways: (i) compatibility with a 
rhetorical question and (ii) asymmetricity 
between the two conjuncts. As for the first, it is 
clear in Section 3 that the REASONING 
construction licenses certain main clause 
phenomena such as rhetorical questions. This 
can be seen in the OCI and the asymmetric 
or-construction, as demonstrated by (17). 
 
(17) a.  You should not eat that cheese, or what 

will we put in your sandwiches 
tomorrow? 

 b.  Don’t eat that cheese, or what will we 
put in your sandwiches tomorrow? 

    (Declerck and Reed (2001: 402)) 
 
The data in (17) confirm that the left and right 
conjuncts convey different kinds of speech acts, 
namely, the speaker’s command or assertion and 
the reason for the addressee to follow it. 
   As for the second parallel aspect, we have 
seen in Section 2 that the two conjuncts in 
asymmetric or-construction are not 
interchangeable (cf. (5)). This is true for OCI as 
well, shown by (18). 
 
(18) a.  Choose your financial planner wisely 

or (you’ll) suffer the consequences. 
 b. ? You’ll suffer / Suffer the consequences 

or choose your financial planner 
wisely. 

    (Takahashi (2012: 160–161)) 
 
More notable here is that the two sentences in 
the REASONING construction are not reversible, 
as (19) indicates. 
 
(19) a.  He came back, for he loved her. 
    (= (9b)) 
 b. ≠ He loved her, for he came back. 
 
Thus, it is argued that the OCI (and asymmetric 
or-construction) and REASONING construction 
share (i) compatibility with a rhetorical question 
and (ii) asymmetricity. This allows us to assume 
that the asymmetric or-construction is a type of 
REASONING construction. More especially, the 
REASONING construction can be classified into 
at least two types as shown by (20): The first is 
something like the REASONING 
because/for-construction, which serves to offer 
the premise by which to confirm the speaker’s 
assertion, and the second is like the asymmetric 
or-construction, which expresses a reason by 
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which to motivate the speaker’s assertion or 
command, or what the speaker primarily 
conveys. Then, OCIs fall into the second type. 
This is summarized schematically in (20). 
 
(20) 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 
   With this representation, it is possible to give 
a proper treatment of the noun type in (21c). 
 
(21) a.  Eat your oatmeal or you’ll be sorry! 
 b.  I want you to be quiet or the security 

guards will put you outside. 
 c.  Your money or your life! 
    (= (6)) 
 
If the sentence types like (21a) and (21b) are 
assumed to be prototypes of the asymmetric 
or-construction, the conjoined noun phrases in 
(21c) are analyzable as being coerced into 
forming two different speech acts (i.e., the 
speaker’s command and the reason to comply 
with it). This is attributed to the constructional 

status of the asymmetric or-construction, where 
the two conjuncts have two distinct units of 
speech acts. Further evidence is provided by 
(22). 
 
(22) Choose your financial planner wisely or 

suffer the consequences.  (cf. (18a)) 
 
As shown by (13), an imperative as a main 
clause phenomenon may occur in the right slot 
of the REASONING construction, in which case 
it must function as a kind of statement (Lakoff 
(1987)). This is seen in (22), where the 
imperative does not order the addressee to suffer 
the consequences but rather state that it will 
happen without the proper choice of a financial 
planner. Because of the functional similarity to 
the REASONING construction, the left conjunct 
of asymmetric or serves as what the speaker 
mainly conveys (i.e., assertion or command) and 
the right one as a statement giving a reason to 
obey it. As result, the OCI can be construed as 
an ultimatum. 
   That said, it might be plausible to regard the 
functional property of the left conjunct as the 
speaker’s command rather than what the speaker 
mainly communicates. However, this is not 
necessarily borne out. Consider (23). 
 
(23) They liked this house or they wouldn’t have 

stayed so long. 
   (Taishukan’s Unabridged Genius 
    English-Japanese Dictionary) 
 
The left conjunct in (23) expresses the assertion 
that they must have liked their house, but not a 
command. Clearly, just because there is an 
adversative link does not mean that the left 
conjunct always functions as the speaker’s 
direction. Rather, it is best schematically 

REASONING Construction 

REASONING 
Because/For-Construction 

Syn: C2, because/for C1 
Sem: SA1 is a premise by which to 
motivate SA2. 

Asymmetric Or-Construction 
Syn: X2 (C2 or NP2) or Y1 (C1 or NP1) 
Sem: SA1 is a reason by which to 
motivate SA2 of the speaker’s assertion or 
command. 

OCI 
Syn: Imperative2 or Declarative1 
Sem: SA1 is a reason for the hearer to 
comply with SA2 of the speaker’s 
command. 
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represented as what the speaker mainly intends 
to convey, such as an assertion in this instance, 
or a command. 
 
5. Conclusion 
   This paper has tackled how the OCI conveys 
a kind of ultimatum, more especially, how the 
right conjunct provides a reason for the 
addressee to comply with the speaker’s direction. 
It was argued that OCIs and asymmetric 
or-constructions are REASONING constructions 
in Kanetani’s term, particularly since they can 
be rephrased using because/for-clauses. 
Moreover, the OCI and its mother form two 
distinct units of speech acts: The left conjunct 
conveys what the speaker primarily wants, such 
as an assertion or command, and the right one 
gives a reason to support it. 
 

* I would like to thank all those who have given 
comments on my presentations. I am also 
grateful to Yukio Hirose, Naoaki Wada, and 
Masaru Kanetani for their valuable comments 
and suggestions on an earlier draft of this paper. 
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On the Asynchronicity of Bare Infinitives in 

the Complement of Causative Verbs  

 Souichiro Muraoka  
Nihon University  

, , 
, ,  

1.  

 (=(1a-b)) 

(=(1c))  (cf.  (1980: 140))  
 
(1) a. …We {made / had} them march into 

the mess hall. (completed) 
 (Akmajian (1977: 440)) 

 b.  We watched the prisoners die.  
 (completed) (ibid.) 

 c. *John {made / saw} Bill leave 
tomorrow.  (Hornstein (1990: 154)) 

 
(2) 

 
 
(2) a. ??Yesterday I made John leave 

tomorrow. 
 (Franks and Hornstein (1992: 45)) 

 b.  .He made him leave on Wednesday on 
Tuesday.,, (Anderson (2005: 35)) 

 c.  We can’t now let Gazza play for 
England in the future. 

 (Felser (1999: 54)) 
 d. ...Her early trauma made Mary seek 

therapy later in life. 
 (Safir (1993: 59)) 

 
 (2013: 84) 

 (1980)  (2) 
 (2013) 

(2d) 
(2a-c) 

 
 
2. 

 
2. 1.  

(1a-b) 

(3a) 

(3b-c) 

 
 

(3) a. She was drowned. (completion)        
 (Declerck (1981: 97)) 

 b. He had them beat the carpet. (=They 
beat the carpet.)(Palmer (1987: 175-6)) 

 c. I saw Tom get into his car and drive 
away. (=Tom got into his car and drove 
away. + I saw this.) 

 (Murphy (2004: 134)) 
 

43



(4) 

 
 
(4) a. *She was drowned, but I rescued her.   

 (Declerck (1981: 97)) 
 b. *She made him shave but he refused. 

 (Givón (2001: 45)) 
 c. *I saw her drown, but I rescued her. 

 (Kirsner and Thompson (1976: 215)) 
 
2. 2.  

(5) 
 

 
(5) a. *Last night she {made / let} him go 

tomorrow.   (Mittwoch (1990: 118))  
 b. *(Yesterday) I saw the man cross the 

road tomorrow.  (  (1980: 140)) 
 

(6) 

 
 
(6) a. *We let him [have eaten supper by 4 

o’clock]. (Akmajian et al. (1979: 41)) 
 b. *John saw Bill have left. 

 (Hornstein (1990: 154)) 
  

 
 
(7) *Have finished War and Peace.          

 (Culicover (1971: 77)) 
 

(8) 
be + -ing 
(6) be + -ing 

 (9)  
 

(8) a. *The movie made her be crying.       
 (Takahashi (2012: 132)) 
 b. *I saw John be sleeping. 

 (Declerck (1981: 91)) 
(9) *Be standing now! 
 (  (1994: 251)) 

 

 (cf. Jespersen (1931:§12.5))
 (2014: 101)  (2018: 

199-200) 

 
(2014)  (10) 

Jespersen 
(1931)  
 
(10) a..The plane was landing when it 

exploded in midair (so it didn’t land). 
 (Rothstein (2004: 39)) 

 b..When the electricity went off they 
were watching TV. 

 (Hirtle (2007: 202)) 
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 (cf.  (2014: 101)) (9)

 (cf.  (2014: 111))  

(11) 

 
 
(11) a. Please, God, make him have arrived, 

by the time I get there.              
 (Kayne (1984: 43)) 

 b. Please let him have arrived, by the 
time I get there.             (ibid.) 

 

(12) 

 

(12) a. You mustR have completed the work 
by the next April.                  

 (  (1977: 346)) 
 b. We hope to have finished the job by 

next Saturday. (=… that we will have 
finished…)   ,   (Swan (2016: 90)) 

 
 

(13) 

 
 
(13) Have finished War and Peace by 

tomorrow.      (Culicover (1979: 77))  
 

be + -ing
 (=(8)) (14)

be + -ing

 
  
(14) a. Let’s let Othello be thinking of his 

next move at this point in the play.     
 (Gee (1977: 480)) 

 b..We’ll try to make him be singing 
“Coming through the Rye” when Mary 
walks in the room. 

 (Akmajian et al. (1979: 40)) 
 

be + -ing
(15) 

(9) 
 

 
(15) Be studying your Spanish when I get 

home!     (Akmajian et al. (1979: 37))  
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 be + -ing 

 
 
2. 3. to  

 to 
 (1996) 

(16a)

(16b) 
 

 
(16) a. The police made the crowd disperse.   

 (  (1996: 305)) 
 b. The crowd were made to disperse. 

 (ibid.) 
 

(17)         

 (17a) 
 (17b)  (cf. Lauer (2010))  

 
(17) a..The hurricane made the house 

collapse.  ,      (Lauer (2010: 10))  
 b..The hurricane caused the house to 

collapse.        ,          (ibid.) 
 

 (2018a: 171)  (make
) 

 (
) 

 (2018b: 
163) (18) to 

to  
 
(18) a. John forced Mary to do the dishes, but 

it took hours before she did so. 
 (  (2018b: 162-3)) 

 b..He caused him to leave on Wednesday 
on Tuesday. 

,(Anderson (2005: 35)) 
 
3.  ( )

 ( )  
3. 1. 
( )  

to 
 (19) 

 
 
(19) a..Her early trauma made Mary seek 

therapy later in life.         (=(2d))  
 b..We can’t now let Gazza play for 

England in the future.   ,    (=(2c)) 
 

(19a) 

(19a) 
 ( ) 
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(19a)  

 
(19b) we 

 (2013) 
(19b) 

(2a-b) (5a)  (19b) 

 
 
3. 2.  ( )  

 
 
(20) a. Yesterday the witch made John arrive 

last night and leave this morning.     
 (Rothstein (2004: 159)) 

 b. The writer had the protagonist have 
been married three times. 

 (Bjorkman and Cowper (2013: 5)) 
 c..The director has the chorus be singing 

when the show starts. 
 (Bjorkman and Cowper (2013: 2)) 

 
Rothstein (2004) Bjorkman and Cowper 
(2013) 

(20a)  
(20b) 

 (cf. Wada 
2019: 317)

 (20c) 
 (2004: 157)  (21) 

 be + -ing 
 

 
(21) a. We’ll have John be thinking of her 

long lost love at the opening of Act Ⅱ 
here.            (Gee (1977: 480))  

 b. During the play, Mary had the frogs be 
entertaining the dwarfs. 

 (Johnson (2014: 23)) 
 
Ritter and Rosen (1993: 526)  (2002: 
198)  have 

(22a)  die 
(22b) 

(20b-c) (21) 
(22b)  
 
(22) a. *Ralph had {Sheila / his goldfish} 

die.  ,(Ritter and Rosen (1993: 526)) 
 b.  Ralph had Sheila die in his movie. 

 (cf. Ritter and Rosen (1993: 527)) 
 

Ritter and Rosen (1993) 
 have 
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 (2001: 148) 

(23b) 
have  

 
(23) a. *John had there be computers 

available for all the students.       
 (Ritter and Rosen (1993: 541)) 

 b.  God had there be birds in every 
continent. 

 (  (2001: 148)) 
 

 ( ) 

 (2013: 84) 

 
 
4.  
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cost  
(On the Semantics of Ditransitive-Cost) 

 Soyoka Tsuji  
 

Wakayama Medical University  

, ,  
,  

1.  
‘NP0(X) Verb NP1(Y) 

NP2(Z)’
‘X causes Y to receive Z’ (Goldberg 

1995)
X He/ She Y them/ him

Z money/ a letter
 

 
(1)  a. He gave them money. 
  b. She sent him a letter. 
 

cost
 

 
(2) a. The book cost him 10 dollars. 
 b. The accident cost him his life. 
 

‘NPX cost NPY NPZ’

 
 
2.  

Pinker (1989), Goldberg (2002), Croft (2012)

cost
 

Pinker (1989) cost  spare, envy, begrudge, 
bet, refuse, ask, save, charge, fine, forgive, deny

(3)
 

 
(3)   “X has the potential or desire of causing Y 

no longer to have Z.”  (Pinker 1989: 111) 
 

Goldberg (2002) cost (4)
giving

taking away  
 

(4)  Mina cost Mel his job. (Mina causes 
Mel to lose his job.)  

  “Ditransitive cost means taking away, which 
is in the antonymic relation to giving.”  
(Goldberg 2002: 332-333) 

 
Croft (2012)  cost Verbs of costing

charge, set back
(5)

 
 

(5)   “Acquisition of goods causes recipient to 
no longer have possession of money.” 
(Croft 2012: 377) 

 
(3, 4, 5) cost

(6)

(3, 4, 5)
 

  
(6)  ‘NPX cost NPY NPZ’ NPZ

 BNC, Wordbanks  
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 a fortune, my life, a game, promotion, his 
son’s death, the loss, an effort, two 
minutes… 

 
‘NPX cost NPY NPZ’

 
 
3. cost  

cost

TYPE 1, 2, 3
1-1, 

1-2…  
TYPE 1 X

Y
Z

TYPE 1-1
cost

 
 

(7) TYPE 1-1  
 a. An everyday grey suit cost me twelve 

pounds.  
 b. It cost him six hundred dollars to get the 

holes in the trunk fixed. (both from BNC) 
(8)  TYPE 1-2  
 a. Learning that skill cost me many hours....                       
 b. You can go to court and you’ll probably 

win, but it will cost you three years and 
$ 3 million.     (both from Wordbanks) 

(9) TYPE 1-3  
 a. It cost her an effort to let him have his 

way and his will of her.     
 b. I am disabled; they cost me much labour 

to raise from seed.    (both from BNC) 
 

TYPE 2
X Y

Z  
 

(10) TYPE 2-1 /  
 a. This action was to cost young Joseph his 

life.                        (BNC) 
 b. …this is costing me my health and will 

possibly cost me my job. (Wordbanks) 
 c. The mistake cost the Enquirer several 

million dollars…         (Wordbanks) 
 

TYPE 2-2 2-1

X Y
Z

 
 
(11) TYPE 2-2  
 a. It was a lack of discipline and could cost 

us promotion.           (Wordbanks) 
 b. …it was that last 10 minutes in the Lenin 

Stadium which cost them eventual 
victory against Spartak Moscow. (BNC) 

 c. Mutola’s generosity ultimately cost her a 
medal.                 (Wordbanks) 

 
lose

X Y
Z

 
 
(12) TYPE 2-3  
 a. It’s regrettable that an own goal cost us 

the match… 
 b. I was going well in my second run but I 

lost time at the 11th, 15th, 23rd  
and 24th gates, and that cost me the race.          
(both from Wordbanks) 
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TYPE 3
X Y

Z (13)
TYPE 2-1

TYPE 2-3

 
 
(13) TYPE 3-1  
 a. His tenacious belief in the venture by 

keeping it running cost him heavy 
personal financial loss….       (BNC) 

 b. … he was willing to enter upon an 
adventure that cost him the death of his 
son.                        (BNC) 

 c. The most appalling aspect of the whole 
performance was the failure to eradicate 
the indiscipline that had cost them defeat 
against Wales.           (Wordbanks) 

 
(14) Y 

(13) Z
Y 

 
 
(14) TYPE 3-2  
 a. On bad language, which cost Chelsea 

their two red cards last Saturday… 
 b. It was a decision that cost him a ten-year 

prison sentence and a subsequent life of 
self-scrutiny.     

 c. …a DVD copy will cost you five years in 
jail.           (all from Wordbanks) 

 
cost

(3,4,5)
cost

1-1
2-1  

4.  
4.1.  
  cost

Fillmore (1977, 1982) Fillmore and 
Atkins (1992)

sell, buy, charge, 
cost

 
 
 
 
 
 
 
 
 

 
 

The book cost him 10 
dollars

 
 
 
 
 
 
 
 
 
 

The book cost him 10 dollars  
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I bought the book Buyer Goods
for $10 from her

Money Seller
cost Seller

cost
Seller

X Y
Z

cost
TYPE 

1-1 (15)
 

 
(15) cost  
 “X causes Y to pay Z.”  
 (X: Goods, Y: Buyer, Z: Money)  

TYPE 1-1  
 

The 
book cost him 10 dollars
(i~iii)
alternate construals Langacker 1987

 
 

The book cost him 10 dollars.      
 i)  “The book caused him to pay money.”     
  ii) “The book caused him to lose money.”  
 iii) “The book caused him a loss of money.” 
 
(i~iii)

 
 
i) “X causes Y to pay money”  

“~ to expend Time/Labor” 
= TYPE 1-2, 1-3  

 

ii)  “X causes Y to lose money”  
“~ to lose a Valuable thing” = TYPE 2-1  

 “~ to lose a Valuable opportunity” 
= TYPE 2-2  

 “~ to lose a Game” = TYPE 2-3  
 

iii)  “X causes Y a loss of money.”  
  “X causes Y a Loss” = TYPE 3-1  
  “X causes Y a Penalty” = TYPE 3-2  

 
4.2.  

cost

X causes 
Y to receive Z

 
 

4.2.1. TYPE 1 take  
TYPE 1 (16) take

take

cost
take  

 
(16) a. …his first symphony took him 21 years 

to write.                
 b. He was very weak and it took him a lot of 

effort to say it…  (both from Wordbanks) 
 
4.2.2. TYPE 2 lose/deny  

TYPE 2-1, 2-3 (17)
lose  

 
(17) a. …it was the colour of his skin that lost 

him the job.           
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 b. Conran’s Debenhams deal may have lost 
him his cool status, but he doesn’t care.  

 c. A goalkeeping error has lost us the game. 
 d. I think what lost us the match against 

Spain was the dejection from losing 1-0 
to the Americans.  (all from Wordbanks) 

 
TYPE 2-2

(18) deny
 

 
(18) a. …the cracking goal which denied them a 

first Premiership victory this season. 
    b. But in which event did the penalty deny 

her a silver medal.  
 (both from Wordbanks) 
 
4.2.3. TYPE 3  

TYPE 3 /
/

TYPE 3-1 (19)
bring, cause  TYPE 3-2 (20)

bring, earn, give
TYPE 3 cost

 
 

(19) a. His bravery brought him a horrible death 
at the hands of republicans. 

 b. … and ultimately it caused us and the 
project significant loss.  

  (both from Wordbanks) 
(20) a. …when Sinclair’s hand ball on the line 

brought them a penalty.        (BNC) 
    b. That sort of behaviour could earn him a 

red card.             (Wordbanks) 
 c. …so the judge gave him 16 years in 

prison.               (Wordbanks) 
 

5.  
cost

 
cost

 

 
 

Croft, William (2012) Verbs: Aspect and Causal 
Structure, Oxford University Press, Oxford.  

Fillmore, Charles J. (1977) “Topics in Lexical 
Semantics,” Current Issues in Linguistic 
Theory, ed. by Roger W. Cole, 76-138, 
Indiana University Press, Indiana.  

Fillmore, Charles J. (1982) “Frame Semantics,” 
Linguistics in Morning Calm, ed. by The 
Linguistic Society of Korea, 111-137, 
Hanshin Publishing Company, Seoul.  

Fillmore, Charles J. and Beryl T. Atkins (1992) 
“Toward a Frame based Lexicon: The 
Semantics of RISK and its Neighbors,”  
Frames, Fields, and Contrasts, ed. by 
Adrienne Lehrer and Eva Kittay, 75 102, 
Lawrence Erlbaum Assoc, Hillsdale/N.J.  

Goldberg, Adele E. (1995) A Construction 
Grammar Approach to Argument Structure. 
The University of Chicago Press, Chicago.  

Goldberg, Adele E. (2002) “Surface 
Generalizations: An Alternative to 
Alternations,” Cognitive Linguistics 13, 
327-356.  

Langacker, Ronald W. (1987) Foundations of 
Cognitive Grammar: Theoretical Prerequisite 
1, Stanford University Press, Stanford.  

54



Pinker, Steven (1989) Learnability and 
Cognition: The Acquisition of Argument 
Structure, MIT Press, Cambridge, MA. 
 

 
BNC: The British National Corpus Online. 

<http://bnc.jkn21.com/>  
Wordbanks Online.  

<http://wordbanks.jkn21.com/> 
 

55



 
 
 
 

Characteristics of Denominal Verbs as 
Revealed by a Coercion-Based Analysis* 

 
Yuki Okada 

University of Tsukuba 

Keywords Construction Grammar, conversion, 
denominal verb, coercion, amalgam 

1. Introduction 
   A denominal verb (DNV) is produced by a 
syntactic category shift, conversion, in which the 
relevant category change is indirectly signaled 
by its inflectional and combinatory behavior 
rather than its internal composition. With respect 
to its semantic aspect, whether there is a limit to 
the semantic variation of DNVs remains unclear. 
In this respect, Kiparsky (1997:380) formulates 
the canonical use constraint: if an action is 
named after a thing, it involves a canonical use 
of the thing. For example, bottled in (1) has the 
canonical reading in that the denotatum of the 
base noun is the location to which the wine was 
transferred to be preserved. 
 
(1) Yesterday we bottled the wine and it is 

drinkable right now. (Baeskow (2021:3)) 
 
   However, English DNVs may receive a 
context-dependent interpretation, as exemplified 
in (2), in which bottle and door deviate from the 
canonical readings based on the typical uses of 
the base noun referents. 
 
(2) a. We were stoned and bottled by the 

spectators as we marched down the 
street. (Clark and Clark (1979:785)) 

 b. The new laws would increase penalties 
for drivers who door a cyclist. 

(Michaelis and Hsiao (2021:123)) 
 
This semantic versatility of DNVs is best 
confirmed by their having a wider range of 
semantics than denominal affixed verbs have. 
For example, let us compare summerV with 
summer-izeV based on the semantic groups of 
Clark and Clark (1979:768-781): 
 
(3) a. summer in Paris  (ibid:772) 
 a'. summerize in Heidelberg and Baden 

Baden      (OED) 
 b. summering your stove 
(https://www.thefireside.co.uk/summering-your-

stove/, accessed Mar. DD, 2022) 
 b'. Let Hutzler’s summerize your home 
         (OED) 
 c. summer cattle     (OED) 
 d. I fully summered myself into vintage 

fashion and have almost entirely cut out 
fast fashion from my life, something 
I’ve been working very hard on. 

(https://www.youtube.com/watch?v=_4F4_BOD
JzE, accessed Mar. DD, 2022) 

 
(3) illustrates that summer-izeV is semantically 
fixed to the duration (‘spend the summer’ in 
(3a')) or goal (‘make summer-like’ in (3b')) 
meanings, whereas summerV can further express 
unclassifiable meanings such as ‘keep or feed 
(animals) during the summer’ in (3c) and 
‘become absorbed in’ in (3d). The semantic 
comparison raises the following questions: ( ) 
why DNVs show such a semantic diversity and 
( ) why denominal and affixed verbs that share 
the same bases can co-exist, especially in cases 
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when they seem to have identical meanings, as 
in (3a/a') and (3b/b'). 
   To answer these questions, I assume that the 
semantic diversity of DNVs typically involves 
the enriched construal resulting from 
construction-based coercion: the semantic 
enrichment of lexical meanings in 
morphosyntactic context (Michaelis (2003), 
Audring and Booij (A&B) (2016)). Based on 
this assumption, I argue that the usage of 
innovative DNVs must be pragmatically 
motivated and thus forms an amalgam-like 
formation serving a certain communicative 
function. In section 3, I show that this analysis is 
supported by a series of examples in different 
linguistic contexts, which show different 
acceptability. Before discussing the pragmatic 
motivation accompanied by the use of DNVs, I 
outline what I mean by construction-based 
coercion and then briefly propose the 
plausibility of a coercion-based account on 
DNVs in the next section.    
 
2. Coercion Revisited 
   Although examined by many studies of 
various theoretical backgrounds, coercion in 
nature involves a “mismatch” between the 
inherent semantic properties of a selector and the 
lexical semantics of a selected element (cf. 
Lauwers and Willems (2011)). A selector can be 
a construction, a word class, or a temporal 
marker, resulting in a particular context, with 
which the selected element is not expected to 
combine. Depending on the degree of top-down 
influence of selectors on selected elements, 
A&B (2016) distinguish three types of coercion: 
coercion-by-selection, coercion-by-enrichment, 
and coercion-by-override. 
   In coercion-by-selection, the resulting 
meaning is a part of the semantic repertoire of 

the coerced item, and the context selects one 
interpretation from a range of alternative 
readings. Consider the following examples: 
 
(4) a. drop/want the book 
 b. discuss/finish the book 

(A&B (2016:629) with modifications) 
 
Although book has alternative readings as a 
physical object or informational content, some 
of the possible readings are incompatible in (4a) 
and (4b). The verbs drop and want fail to match 
with the informational content reading in (4a), 
just as the physical object reading does not fit 
the semantic frame of discuss and finish in (4b). 
   In coercion-by-enrichment, the original 
lexical properties are preserved but are 
augmented or wrapped with the new 
specification in context. For example, in (5a), 
the verb or construction requires an activity 
predicate as the complement so that the 
utterance meaning is enriched by an implicit 
predicate informally represented as […]. 
 
(5) a. Mary began [...] the book. 
 b. Mary began the book after it had been 

sitting on her shelf for years. 
(A&B (2016:627)) 

 
The acceptability of the anaphora to the book in 
(5b) shows that it retains the lexical semantics, 
suggesting that the reading event is merely 
augmented in context. In this respect, Fabrizio 
(2013:178) observes that once converted into a 
verb, a noun loses its referential index, and thus 
fail to introduce a discourse referent, as seen in 
(6). 
 
(6) Mary chained the chair to the wall. *It was 

heavy. (intended meaning: ‘the chain was 
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heavy’)  
 
   By contrast, in coercion-by-override, the 
construction acts as a strong force on the lexical 
semantics, so that it “modifies, replaces, or 
removes properties of the coerced item (A&B 
(2016:628)),” leading to intercategorial change 
in words. In this type of coercion, the lexical 
semantics of the inserted item does not strictly 
contribute to the entire utterance’s meaning. 
Consider the following example: 
 
(7) This is so 2013.       (A&B (2016:632)) 
 
On the form side, 2013 in (7) is modified by the 
degree modifier so. On the semantic side, what 
is predicated by so 2013 is not necessarily 
occurring in 2013; notably, it does not matter 
which year is inserted in this construction. 
Accordingly, the whole construction acquires an 
idiomatic meaning, ‘old-fashioned,’ at the 
expense of the lexical semantics of the inserted 
item, and 2013 formally, and semantically 
functions as an adjective in this construction. 
   I assume that the category change involved 
in the formation of DNVs occurs as the result of 
coercion-by-override when a noun is inserted in 
a constructional slot intended for items 
belonging to the verbal category. A major 
argument in favor of this analysis is from the 
idiomatic meaning of innovative DNVs. The 
following caused motion construction is an 
example: 
 
(8) a. Liberty swam the woman to shore. 
 b. They sort of felt like Steve Jobs had 

railroaded them into that deal. 
(Michaelis and Hsiao (2021:124)) 

 c. The thought of “helicoptering” my club 
into the pond crossed my mind. 

(https://www.conwaydailysun.com/outdoors/golf
/courses/golf-column-avoid-the-eruption/article_

6de5519a-ed69-11ea-85ab-2bb5967af15a.html, 
accessed Aug. DD, 2022) 

 
Although the verb swim usually behaves as an 
intransitive verb, in (8a), it combines with a 
direct object and a directional expression. In 
Construction Grammar (e.g., Goldberg (1995)), 
without positing an additional lexical entry of 
swim, the independent form/meaning paring of 
the caused motion construction allows the word 
to gain the combinatoric behavior characteristic 
of the construction. Similarly, the idiomatic 
denominal readings of ‘induce someone to act 
forcibly’ in (8b) and ‘toss something vigorously 
into something’ in (8c) are not strictly derivable 
from the nouns. Instead, these idiomatic 
meanings are attributable to the semantics of this 
entire construction as an independent 
form/meaning pairing. This constructional 
analysis, often referred to as constructional 
coercion (accommodation), captures “the insight 
that many novel verb uses are nonce uses: they 
serve an expressive purpose in a particular 
context but may never become conventionalized 
(Michaelis and Hsiao (2021:124)).” Such a 
contextually determined meaning of the DNV is 
the semantic and pragmatic property imposed by 
the construction, which is typical of the relevant 
type of coercion. 
   If DNV formation is a result of a coercive, 
online process, we should observe that the 
interpretations of DNVs are regulated to some 
degree by the syntactic frames in which the 
relevant nouns are embedded. This result occurs 
because a coercive process does not exist 
without the coercing construction or context. 
Consider the following examples (adapted from 
Nakajima (2018:69)): 
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(9) a.  The system filtered all email. 
 b.  The system filtered out junk mail. 
 c. * The system filtered junk mail. 
 d.  Sunlight filtered through the window. 
 e. * Sunlight filtered the window. 
 
Although all the denominal interpretations in (9) 
are related to the shared knowledge of filters, the 
distinct senses (removal, passing) are products 
of syntactic context: the interpretations of 
removal and passing in (9b) and (9d) require the 
use of directional particles such as out and 
through, and if not for them, as in (9c) and (9e), 
the sentences are not acceptable in the intended 
meanings. These examples confirm the 
inseparability of denominal interpretation and 
syntactic profile. Notably, denominal 
interpretation and syntactic profile are so tightly 
connected that denominal readings are often 
unavailable except in a single 
argument-structure configuration. (10) is some 
of such examples (adapted from McIntyre 
(2015:1420)). 
 
(10) soldier *(on)/pig *(out) 
 
The denominals in (10) are not acceptable 
without each particle despite differing in 
transitivity. If DNVs were products of an 
autonomous morphological process (e.g., 
zero-derivation), they would independently 
appear in any syntactic context such that they 
could be fully interpretable. 
   A coercion-based analysis effectively 
explains the tight regulation imposed by the 
syntactic pattern in which a nominal word is 
embedded. However, this analysis also is not 
watertight. First, coercion is a purely semantic 
notion, and how it relates to category shifts 

remains unclear (Lauwers (2014:216)). More 
precisely, coercion refers to a case in which an 
already entrenched construction combines with a 
right formal type but the wrong semantic type. 
For example, water, as in a water, has nothing 
that is formally exceptionable. Second, it is 
necessary to capture the intuition that the use of 
a noun as a verb without any overt marking is a 
marked usage of words pertaining to 
well-established, prototypical verbs (Lauwers 
(2014:215)). For example, when the mayor tried 
to Richard Nixon the tapes of the meeting is said, 
using Richard Nixon is more informative than 
using erase (Clark and Clark (1979:802)), 
evoking an image of an unscrupulous politician 
attempting desperately to cover his/her tracks. In 
the next section, from the coercion-based 
approach, I offer a plausible explanation for 
these problems. 
 
3. Analysis 
   Because there is no construction combining 
a nominal base with its verbal slot, I argue that 
the syntactic specification of the verbal slot may 
be overlaid by a certain pragmatic motivation. In 
this respect, amalgams, non-standard variants of 
standard constructions, may be relevant. These 
innovative constructions combine otherwise 
incompatible subparts of other constructions to 
serve a peculiar function (Lambrecht (1988)). 
This analysis can be supported from the 
perspective of Levinson’s (2000) M-principle: 
what is said in an abnormal way indicates an 
abnormal, non-stereotypical situation or 
unfamiliar, infrequent concepts. In fact, this 
perspective allows us to explain the following 
examples: 
 
(11) a. * Mary guitared a song. 

(Hilpert (2014:138)) 
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 b.  I guitared my way across the US. 
(Clark and Clark: (1979:801)) 

 c.  When this was over Grace sang and 
guitared a song for us. 

(http://blueskyschoolca.blogspot.com/2019/09/re
d-pine-camp-2019-by-blue-sky-learners.html, 

accessed May DD, 2022) 
 
(11a) is not grammatical as long as it expresses 
an unmarked situation: what we usually expect 
or playing a song with a guitar. This is because 
the usage of DNVs must be pragmatically 
motivated and express a certain marked situation. 
By contrast, (11b) and (11c) express something 
more than what individuals usually expect to do 
with a guitar: in (11b), guitar is used in the 
verbal slot of the way construction, which 
encodes an agent’s movement along a 
self-created metaphorical path by means of 
performing a particular activity to overcome 
some obstacle (Goldberg (1995:199-217)); in the 
attested example of (11c), the verb is 
coordinated with sing in the context that 
describes a series of acts and performances of 
songs at a campfire. These constructional and 
linguistic co-texts enable the coerced item to 
have more meaning than merely playing the 
guitar: ‘making money by playing the guitar’ in 
(11b) and ‘reciting while playing the guitar’ in 
(11c). 
   Another piece of evidence is from the 
duration verbs (cf. (3a/a')): 
 
(12) a.  Karen weekended in the country. 
 b. ? Karen Saturdayed in the country.  

(Clark and Clark (1979:802)) 
 c.  John Sundayed in the country.  
 d. * John Mondayed at the office.  

(Nagano (2008:96), with modifications) 
 

The verbs weekend and Sunday in (12a) and 
(12c) do not mean merely spending a 
weekend/Sunday. Rather, they refer to, for 
example, spending elegant time in an 
extraordinary country. This is because the 
non-conventional marked forms of the nouns in 
the verbal slots of the intransitive construction 
allow potential hearers to experience the 
subjective imagination evoked by holidays. By 
contrast, the described situation in (12d) is 
spending (or working) time at an office on 
Monday, an everyday situation. Therefore, it is 
pragmatically blocked from using the marked 
construction for describing such a common 
situation. The same reasoning can apply to the 
degraded acceptability of (12b): generally, 
compared with Sunday, Saturday does not relate 
very well to the image typically associated with 
holidays.  
   The argument implies that even if 
conceptually referring to the same thing, 
denominal and affixed verbs that share the same 
bases can be distinguished at the pragmatic level. 
This distinction is reflected in their selectional 
restrictions on direct objects: 
 
(13) a. summer/*summerize your stove 
 b. John summered/summerized my car. 
 
(13a) shows that when denoting the goal 
meaning (cf. (3b/b')), the denominal, and affixed 
verbs differ in that the former can take certain 
entities as their direct object, which usually do 
not need summer specification, whereas the 
latter cannot; a stove is not something that needs 
to be summerized and works the same in the 
winter as it does in the summer. This is enabled 
by the pragmatic motivation accompanied by the 
usage of DNVs. Specifically, the verb is attested 
in a headline of a feature article, which explains 
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the risk that stoves can become damaged over 
the summer and suggests that you should 
prepare them for the summer. On the other hand, 
(13b) illustrates that the affixed verb can be used 
in the goal meaning, and the denominal one, as 
such, can have multiple meanings: potentially an 
infinite number of interpretations without rich 
contextual information. My informants provide 
different interpretations of the verb, such as 
‘give the car a break for the summer’ and ‘take 
the car on summer vacation.’ This semantic 
flexibility reflects the context-sensitive nature of 
interpreting innovative verbs and should be 
discussed with their pragmatic characteristic. 
 
4. Conclusion 
   I have clarified that construction-based 
coercion can be convincing in explaining the 
semantic versatility of DNVs and its tight 
connection with the syntactic pattern in which 
they are embedded. To supplement this analysis, 
I argue that the usage of innovative DNVs must 
be pragmatically motivated and thus forms an 
amalgam-like formation that expresses a certain 
non-stereotypical situation. Of course, what 
pragmatic motivation is at work in the formation 
must be specified. Here, I leave this issue open.      
   The discussion in section 3, however, 
implies that what knowledge or information is 
accessible in the context must be considered. In 
this connection, Clark and Clark (1979:800-802) 
observe that when the effort demanded for 
interpreting an innovative verb outweighs any 
economy of expression, it bears a playful nuance. 
Consider the following examples: 
  
(14) a. It’s Monday. (I know, I don’t need to 

remind you.) First day back at work or 
school after a nice, relaxing weekend 
(…) or you’re so Mondayed out you 

can’t be bothered to lift anything heavy 
(…) 

(http://www.vertigoshtick.com/2010/03/, access- 
ed Sep. DD, 2022) 

 b. This is the Mondayest Monday that ever 
Mondayed. 

 
The verb Monday in (14a) is difficult to interpret 
without referring to the contextual information: 
it is used in the verbal slot of (all) X-ed out 
construction that refers to a state, ‘exhausted 
from X-ing to excess,’ and in the preceding 
discourse, the information about what a role 
Monday generally plays in a whole week can be 
discerned. Thus, it is understood to mean to feel 
depressed thinking about Monday. (14b) is a 
conventionalized expression that has been used 
in an internet meme. Its meaning is typically 
similar to that of (14a), which may be the most 
straightforward interpretation inferred based on 
the primary function of the base noun. However, 
in another situation, it can also mean to start a 
fresh week while making a certain resolution. 
Which meaning the speaker intends to convey 
depends on the specific situation relevant to the 
interlocutors. These examples show that the 
noun that can be a DNV needs to belong to the 
class of relational nouns, and it must be a 
role-designating (frame-evoking) one in the 
context.  
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 or whatever
 

The Relationship Between Pragmatic 
Meaning and Semantic Properties of the General 

Extender or whatever  

 Kanako Matsuyama  
Nara Women’s 

University  

, , 
,  

1.  
and 

things(like that) or something(like that)

Overstreet 
(1999), Aijmer (2013), Overstreet and Yule 
(2021) or whatever

or something
Oxford Learner’s Dictionary Online  

 
(1) You can bring wine or something. 
(2) You can bring wine or whatever.  
 
(1)(2)

or whatever or something
 

or something or 
whatever

or whatever
 

or 

whatever
or whatever

or 
something or 
whatever 5  
 
2. or whatever  

whatever
 Brinton (2017), McColm and 

Trousdale (2019)  or 
whatever 1.

 2.  3.
 4. 

 or 
whatever

 
 

2.1.   
or whatever

Wagner 
et al (2015)  
 
(3)  …it would be like cousins brothers or 

sisters and parents or whatever    
Wagner et al. (2015): 712  

 
(3) or whatever

 cousins brothers or sisters and parents

Pichler and Levey (2011)  
 
2.2.  

or whatever
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Overstreet (1999), Aijmer (2002)  
 
(4) Because I know when I first moved down 

here in like what? -nineteen eighty-six or 
whatever.    Overstreet (1999): 116  

 
(4) or whatever 1986

or something

ibid   
 
2.3.  

or whatever
Brinton (2017)  

 
(5) One may not like England or France? 

Because of imperialism, past war, war debts, 
or whatever. But suppose burglars were 
braking in to the houses of friends.  

   Brinton (2017): 276  
 
(5) or whatever

But
 

Pichler 
and Levey (2011)  
 
2.4.  

or whatever
Brinton (2017)  

 
(6) I don’t want to talk to you. It doesn’t mean 

that I hate you or whatever. I just have 
nothing to do with you.   

 (COCA spoken 2017) 
 
(6)

or whatever
or something

 
 
2.5.  

or whatever
4
or whatever

or 
something

 
 

3.  
or whatever

 
 
3.1. or  

or

Ariel and Mauri (2018, 2019)
or

or

Ariel and Mauri 
(2019): 41 A or B or

A B

 
Ariel or

or whatever

Ariel
or

 
 
3.2.  whatever  

whatever any
Horn (2000)

Horn(2000)
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(NPI)any (FC)any
3

 
whatever any  

 
(7) Pick whatever card you want. = Pick any 

card.               Horn (2000): 102  
 
(7) any whatever

indiscriminative
 

Kadmon and Landman
1993

(a/an) 
any  
 
(8) a. An owl hunts mice.  
 b. Any owl hunts mice  

Kadmon and Landman (1993): 359  
 
(8) a. an owl 

(8) b.
any owl

widening whatever
 

Kadmon any
strengthening Horn

 
 
(9) I am looking for a bicycle, any bicycle, that 

works.              Horn (2005): 8  
 
(9) any bicycle 

a bicycle 
 

Israel 1997
any polarity sensitivity item

any
end point

(10)
any  

 
(10) Norm can’t solve the simplest puzzle. 

=He can’t solve any puzzle.  
 Israel (1997): 211  

 
(11) whatever  
 
(11) He can’t solve the simplest puzzle.  

=He can’t solve whatever puzzle they have. 
 

(12)

 
 
(12) He can solve the most difficult puzzle.  
   =He can solve whatever puzzle they have. 

(He can solve any puzzle.)  
 
(11) (12) whatever

 
whatever

 
 
4.  

or whatever
or something
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4.1.  
or whatever

whatever

 
 
(3)  …it would be like cousins brothers or 

sisters and parents or whatever    
 

cousins brothers or sisters and 
parents 

or whatever

 
or something

Channel (1994: 119-143  
 

4.2.  
or or whatever

whatever
or whatever

 
 
(4) Because I know when I first moved down 

here in like what? -nineteen eighty-six or 
whatever.   

 
(4) or whatever 1986

 
or something some

( ) whatever

or whatever or something
 

 
4.3.  

whatever
Giannakidou 

(2001)

 
 

(5) One may not like England or France? 
Because of imperialism, past war, war debts, 
or whatever. But suppose burglars were 
braking in to the houses of friends.  

 
(5) or whatever

But
 

whatever or

Kleiner (1998)  
 
(13)  Whatever. New topic. How do you feel 

about interracial dating on campus,  
 Kleiner (1998): 610  

 
(13) Whatever. New topic. 

Whatever
 

or something

 
or something or 

whatever
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(14) <$1> it’s like a cemetery or something.  

<$2> Yeah it looks like a scene from like 
the 
<$3> A film or something.  
<$1> +the Adams family.  

(Vaughan et al. (2017): 217) 
 
(14) or something <$2>

Yeah or something 
<$3> the Adams 

family
or something

 
or

or

 
 
4.4.  

whatever

 
 
(6) I don’t want to talk to you. It doesn’t mean 

that I hate you or whatever. I just have 
nothing to do with you.  

 
(6) or whatever

whatever
 

(15) A: You should try a herbal remedy.  
 B: Yeah, whatever.  
         (Oxford Learner’s Dictionary Online) 
 
Yeah, whatever

 
or something

or something
or whatever  

 
(16) Can I buy you a beer or something?  
(17)  ?? Can I buy you a beer or whatever? 
 
(17) or whatever

 
or

Ariel
Turner Eliza Eliza Liza

 
 
(18) Turner: Eliza? Or Liza.  
 Eliza:  Eliza or Liza.  
(Mr. Turner, cited from Ariel and Mauri (2018): 
952)  
 
(18) Eliza Turner Eliza

Liza

whatever or
or something
or  

 
5  

or 
whatever
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or something or 
whatever

 
 

 
or whatever: 

 
(or something

) 
 

or whatever: 
 

or something
 

 
or whatever: 

 
or something

 
 

or whatever: 

 
or something

 
 

(1) (2)
wine or 

something

wine or whatever

or whatever

 

or whatever
whatever

or 
whatever

or something

or

whatever
or 

whatever
 

or whatever

 
 

* 40

 
 

. whatever
 

. 

 

. any
or anything
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remain

2              
(Two ‘Uncompleted Action’ Copula 

Constructions with Remain) 

  (Tsutomu Iwamiya)              
 (Osaka University)  

, , ,
,  

1.  
remain

(V-ed) 
To to be V-ed

un-
un-V-ed

remain un-V-ed
remain to be V-ed 2

 

News on the Web (NOW) Corpus
Wordbanks 2

news

NOW Corpus
1 6 3

2022 3 1 21
 

 
 

2. Remain un-V-ed  
un- un-V-ed

be go, come , become, seem, 
appear 

Schönefeld 
2015 remain un-V-ed

(1a) 
 (V-ed) 

(Huddleston & Pullum 
2002)  

 
(1) a. He had remained {unseen/ *seen} 

throughout the meeting.  
          (Huddleston & Pullum 2002: 1440) 
 b. ... women and children remain seen by 

authorities,... (NZ 2019/ NOW Corpus)  
 
Huddleston & Pullum (2002) (1a) seen

remain
seen

(1a) 
remain seen

completed events

remain  2021a

 

 (1b) 
remain seen V-ed

remain
 

 (V-ed) 
remain un-V-ed
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finished, done
developed, proven, 

solved un-
2

remain

 seen completed, heard, written
3 

un-V-ed

ceased, concluded, 
ended, erased  

un-V-ed

(2a-b) remain to be V-ed 

4 
 
(2) a. That remains to be done.      (OALD) 
 b. A key issue that remains to be clarified 

for improved targeting is an understanding 
of its heterogeneous contribution to 
diseases.    

(Nature, US 2021/ NOW Corpus)   
 

2

 
 
3  
  remain

Biber et al. 
1999 LDOCE

(3a-c) 

to be V-ed un-V-ed

 (3a)

 (3b)
(3c)

 
 
(3) a. Major questions remain {to be answered/

 unanswered/ *answered} about his 
work.                     (Cobuild) 

 b. Now only a small area at the north end of 
Melcor's land remains {to be developed/  

 undeveloped/ *developed}.  
             (US 2018/ NOW Corpus) 

   c. … the allegation against his client 
remains {to be proven/  unproven/ 
*proven}.     (CA 2019/ NOW Corpus) 

 
2

AGENT  (3a)
 (3b)  (3c) 

un-V-ed

 
 
(4) a. Portrait of Lisa Gherardini (Mona Lisa) 

remained {unfinished/ ? to be finished/ 
*finished} during Da Vinci's life and was 
never exhibited when he was alive. 

                  (AU 2017/ NOW Corpus) 
 b. New coach Moreno has experience at the 

top level with Barcelona and Spain, but he 
remains {unproven/ *to be proven/ 
*proven} as a head coach.   

(US 2021/ NOW Corpus) 
   c. The construction workers that were at the 

scene remained {unharmed/ *to be 
harmed/ *harmed} as no injuries were 
initially reported.  

(US 2020/ NOW Corpus) 
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 (4a) 
to be finished

to be 
V-ed

 

 (4b, c) V-ed

(4b) 
Moreno

unproven
prove

ex. 
It'll take time for me to prove myself to you,... 
[24, 2006/ TV Corpus]  

AGENT

(4c) 
5 

2 remain 
un-V-ed remain to be V-ed  
(5)

 (6)
(6) NOW Corpus
V-ed 30

6

raw frequency 3000
 

Wordbanks  
 

 
(5) a. [NP1 remains un-V-ed] (NP=THE PATIENT) 

↔ [the (intentional) action to X1 has not 
been completed by being V-ed] 

 b. [NP1 remains to be V-ed] (NP=THE 

PATIENT) ↔ [the intentional action to 
X1 has not been completed by being 
V-ed, by a (potential) agent]7 

 
(6) 2 8 

BASE REMAIN 
UN-V-ED 

REMAIN 

TO BE 
V-ED 

REMAIN 

V-ED 

answered 258 
(WB*) 

384 1 

solved 137 
(WB*) 

75 0 

finished 771 15 1 
addressed  731 168 1 
detected 721 1 0 
proven 480 132 0 
diagnosed 402 0 2 
developed 368 33 0 
told 181 41 1 
harmed 132 0 0 
done 95 151 

(WB*) 
2 

called 92 17 1 
said 75 41 0 
investigated 26 198 0 
achieved 7 34 0 
clarified 5 97 0 
demonstrated 4 39 0 

WB*=Wordbanks  
 
(5a-b) NP

V-ed

 THE 
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PATIENT  (Jackendoff 1990) 6

un-V-ed  
AGENT 

to be V-ed
Wordbanks

(some) work remain to be done
45

remain undone 2
(7) investigated, proven, 

clarified, demonstrated
whether if

to be V-ed
NOW Corpus

whether if
remain to be {investigated/ proven/ 

clarified/ demonstrated} 
79 remain 

{uninvestigated/ unproven/ unclarified/ 
undemonstrated } 8

  
 
(7)  It remains {to be investigated/  

uninvestigated/ *investigated} whether 
her act was meant as a disruption tactic to 
aid escape of the said terrorist...  

(GB 2021/ NOW Corpus) 
 

(7) 
(4a) 

AGENT  
(potential)  (5b)  (3a-c) (7) 

to un-V-ed
remain to be 

V-ed remain un-V-ed

 2019: 137
remain to be 

understood remain to be negotiated
un-

remain to be V-ed
remain 

un-V-ed
understood under-

negotiated n
un-V-ed

 
remain un-V-ed

remain to be V-ed
2

Goldberg (2006: 6-7) 

 
 
4.  

remain
9  remain un-V-ed remain 

to be V-ed 2

 

 (1984) Quirk et al. (1985)
Huddleston & Pullum (2002)  (2005) 

10  

go, come , become, get
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to 

 

 
1 Plug et al. (2015) 

 (register) academic, news, 
magazine, fiction, spoken

Corpus of 
Online Registers of English [CORE] 
sport report, recipe, opinion 33

2 NOW Corpus 
Nature 2b Wordbanks the 
Smithsonian

 
2 closed, shut, locked

suspended, imprisoned, locked up, 
divided, locked away

committed to ~ , concerned about ~ 
V-ed

un- remain

V-ed
 (V-ed) 

remain
 ( )  

3  Seen  (remain 
seen) NOW Corpus

13  (remain unseen 400 )
finished, done

completed `She 
began writing the book in November, 2008 and it 
remained completed for two years before she 
decided to publish it on her own.(CA 2013/ 

NOW Corpus) writing
 (publishing) 

remain
NOW Corpus 5

remain uncompleted 43  
4  LDOCE, OALD remain 
to be V-ed remain to be done

Cobuild
= have not yet been done and still need to be 

done

 (1984: 637) 
 

5 

remain to be named
 (ex. Commission members 

remain to be named [US 2021/ NOW Corpus])

remain 
named  
6 `...legal marijuana remains 
unfinished business in Massachusetts. (US 
2021/ NOW Corpus)
unfinished business V-ed un-V-ed

6
 

7 `Harry, are you all right? `That remains to be 
seen. (Harry Potter and the Prisoner of 
Azkaban, 2004/ The Movie Corpus) 
`Nobody knows what will happen

remain to be seen
Cobuild Idioms 

Dictionary AGENT
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`...whether or not the team will succeed 
in their manhunt remains to be seen by viewers. 
(AU 2016/ NOW Corpus)
by  
8 6 2022 3 3

2023 1 1 remain solved 
1  (ex. The 

80 year long quest in finding birds remains 
solved in the forensic scientists said it was a 
slam dunk. [US 2022-09-22/ NOW Corpus])  
9 V-ed

un-V-ed

tall

… the Statue of 
Liberty remained tall after 126 years that month 
(GB 2012/ Now Corpus)’ 

the Statue of 
Liberty

remain tall
 

10  2 Schönefeld (2015) 
be remain get, become, go

un-V-ed

‘If 
employees feel {underpaid/ *paid} and used, 
that will drag down motivation in a work force. 
(CA 2013/ Now Corpus)’ feel seem

under-

 (under-V-ed) 

 (2021b) 
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* 
On Japanese Verbal Nouns Originated from 

English Prepositions and Particles  

 (Ikuko Hasebe) 
 (Noboru Kamiya) 

 (University of Tsukuba) 

, , , 
 (LCS) ,  

1.  
(1) 

 Verbal 
Noun (VN) Martin (1975)

Lexical Conceptual Structure; 
LCS  
 
(1) 

 
 
(1)

(2a)
in, on, over

(2b-d) LCS
1 

 
(2) a. in, on, over, off, up, down 

b. [y BE [IN / ON z]] 
c. [y BECOME [y BE [OVER z]]] 
d. [y BECOME [y BE [OFF / UP / 

DOWN]]] 
 

(1) (3)
 (1996))

LCS BE
(2b-d) [IN / ON / OVER z] [OFF / UP / 
DOWN] cf.  (2002)

 
 
(3) [y BECOME [y BE [      ]]] 
 

(1)

 (1996)

Boundedness 
Parameter [0 bounded] Kageyama 
(2001),  (2021)

 
(1) (4a)

(1)

(4a)

(2b-d) LCS

(4b) LCS (4b) (3) LCS
LCS
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(4) a. *  
cf. go {up/down} the stairs 

cf.  
b. [y MOVE [UP / DOWN]] 

 

(1) LCS

 
 
2.  

(1)

 
(5a)

(5b)

-r
-r

 (2011)  
 
(5) a. copy, memo(randum), Starbucks, running, 

check in, take out, lunch, up(load), to go 
b. 

to go
(5b)

 (2011)  (2018) 
 

 
(1)

 
(2011) *

*

 
(6) (5b)

go to 

 
 
(6) a. 

 
b.  

go to  
 

 
(1)

(5b) (6)
 

(2005)  (2019) 

in
(7a)

(6a) (7a, b)
(7b)

under
(7a) (7b)

 
 
(7) a. 
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b.   

 
c. [ ] [ ] [

] [ ]  (2019: 
36)  

 
(7a) conditioner in 

shampoo, two-in-one shampoo

cream stew on rice (7c)
cheese in hamburger 

steak

 (2019)
(7c)

 

 
 
(7)  

 
 
(7) (7)’

 

(1) (1)

(holed) 
(1)

(1)

 
 
3.  

LCS

(1)

(2b-d) LCS
(3) BE (2b-d) BE

LCS IN (3)’
LCS  

 
(3)’ [y BECOME [y BE [IN / ON / OVER z] / 

[OFF / UP / DOWN]]] 
 

(8a)
BE (8b) LCS BE

BECOME
(8c) LCS  

 
(8) a. 

 
b. [  BE [IN / ON / OVER 

]] 
c. [  BECOME [  BE [IN / 

ON / OVER 
]]] 

 
(8c) LCS

BECOME BE
telicity

Tenny (1994) 
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(9) a. *

 
b. 

 
cf. *

 
 
(9a)

LCS BECOME
(9b)

LCS BE

 
1

(10a)
(11a) (10b)

(11b)  
 
(10) a. 

 
b. 

 
(11) a. 

 
b. 

 
 

 
(1996) 

(10a) (12a)
LCS (13)  

(1996) LCS

(12b) LCS
LCS (10b)

(11a) (11b)
 

 
(12) a. [  BECOME 

[  BE [IN / ON 
]]] 

b. [  ACT ON ] 
CAUSE [  
BECOME [  BE 
[IN / ON ]]] 

(13) [y BECOME [y BE [  ]]] 
[x ACT ON y] CAUSE 
[y BECOME [y BE [  ]]] 

cf.  (1996: 197)  
 

LCS CAUSE
ACT ON

(14)
 

 
(14) a.  

b. *
 

 
(14a) ACT ON

(14b)
ACT ON

(14b)
 

LCS (15a)
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15b) BECOME
 (2001)

(15c)
 

 
(15) a. *

 
b.  

ACT< > BECOME  BE  
 (2001: 253)  

c.  
 

(3)’ LCS BECOME (15a)
(16b)

LCS BECOME
MOVE

MOVE BE
BECOME MOVE
(16b)

(16a)

 
 
(16) a. *

cf. 
 

b. *  
 (4a)  

 
(16a)

 
(3)’ BE

(17a) (17b)
(17c)

2 
 
(17) a.  

b. 
 

c. *
 

 
(1)

LCS BE

(Kageyama (2001)) 
 

Kageyama (2001) 

 [+ bounded] 
 [0 bounded] 

ACT

BECOME BE

(18)
 

 
(18) [x ACT ON y] CAUSE [y BECOME [y BE [  ]]] 
         

[+ bounded] 
               

[0 bounded] 
 (1996: 290)  
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 (2021) (19a)

(19b)
 

 
(19) a.  

b.    
 (2021: 18, 45)  

 
(19a) (18) ACT
BE (19b) BECOME

 

BECOME (3)
(13)

BECOME
 

BECOME LCS

(20a) LCS
(20b) LCS BE 

AT-INSIDE
COMPANY  
 
(20) a. [y BECOME [y BE 

[AT-INSIDE [COMPANY]]]] 
b.  [y BECOME [y BE 

[AT-INSIDE       ]]] 
(20a)  (1996: 216)  

 

 
 
(21) *  

cf. hammer the metal 

(21)
hammer  

 (2022)
 (2005) 

Pustejovsky (1995)

hammer

 
(1)

(4a) (21)

 
 
4.  

LCS BE
LCS

BECOME

 
 
* 40  2022

 11  5
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1 (2a)

in off up down
(1)

 
2 

 
( ) a. 

 
b.  

(3) BECOME

 
 

 
 (2022) 

, 
44, 51-60, . 

 (1996)
,  

Kageyama, Taro (2001) “Polymorphism and 
Boundedness in Event/Entity 
Nominalization,” Journal of Japanese 
Linguistics 17, 29-57. 

 (2002)
, 29-45, 

,  
 (2005)

 No. 1 , 65-101, , 

. 
 (2021) 

,
,  

Martin, Samuel (1975) A Reference Grammar of 
Japanese, Yale University Press, New Haven. 

 (2019)

, 
, 27-54, 

, . 
 (2005) 

, 
, 

1-19, , . 
Pustejovsky, James (1995) The Generative 

Lexicon, MIT Press, Cambridge: Mass. 
 (2001) 

, 
, 242-268, 

,  
 (2018) 

, 
Studies in Language and Literature 74, 39-58, 

. 
Tenny, Carol (1994) Aspectual Roles and the 

Syntax-Semantics Interface, Kluwer 
Academic Publishers, Dordrecht. 

 (2011) 
, 

, 178-208, 
,  
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Begin
* 

On the Diachronic Change of the Verb Begin 
to a Raising Verb  

 Toshihiro Kasai  
Nagoya University  

, 
, to , to

 

1.  

promise threaten
(1) PRO

to  
 
(1) a.  Johni promises [CP PROi to do his 

homework]. 
  b.  Johni threatens [CP PROi to call the 

police]. 
 

Traugott (1997) promise
threaten

(2a) it (2b)

 
 
(2) a.  It promises to be a hot and grueling 

day. 
(1992 Guardian [Hector] / Traugott (1997: 189)) 

  b.  But if push ever did threaten to come 
to shove, British and French nuclear 
weapons … 

(1992 Economist [Hector] / Traugott (1997: 
189)) 
 

Perlmutter (1970)
begin

(3a)
begin
Jill to

(3b, c) begin

 
 
(3) a.  Jill began to sing. 
  b.  There began to be a problem. 
  c.  It began to be obvious that the trees  
     were dead. 
(Perlmutter (1970), cited in Hendrick (2020: 4)) 

 

begin

(4a, b)
begin

(4a)
begin

(4b) begin
 

 
(4) a.  … he began þæt mynster, 
     … he began  the monastery, 
     ‘… he began the monastery, ’   
   (coaelive, ÆLS_[Maur]:216.1621) 
  b.  Þa    sealmas  beginnen  fram … 
     The  psalm     begins     from … 
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  ‘The psalm begins from …’     
   (cobenrul,BenR:18.43.8.560) 
 

(5) threaten ‘to 
appear likely to do some evil’

it
Traugott (1997)

promise

(2)  
 
(5) It threatens to be wet to-night.  
(1846 C. Dickens Dombey & Son (1848) iv. 25: 
OED online) 
 

begin  

Tanaka (2007)
to to

promise threaten

begin to

 
 
2.  

YCOE, PPCME2, PPCEME, 
PPCMBE to

begin 1

begin

1

2  

1: Begin with To-Infinitives 
 O3 O4 M1 M2 M3 M4 

Animate 
subjects 

54 2 67 8 73 31 

Inanimate 
subjects 

2 0 5 1 14 5 

(%) 3.5 0 6.9 11.1 16.0 13.8 
 E1 E2 E3 L1 L2 L3 

Animate 
subjects 

70 101 74 138 111 151 

Inanimate 
subjects 

20 29 23 43 61 48 

(%) 22.2 22.1 23.7 23.7 35.4 24.1 
 

begin

O3 2
1 (6)

mickle thunder to

1

begin
 

 
(6) and efne   ða    þær   begann  to  
  and even  then  there  began   to 
  brastligenne micel    ðunor. 
  crackle      mickle  thunder 

‘and even then mickle thunder began to 
crackle there’  

(cocathom2, ÆCHom_II,_12.1:113.122.2464: 
O3) 
 

(7)
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her 
color of the face  
 
 (7) Hire bleo              bigon   to  
  Her  color of the face  began  to  
  blakien  … 
  pale     … 

‘Her face began to pale’                  
 (CMMARGA,69.222: M1) 

 
10%

(8)
it

 
 

 (8) … it begynneth  to wexe 
  … it begins      to wax 
  ‘it begins to wax’ 

 (CMMANDEV,27.666: M3) 
 

(9) it
 

 
 (9) þe  first day of his cristnynge  hit bygan  
  the first day of his christening it  began 
  to reigne, 
  to rain, 

‘the first day of his christening, it began 
to rain’  (CMPOLYCH,VI,139.968: M3) 
 

(10)
it rain

 
 

 (10) and when it began to bee some what dark, 
he went to the water syde 

   (HARMAN-E1-P2,54.292: E1) 
 

Early English Books Online (EEBO)

(11) there
 

 
 (11) a.  …, or until there begins to appear a  
     little skin upon it;  (EEBO 1686: E3) 
  b.  …: there begins to be a confusion  
     amongst them already;  
   (EEBO 1690: E3) 
 

begin

Tanaka (2007)

begin
 

 
3. to  (Tanaka 2007) 

Tanaka (2007)
to (12a)

(12b)
 

 
 (12) a.  The Infinitive Marker To in OE  
     EPP, +inherent Case (=P) 
                    (cf. Tanaka (2007: 50)) 

  b. The Infinitive Marker To in LME  
     (i) +EPP, +structural Case (=T/P) 
     (ii) EPP, +structural Case (=P)  
     (iii)+EPP, structural Case (=T)  

(cf. Tanaka (2007: 58)) 
 

(13) AcI 
(Accusative with Infinitive) FP 
(Faire-Par) 3 
 
 (13) The infinitival morpheme functions as an 

argument iff its Case feature is licensed 
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(via Agree or inherent Case assignment).
 (Tanaka (2007: 48)) 

 
(14) AcI
made the knight to

AcI
(15)

 
 
 (14)  ant  ich makede þe   cniht   to þurlin  
  and  I   made   the  knight  to pierce 
  godes side wið    scharpe  speres  ord 
  God’s side with  sharp    spear’s point 
  ‘and I made the knight pierce God’s side 

with the point of a sharp spear’ 
(JULIA 110. 238 / PPCME2: M1 / Tanaka 
(2007: 31)) 
(15)  a.  [PP to [vP DP [v’ Venne-v2 [VP tV …]]]] 
  b.  [v’ v1 [VP V [PP to [vP DP [v’ Venne-v2 

[VP tV …]]]   (cf. Tanaka (2007: 50)) 
 

(15a) to PP
to

(13)
DP

(15b) v1

DP
AcI

(16)
FP (17)

 
 
(16)  ic  æfre  fram  frymðe         bebead 
 I   ever  from  beginning-DAT command 
 ðone     drihtenlican  dæg 
  the-ACC lordly-ACC   day-ACC 
  to healdenne 
  to hold 

‘from the beginning, I command ___ to 
hold the Lord’s day’ 

(Wulf. 296. 5 / Callaway (1913: 45), cited in 
Tanaka (2007: 33)) 
(17)  [PP to [vP Venne-v [VP tV …]]] 
   (cf. Tanaka (2007: 51)) 
 
(17) to PP

to
(13)

 

-enne -e
to

T
(12a) (12b)

AcI
(18)  

 
 (18) a.  [T’ to [vP DP [v’ Ve-v2 [VP tV …]]]] 
  b.  [TP DP [T’ to [vP tDP [v’ Ve-v2 [VP tV 

…]]]]] 
  c.  [v’ v1 [VP V [TP DP [T’ to [vP tDP [v’ 

Ve-v2 [VP tV …]]]]]]] 
 (cf. Tanaka (2007: 59)) 

 
(18a) to EPP

DP TP T EPP
(18b)

v1 (18c)
v1 TP DP

DP

to
to

FP
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4.  
Tanaka (2007)

begin

begin
(19) (20) to

 
 
(19) He  began  þa   to  secenne  swyðe  
  He   began   then to   seek      severely 
  ða  cristenan  … 
  the Christian  …      

‘Then, he began to seek the Christian …’ 
(coaelive,ÆLS_[Chrysanthus]:24.7342: O3) 

(20) [PP to [vP Venne-v [VP tV …]]] 
 

φ
-enne

(20) to

begin
 

T
to TP
(21) to

 
 
(21)  … it begynneth  to wexe 
  … it begins      to wax 
  ‘it begins to wax’  

(CMMANDEV,27.666: M3) 
(22)  [v’ v1 [VP begynneth [TP it [T’ to [vP tDP [v’ 

wexe-v [VP tV]]]]]]] 
 
(22) to EPP

it to EPP

TP
begynneth

it
it T EPP

TP
to

begin
 

 
5.  

Tanaka (2007) to
begin

it
to TP

promise
threaten

begin

promise threaten to

 
 

* 40

 
 

1  
The York-Toronto-Helsinki Parsed Corpus of 
Old English Prose (YCOE), The Penn-Helsinki 
Parsed Corpus of Middle English, Second 
Edition (PPCME2), The Penn-Helsinki Parsed 
Corpus of Early Modern English (PPCEME), 
The Penn-Helsinki Parsed Corpus of Modern 
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1. Introduction 
   This paper looks closely at sentences 
containing path-related expressions in English 
and Japanese, as analyzed in Hirose (2007, 
abbreviated as H henceforth).  We will analyze 
the differences in the choice of arguments for 
verbs in Japanese and English, and show that 
these differences are partly due to the general 
phonological characteristics of each language, in 
particular the fact that in English, prepositions 
are usually phonologically weak, while in 
Japanese, which has a tonal structure, 
prepositions are not weak and can carry the 
accent. Specifically, we propose an analysis 
employing the FORM SEQUENCE (FSQ) 
operation mentioned in Chomsky (2021). 
   Pinker and Jackendoff (2005) argue that 
argument structure, reflecting syntactic 
properties of predicates, can be captured with 
reference to word order, and therefore that word 
order cannot be excluded from the syntactic 
component.  If, as this paper argues, it is 
possible to find a phonological motivation for 
argument structure, this would support the 
Strong Minimalist Thesis (SMT), which, in one 
formation, states that language is an optimal 

solution to the problem of satisfying interface 
conditions (Chomsky (2000) et seq.). 
 
2. Observational Problems with the 
Distribution of NP and PP Arguments  
  The English example in (1a) and the Japanese 
example in (1b) below represent an expression 
that H calls a full-fledged temporal path, where a 
PP indicates a temporal path and functions 
adverbially. 
 
(1) full-fledged temporal path  
 a.  That store is open [from 9 a.m. to 5 p.m.] 

every day. 
 b.  Ano  mise-wa mainiti 
  that store-Top every.day 
  [kuzi-kara  gozi-made] 
  nine.o’clock-from five.o’clock-till 
  aiteiru. 1 
  be.open 
  ‘That store is open from 9 to 5 every day.’ 
 
On the other hand, (2) represents what H calls a 
defective path, in which the preposition from in 
English, and the postposition made in Japanese, 
are omitted to form an NP. 
 
(2) defective temporal path  
 a.  It will take [three to five days] for him to 
  recover.  
 b.  Kare-ga kaifukusuru-noni 
  he-Nom recover-Inf 
  [mikka-kara ituka] 
  three.days-from five.days 
  kakaru-daroo. 
  take-will 
  ‘It will take three to five days for him 
  to recover.’ (H: 548-549) 
 
H analyzes the defective path as an NP 
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coordinated by an adpositional coordinator, to in 
English and kara in Japanese.  He argues that 
the examples in (3), which show that the verbs 
like take and kakaru cannot take a PP, provide 
supporting evidence for his analysis of a 
defective path as an NP.  
 
(3)  a.  (*) It will take [from three to five days]  
   for him to recover. 
 b. * Kare-ga kaifukusuru-noni [mikka-  
   kara ituka-made] kakaru-darou.  
     (H: 551) 
 
However, (3) presents an observational problem: 
Although H presents (3a) as an ungrammatical 
sentence, the informant I consulted finds (3a) 
perfect, adding that the choice between (2a) and 
(3a) is “completely optional.” On the other hand, 
the Japanese example in (3b) is less acceptable 
than (2b) for any Japanese informants I 
consulted. 
   Given the contrast in (3), I will posit two 
research questions in (4) and discuss them in the 
subsequent sections.  
 
(4)  a.  Can the English verb take take a PP, 
  as well as an NP path argument, 
  and if so, when?  
 b. Why can the Japanese verb kakaru 
  not take a PP path argument?  
 
3. Analysis of Path Arguments 
3.1. English NP and PP 
   It seems no doubt that N and P, or NP and PP 
are different syntactic categories in English.  
For example, the verb take can take an NP, but 
not a PP in (5).  
 
(5) It will take [(*for) three days] for him to 
 recover.  (H: 551) 

Jackendoff (1977) argues that N and P are 
composed of different features as in (6), while 
Baker (2003: 303-325) argues that N is a lexical 
category whereas P is functional.  
 
(6) N +N, +V  P N, V    
    (Jackendoff (1977: 31)) 
 

   Prosodically, however, NP and PP path 
expressions show the same prosodic pattern as in 
(7) because monosyllabic Ps in English are 
weak.   
 
(7)      
   (from nine)  (to  five) φ 
   (  nine) (to five) φ 

    (based on Shiobara (2022: 46)) 
 
In addition, NP and PP paths are semantically 
identical (H: 549-440).   
   Based on the above, I propose the derivation 
of path phrases in (9) adopting Chomsky’s 
(2021) FORM SEQUENCE (FSQ) in (8).  
 
(8)  FSQ selects m members Xi of W(orking) 
  S(pace) and yields: <&, X1, …, Xn>.   
   (based on Chomsky (2021: 31)) 
(9) With Pfrom-Pto (where Pto = &), FSQ selects  
 X1 and X2 of WS and yields: < (Pfrom), X1, 
  Pto, X2>. 
 
In “Pfrom-Pto”, Pfrom is lexically dependent on Pto, 
with the result that Pfrom does not enter the 
syntactic structure and its externalization, i.e. 
pronunciation, is optional.  This optionality of 
Pfrom can be captured in the same way that the 
externalization of a coordinator and can be 
optional: 
 
(10) Merging of & and FSQ yields <&, X1, …,  
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 Xn>, where Xi’s exhaust the elements of 
  Y.  The two operations yield, for  
 example, [(11a)] and then, optionally,  
 [(11b)]:  
(11) a. John lived [on a farm] [with his  
  family]. 
 b. John lived [on a farm] and [with his 
   family].  (Chomsky (2021: 32))  
 
   Under the present analysis of path 
expressions, the P from in (3a) is “defective” 
(indicated by shading) syntactically, prosodically, 
and semantically, not being incorporated into 
syntactic structure: 
 
(12)  2 

 V  NP 
 take  from  2 
    three  2 
     & 5 

     to  five days 
 
On the other hand, in (5) the argument of the V 
take is not a path phrase and the P for, as an 
independent, non-defective P, enters the 
derivation and projects to PP.   
   The syntactically defectiveness of the P from 
in (12) is compatible with the observation that 
the presence of the P does not affect the 
Coordinate Structure Condition violation.  This 
is exemplified in (13).   
 
(13) a. * How many days will it take (from) 
   three to _ for him to recover?  
 b. * How many days will it take (from) 
   _ to five days for him to recover?  
 
Note here that movement of the argument of 
take does not degrade the sentence by itself.   
 

(14) How many days will it take _ for him to 
  recover? 
 
   Based on this analysis of path expression, 
the answer to the question (4a) should be as 
follows: 
 
(15) The English V take selects an NP argument 
  but never a PP.  In a P f rom-P t o path  
 expression, where Pto is introduced into the  
 derivation as a coordinator (&), Pfrom is 
  lexically dependent  on P t o  and not  
 incorporated into the syntactic structure, 
 getting optionally externalized. 
 
3.2. Japanese NP and PP  
   Unlike English, NP and PP paths in Japanese 
show different prosodic patterns because the P 
made has its own high-low accent.  Based on 
this distinction, I propose that unlike Pfrom, Pmade 
is always an independent, non-defective P and 
enters into the syntactic structure.  Then, the 
answer to the question (4b) should be that it is 
because the Japanese V kakaru selects an NP 
argument but never a PP, and the P in Japanese 
cannot be defective.  
   The different behavior of path expressions 
between English and Japanese is then reduced to 
a difference in the general phonological 
properties of English and Japanese.  In 
particular, a monosyllabic P is usually weak in 
English which creates rhythm through a series of 
feet, whereas in Japanese, which has a tonal 
structure, the P itself carries the accent, e.g., [P 
ma de]. 
 
3.3. Summary  
   The table (16) summarizes the analysis of 
path expressions in English and Japanese. 
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(16) Path in English and Japanese 
Psource- 

Pgoal  

Conj 

& = 

Syntax  

of Pnon& 

Prosody 

of P 

Semantics 

of Pnon& 

Pfrom- 

Pto 

Pto Pfrom is 

defective 

weak 

 

Pfrom is 

recoverable 

Pkara- 

Pmade 

Pkara Pmade not 

defective 

not 

weak 

Pmade is 

recoverable 

 

I argue that the difference between English and 
Japanese is reduced to the syntactic property of 
the P that does not act as a coordinator, i.e., that 
English from is defective and cannot be 
incorporated into the structure, while Japanese 
made is non-defective.  I further argue that this 
syntactic difference is reduced to the general 
prosodic property of P, i.e., that English Ps are 
weak, while Japanese Ps are not weak having 
their own accentual properties.   
 
4. Supporting Evidence or Relevant Examples  
4.1. Spatial Paths 
   The phonologically-based analysis of path 
arguments given in section 3 was based on 
temporal path examples.  This section shows 
that the analysis can be extend to the examples 
involving spatial path arguments.  
  As is seen in (17), the P from is optional in 
English whereas the presence of the P made 
degrades the sentence in Japanese in spatial path 
cases as well.2  
 
(17) a. This hall can accommodate [(from) 
  100 to 105 people]. 
 b. Kono hooru-wa hyaku-nin-kara 
  this hall-Top hundred-people-from 
  hyaku-go-nin(-?*made)]  
  hundred-five-people-up.to 
  syuuyoo  dekiru. 
  accommodate can 
  ‘This hall can accommodate 100 to 

  105 people.’ 
 
4.2. Type of Coordinators 
4.2.1. English: and, to 
   In English, the coordinator and coordinates 
not only NPs but also VPs and wh-phrases.  
 
(18) a. [John] and [Mary] went to the movies. 
 b. John always [pushes the table] and 
  [makes the vase fall].  
 c. [What] and [when] did you eat? 
 
H notes that the coordinator analysis of to finds 
support in the colloquial substitution of to for 
and in the complement of between. 
 
(19) a. The labor union of that  factory 
   organized few strikes between [1990 and 
   2000].  
 b. The labor union of that  factory 
   organized few strikes between [1990 to 
   2000].   (H: 550, fn. 6) 
 
4.2.2. Japanese: to, te, sosite  
   In contrast with English, Japanese uses 
different coordinators depending on what is 
coordinated.  For example, NPs are normally 
coordinated by to, VPs by te, and wh-phrases by 
sosite.   
 
(20) a. [Tatu]  to [Minami] (to)-ga  
  Tatu and Minami and-Nom 
  eiga-o  miniitta. 
  movie-Acc went.to.see 
  ‘Tatu and Minami went out to watch a 
   movie.’ 
 b. Tatu-wa itumo [teeburu-o 
  Tatu-Top always table-Acc 
  osi]-te,  [kabin-o otosu]. 
  push-and vase-Acc make.fall 
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  ‘Tatu always pushes the table and makes 
  the vase fall.’ 
 c. [Nani-o], sosite [itu] tabeta 
  what-Acc and when ate 
  no? 
  Q 
  ‘What and when did you eat?’ 
   (based on Shiobara (2019: 169-170)) 
   
Furthermore, it is noteworthy that the 
coordinator to can occur after the second 
conjunct as is seen in (20a).3  This double 
occurrence of the coordinator can be analyzed in 
the same way as the path in English in (9), 
repeated below.  Double occurrence of the 
coordinator to in Japanese is formulated in (21).  
 
(9) With Pfrom-Pto (where Pto = &), FSQ selects  
 X1 and X2 of WS and yields:< (Pfrom), X1, 
  Pto, X2>. 
(21) With &to-&to, FSQ selects X1 and X2 of WS  
 and yields:  < X1, &to, X2, (&to)> 
   
5. Theoretical Implications 
   One of the strongest implementations of the 
Strong Minimalist Thesis (SMT) is found in 
Nordstrӧm (2017), who argues that we need not 
assume narrow syntax in the faculty of human 
language.  The phonological approach to the 
selection of path arguments pursued in this paper 
(section 3) in contrast employs the syntactic 
structure and hence assumes narrow syntax, but 
the direction of giving a non-syntactic 
explanation to the argument structure is 
consistent with Nordstrӧm. 
   On the other hand, Chomsky’s (2021) FSQ 
in (10) assumes that word order is involved in 
the computational component and that it 
operates when multiple elements are linearized 
as in coordinating structures.  The present 

analysis of path arguments heavily relies on FSQ 
and linear order in the choice of the P acting as 
an adpositional coordinator (to in English and 
kara in Japanese).  However, it departs from 
Chomsky and furthers SMT in analyzing an 
English PP path as identical to an NP path in 
terms of its prosody and explaining the 
difference in the paths between English and 
Japanese in terms of their general phonological 
properties.   
 

* I am grateful to the audience at the 40th 
meeting of the English Linguistics Society of 
Japan for their comments on the oral version of 
this paper.  Many thanks also go to two English 
informants, and Chris Tancredi for comments 
and stylistic suggestions.  Needless to say, the 
author is solely responsible for any remaining 
errors or misunderstanding of the data in this 
paper.    

NOTES 
1 The following abbreviations are used in this 
paper: Acc = accusative, Cond = conditional, 
Gen = genitive, Inf = infinitive, Nom = 
nominative, Q = question, Top = topic.  
2 A Japanese speaker pointed out that as in (i), 
the V syuuyoosuru can take the goal phrase 
hyaku-go-nin-made, or at least, (i) is better than 
(17b).   
 (i)  ? Kono  hooru-wa  [hyaku-go- 
   this hall-Top hundred-five- 
   nin-made](-o) syuuyoo 
   people-till-Acc accommodate 
   dekiru. 
 can 
 ‘This hall can accommodate up to 
 105 people.’  
In this case, however, the accusative marker -o 
can accompany the path phrase, which indicates 
that the phrase is an NP, not a PP (Fukui (1995: 
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116, fn. 16) as cited in Hirose (2007: 551, fn.7)).  
Note that the accusative -o cannot accompany 
the temporal PP path as in (ii).   
 (ii) Okaasan-no kaifuku-no mikomi- 
  mother-Gen recovery-Gen prospect- 
  tosite-wa [mikka-kara 
  as-Top three.days-from 
  ituka-(?*made)]-o miteok-eba 
  five.days-till-Acc estimate-Cond 
  ii  desyoo. 
  good will.be 
  ‘Speaking of the prospect for your  
  mother’s recovery, we can say that it 
   will take three to five days maximally.’ 
It remains as an open issue what the word made 
in (i) is, if not a P.  For now, I take it to be an 
optional element like ‘up to’ in the English 
translation of (i).  
3  The optional occurrence of the second 
coordinator is not limited to Japanese.  See 
Zwart (2005) and Vermeulen (2008) for more 
examples and discussion.  
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An Analysis of the Coercion by Semantic 

Head Incorporation and Type Identification  

Hiroshi Takahashi  
Showa University  

 

1.  
[NP NP]

(1)
(Hiraiwa (2011, 2012), (2011)

 (2022))   (2022)
(Appositive Genitive 

Noun Phrase, AGNP)  
 
(1) a. T  L   

b.   
c.   
d. iPhone 256GB  
e.  

 
AGNP

(coercion) 
(Pustejovsky (1995), Jackendoff (1997), 
Audring & Booij (2016) )

 (2022) AGNP 

(Semantic Head Incorporation)
(Type Identification)

 

2. AGNP  
2. 1.  

AGNP (2)
(3)  

 
(2) [NP [NP1 [N T ]] [NP2 L

[N ]]] 
(3) [NP NP1- -NP2] 
 
2. 2.  

AGNP
[NP1- -NP2]

NP1

NP2 NP1

(4a) AGNP(4b, c)
 

 
(4) a. /*  

b. T  L /*
 

c.  L /*
 

 
(5a, b)

NP2 NP1

NP1

 
 
(5) a. T L

 
b. ?? L  

 2022: 37  
 
2.3.  

Hiraiwa (2011, 2012), (2011)
AGNP NP1 NP2

AGNP (6)
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 (2022)
Restrictive Genitive Noun Phrase, RGNP

 
 

(6) a. L T   
b.   
c.   
d. 256GB iPhone  
e.   

 
Hiraiwa (2012, 2013) AGNP RGNP

 
 

(7) [[ - ] ] [[ ][
- [e]]] 

 
 (2022) (7)

AGNP
(8a-c) RGNP AGNP 

(8a’-c’)

AGNP
 

 
(8) a. [ ]

(RGNP) 
a’. ?? [ ]

(AGNP) 
b. [ ]

(RGNP) 
b’. ?? [ ]

(AGNP) 
c. [ ]

(RGNP) 
c’. * [ ]

(AGNP) 
 

(9) (10) AGNP
NP1 NP2

 
 
(9) a. [ ]  

b. * [ ]  
(10) a. *[ ]  

b. ?[ ]
 

 
AGNP

RGNP
AGNP

 
 
3.  (2022)  

 
(2022)  

AGNP NP1  
NP2 whole-part 
relation  
RGNP NP1  NP2 

restrictive modification  
AGNP

Type Identification
Semantic Head Incorporation

 
AGNP NP2

Pro (11)
(12)

Pro [EntityTHING(S)]

1 (12)
NP1 NP2
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(13)  
 

(11) [NP[NP1T ] [NP2[L 
] [N Pro]]]

 
(12) [Entity T-SHIRTS ] [Entity [Property

LARGE-SIZED] [Entity THING(S) ]]  
A B B A

A B A B
 

(13) 

 
(11) Pro 

 AGNP  NP2 
 Entity 

THING(S)
Property NP2

(13) L
THING(S)

NP2 Entity
(14)  

 
(14) 

 

2.3 AGNP

(8)-(10) AGNP
(11) Pro

 
 
(15) a. 

 
b. 

 
c. 

 
d. 

 
e. 

 
 
(13) (14) AGNP (15)

AGNP

AGNP

 (2022)
(16)

 
 
(16)  

NP
NP

NP

       (2022: 27) 
 
4.  

 (2022) AGNP
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AGNP

 
AGNP

(17)  
 
(17) [Property X] [Entity [Property X] [Entity Y]]  
 

(18)
 

 
(18) The ham sandwich over there in the corner 

wants some more coffee.  
 

the ham sandwich over there

Entity THING PERSON

(type coercion) 
(Jackendoff 1997: 58)

(coercion by enrichment)(Audring & Booij 
2016 (coercion)
(18) (19)

(17)
(20)

 
 
(19) [Entity THING ] [Entity PERSON 

CONTEXTUALLY ASSOCIATED WITH 
THING ]  

(20) [Property X] [Entity THING WHICH HAS 
THE PROPERTY OF X]  

 
(16)

Nunberg (1995: 114

noteworthiness
2

(18) (21)

 
 
(21) #The blonde lady over there in the corner 

wants a hamburger. (i.e. the man with the 
blonde lady)       (Jackendoff 1997: 57) 

 
(16) NP2 NP1

NP1

NP1 NP2

(8a’=22a)

3 
 
(22) a. ?? [ ]  

b. ?[ ]
 

 
(16)

AGNP

 
AGNP

AGNP (18)
on the spot

THING  PERSON 
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She drives a Honda.  
subtype coercion; 

Pustejovsky 1995: 113
 Qualia 

the rich 
(=[Entity PEOPLE] WHO ARE RICH]) go for a 
drink (=[Entity ALCOHOLE] FOR DRINKING)

  
AGNP L 

(22b)

 
 
5.  

AGNP

 
(23) Qualitative Binominal Noun Phrase 

(Ike-uchi 1986, Aarts 1998, Dikken 2006)

(23a) (24)
= (identical 

relation)  
 
(23) a. the angel of a girl  

b. this jewel of an island  
(24) [[PERSON LIKE AN ANGEL]=[GIRL ]]  
  
(24) angel

PERSON
angel

PERSON GIRL
‘an angelic girl’

 
Ass Camouflage Construction (Collins, 

Moody and Postal 2008) (25)
‘she, who is a stupid 

person’
(26)

PERSON
‘ass’

PERSON
HER

 
 

(25) They done arrested her stupid ass.  
(26) [HER [[STUPID] [PERSON ]]] 
 

Ass Camouflage Construction

PERSON
his

ass PERSON
 

 
(27) a. His ass done messed himself up. 
    b. *His ass done messed itself up. 

(Collins, Moody and Postal 2008: 39) 
 

Huddleston and Pullum (2002: 410-)
Fused-head Construction (28)

 
 
(28) a. He ignored the most important of her 

criticisms. (Huddleston and Pullum 
2002: 332) 

b. Colton Pointz, Brayden Reites and 
Michael Joyce were not the likeliest of 
guys to come together.  
(https://www.bub-city.com/live-music/b
ack-country-roads-band-7-14-22/) 
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<accessed 15/9/2022> 
 
(28b) the likeliest of guys to come together

the rich

Entity X

X of guys
the likeliest ‘the 

guys who are likeliest to…’  
 
(29) [PROPERTY LIKELIEST] [ENTITY[PROPERTY 

LIKELIEST] [ENTITY X ]]  [ENTITY 
GUYS ]] 

 
 2011, Keizer 

2007  
 

(30) Two bottles of wine were fermenting.  
(31) [[THING  IN TWO BOTTLES]=[WINE ]]  
 
(30) CONTAINER  CONTENT 

4

THING
(31)

two bottles of wine
bottles

ferment
wine (31)
THING WINE

5 
 (2008)

(Evaluative Appositive Construction) (32)

Property
FOOLISH-PERSON Entity

Entity

PERSON

 
 

(32)  
(33) [[Entity TARO ]=[Entity FOOLISH- 

PERSON] ] 
 
6.  

AGNP

(2022) AGNP

 
 

 
1 Entity
Property THING PERSON T-SHRIT

THING=T-SHIRT
5

(26) (33)  
2 Nunberg (1995)
‘predicate transfer’

Nunberg (1995)
 

3 NP2 AGNP
 

(i) a. [ ]
(https://mens-modern.jp/7617) 

<accessed 3/9/2021> 
b. [ ]

20kg
[ ](https://realestate.yahoo.co.jp/knowl
edge/chiebukuro/detail/1466487689/) 
<accessed 3/9/2021> 

4 
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5 

Nunberg (1995)
(ii) (i)

 
(i) That (*those) french fries is (*are) getting 

impatient.           (Nunberg 1995: 120)  
(ii) [THAT [PERSON WHO ORDERED 

FRENCH FRIES]] 
(iii) 

(iii)
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1. Introduction 
   In this paper, we will propose a new analysis 
of modal syntax and its interaction with 
Post-Auxiliary Ellipsis (hereafter, PAE).  
   There are two well-known observations made 
in the literature on modality and modally licensed 
PAE in English. One observation is that PAE 
licensed by a modal is permitted only when it has 
a root interpretation (Asakawa and Kamata 
(1986); McDowell (1987); Imanishi and Asano 
(1990); Drubig (2001); Gergel (2003, 2007, 
2009); Aelbrecht and Harwood (2019), among 
others). This observation is illustrated in (1−3). 
 
 

(1) a.   John must wash his car every day, and 
Peter must, too. (root; *epistemic) 

 b.  John doesn’t obey his mother, but he 
must his father. (root; *epistemic) 

 c.  Sam must know more syntax than Max 
must phonology. (root; *epistemic) 

   (McDowell (1987:230−234)) 
(2) a.* John must be eating already, and Bill 

must, too. 
 b. John must be a good boy, and Bill must, 

too. (root; *epistemic) 
   (Asakawa and Kamata (1986:187, 188)) 
(3) a.* John must be tall, and Bill must, too. 
 b.  Peter must be polite to his parents, and   

you must, too. (root; *epistemic) 
(Imanishi and Asano (1990:348, 349)) 

 
   The other observation is that the root 
interpretation constraint above applies for 
necessity, but not possibility, modals (Gergel 
(2003, 2007, 2009); Aelbrecht and Harwood 
(2019)), as shown by the examples in (4−6). 
 
(4) a.* Mary must have fallen from the old 

ladder, and Peter must, too. (necessity)  
 b. Mary may have fallen from the older 

ladder, and Peter may, too. (possibility)  
(Gergel (2007:176)) 

(5) a.* Mary must be a successful student, and 
they say Frances must, too. (necessity)  

 b. Mary may be a successful student, and 
they say Frances may, too. (possibility)  

(Gergel (2007:176)) 
(6)* Although Mike shouldn’t have eaten, Betsy 

should. (epistemic)       (Sag (1976:28))   
 
2. Epistemic Necessity Modals License PAE. 
   Our point of departure in this paper is that the 
second observation is not entirely adequate. 
Contrary to Gergel (2003, 2007, 2009), there are 
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grammatical cases of PAE licensed by epistemic 
necessity modals (see also Huddleston and 
Pullum (2002) and Aelbrehct and Harwood 
(2019)). Consider examples in (7−11).  
 
(7)  A sick feeling coiled in my stomach as I 

concluded that he already knew about me.  
− He must.  

(Aelbrecht and Harwood (2019:508)) 
(8)  “There must be something wrong with 

you,” Donald said, “So there must.”  
(Aelbrehct and Harwood (2019:49) 

(9)  A: They must have made a mistake. 
B: Yes, they must. 

(Huddleston and Pullum (2002:1520)) 
(10) A: Does Fred think that Busan is the capital 

of South Korea?  
B: Yes, he must. After all, that’s what he 

wrote on his geography quiz.  
(Michael Barrie (p.c.)) 

(11) A: Do you think Mary will be angry, given 
that I just broke her favorite mug? 

    B: She must.         (Mike Barrie (p.c.)) 
 
In all these examples, the modal auxiliary must is 
used as an epistemic necessity modal, but 
nonetheless the resulting PAE is grammatical.  
 
3. Cartography of Modal Syntax and Modally 
Licensed PAE 
   Our analysis of the facts noted in the 
previous sections is built on Cinque’s (1999) 
modal hierarchy, particularly, his finding that 
epistemic modals are located higher than tenses, 
which are, in turn, located higher than root 
modals, as schematically represented in (12). 
 
(12)  … Modnecessity > Modpossibility  … Tense … 

Modvolitional  > Modobligation > Modability/permission  
 

This hierarchy is supported by many 
cross-linguistic observations (see Pampell 
(1975), Brennan (1993), Butler (2003) and 
Gergel (2009), among others). We mention two 
such cases here for reasons of space. Firstly, 
consider examples in (13a, b) from Una.  
 
(13) a.   Er   bin-kwan-de-darib. 
  she  go-FUT-3SG-PROBABILITIVE 
  ‘She might go.’ 
 b. Ni   buk-ti-nyi. 
  I     sit-ABIL-PRES 
 ‘I can sit.’  

(Una: (13a, b) from Louwerse (1988),  
as cited in Cinque (1999:55)) 

 
In (13a), the epistemic modal affix occurs 
further to the verb stem than the future tense 
morpheme whereas in (13b), the root modal 
affix is attached to the verb stem before the 
present tense morpheme. Given Baker’s (1988) 
Mirror Principle, these morpheme orderings 
support the relative hierarchy of epistemic and 
root modals indicated in (12). Secondly, in those 
dialects that permit double modal constructions, 
as shown in (14), the first modal must be 
interpreted as an epistemic modal whereas the 
second one must be interpreted as a root modal. 
This interpretive restriction thus further supports 
the modal hierarchy in (12). 
 
(14)  You might could broad jump the Grand 

Canyon, and John might cold, too.  
(Pampell (1975), as cited in Drubig (2001:39)) 

 
   We propose that root modals, epistemic 
possibility modals, and epistemic necessity 
modals are associated with the syntactic 
derivations shown in (15), (16), and (17), 
respectively. 
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(15)  The syntax of root modals  
[TP Subj …T… [VoiceP Subj [Voice′ Voice 
[Mod1P Mod1 [vP v+V Obj]  ]]]] 

(16)  The syntax of epistemic possibility modals 
[FP Subj [Mod2P Mod2 [TP Subj ...T…[VoiceP Subj  
 
[Voice′ Voice [Mod1P Mod1 [vP v+V Obj]  ]]]]]] 
 

(17)  The syntax of epistemic necessity modals  
     [FP Subj [Mod2P Mod2 [TP Subj ...T…[VoiceP Subj 

[Voice′ Voice [vP v+V Obj]  ]]]]] 
 
We suggest that root modals such as must, may 
and can start their lives in the Mod1 head position 
and license the ellipsis of its vP complement. This 
derivation correctly predicts the grammaticality 
of examples such as (1), (2b) and (3b). As for 
epistemic possibility modals such as may/might 
and can/could, we argue that they are also 
base-generated in the Mod1 head, licensing its vP 
complement to elide, but they undergo additional 
successive-cyclic movement to the higher Mod2 
position responsible for epistemic force. This 
analysis accounts for examples such as (4b) and 
(5b). Finally, we propose that epistemic necessity 
modals such as must and should are directly 
base-generated in the Mod2 head position and this 
time license their sister TP complement to 
undergo ellipsis. Since the ellipsis size of the 
MCE licensed by this type of modal is TP, 
examples such as (1), (2a), (3a), (4a), (5a) and (6) 
are correctly excluded on the ground that the 
TP-internal materials in the elided clause are not 
identical to those in the antecedent clause, 
following a standard version of the identity 
condition on TP-ellipsis such as the mutual 
identity condition of Merchant (2001).  
   Now, what about the contrast between these 
ungrammatical examples, on one hand, and the 
grammatical examples in (7−11), on the other? 

Note a critical difference between the two types of 
examples: in all the grammatical examples, 
TP-internal materials in the ellipsis clause, 
including subjects, are identical to their 
structure-matching correspondents in the 
antecedent clause. Here, we attempt to capture this 
identity requirement on the antecedent-elliptical 
clause pair in terms of the notion of parallelism 
domain adapted from Takahashi and Fox (2005). 
To illustrate how this notion works, consider the 
following representation of an antecedent-elliptical 
clause pair, which Takahashi and Fox call a 
re-binding configuration, where variables are free 
inside both the antecedent clause (AC) and 
elliptical clause (EC) which are bound by some 
focus-marked expressions outside these clauses.  
 
(18)  Re-binding and Parallelism Domain 
     Antecedent: [ZP… XPx… [… [AC…x…]     ]] 
     Ellipsis:    [WP…YPx…[… <EC…y…> ]] 

(adopted from Takahashi and Fox (2005:228)) 
 
WP, where the variable y is bound by YP outside 
the elliptical clause, bears a parallel structural 
relationship with ZP, where the variable x is 
similarly bound by XP, also outside the presumed 
antecedent clause. For this reason, ZP and WP 
form parallelism domains and are identical, 
modulo focus-marked materials. Following Rooth 
(1992), Fiengo and May (1994) and Takahashi 
and Fox (2005), we assume that it is this sense of 
structural parallelism that licenses the EC shown 
in (18). We further assume that identical variable 
names cannot be assigned to variables bound by 
distinct binders (Sag (1976); Heim (1997)) in a 
parallelism domain, as stated in (19).  
 
(19)  No Meaningless Coindexation 

If an LF contains an occurrence of a 
variable v that is bound by a node α, then all 
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occurrences of v in this LF must be bound 
by the same node α.    (Heim (1997:202)) 
 

   Given this parallelism theory of ellipsis 
licensing, let us see how it accounts for the 
ungrammaticality of PAE in (1a) under the 
epistemic reading of must. A schematic 
representation of the relevant parts of the 
antecedent and elliptical clauses is shown in (20). 
 
(20) * John must wash his car every day, and 

Peter must, too. (root; *epistemic) (=(1a)) 
Antecedent:  [ZP…John1…[AC…t1 wash 

his car]…]   ] 
Ellipsis:                                                     [WP…Peter2…<EC…t2 wash 

his car…>   ] 
 

We claim that this representation does not meet 
the identity requirement on ellipsis because ZP 
and WP, parallelism domains, have two different 
subjects/binders binding two different variables. 
This way, the notion of structural parallelism 
derives the ‘same subject requirement’ imposed 
on PAE of epistemic necessity modals, for it 
requires TP-level semantic identity between the 
antecedent-elliptical clause pair. 1  
 
4. New Empirical and Typological Predictions 
   In this section, we wish to explore two 
consequences of our proposed analysis of modal 
syntax and its relation with PAE. One 
consequence is concerned with the availability 
of voice mismatches under PAE; the other 
consequence is related to non-trivial similarities 
between English PAE and Modal Complement 
Ellipsis (MCE) in Romance languages. 
   Let us explore the first consequence above 
regarding voice mismatch by reviewing our 
analysis developed thus far. Table 1 sums up our 
main proposals developed thus far in this paper. 

Table 1: Root-Epistemic Asymmetries 
and vP vs. TP-Ellipsis 

 Root Epistemic 
possibility 

Epistemic 
necessity 

Modal syntax (15) (16) (17) 
Ellipsis size vP vP TP 
Different subj (1a) (4b) *(4a) 
Voice 
mismatch? 

Should 
be OK 

Should be 
OK 

Should NOT 
be OK 

 
Note that in (15) and (16), the Voice head 
responsible for voice specifications are external to 
the ellipsis site, unlike in (17), the relevant head is 
contained within the ellipsis site. Let us assume 
Merchant’s (2008, 2013) theory of voice 
mismatches according to which VP-ellipsis, not 
pseudogapping, allows voice mismatches because 
only in the derivation of the former case, the 
Voice head endowed with the feature determining 
the voice morphology of the sentence is external 
to the ellipsis site. Given this theory, our analysis 
makes the prediction highlighted in grey in Table 
1, namely, that PAE cases licensed by root and 
epistemic possibility modals should, but those 
cases licensed by epistemic necessity modals 
should not, accept voice mismatch. Examples in 
(21−22) show that this prediction is borne out. 
 
(21) a.   Please read the message carefully, 

phrased better than I could, below, as we 
look for new respondents for a workshop 
with Professor Michael Fishbane. [root] 

 b. This information should not be released 
to the media by anyone, but Trump’s 
enemies might. [epistemic possibility] 

((21a) from Merchant (2013:80);  
(21b) from Si Kai Lee (p.c.)) 
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(22) a.*  This information should not have been 
released to the media, but Trump’s 
enemies must. [epistemic necessity] 

 b.* The beloved champion must have 
outperformed his hated rivals as their 
recent lackluster performances suggest 
they should. [epistemic necessity] 

(Si Kai Lee (p.c.)) 
 

   The other consequence of our proposed 
analysis of modal syntax is that it opens a new 
avenue of research into investigating 
commonalities between English PAE and 
so-called Modal Complement Ellipsis (MCE) in 
Romance (Dagnac 2010; see also Aelbrecht 
(2010) for examples of Dutch MCE and their 
analysis in terms of derivational ellipsis). 
Dagnac makes a couple of observations highly 
reminiscent of the major properties of PAE we 
have pointed out above. Firstly, French, Italian 
and Spanish, all known to be non-VP-ellipsis 
languages, somehow allow ellipsis only after 
root modals, as shown in (23). This is quite 
similar to what we have seen in the English PAE 
cases licensed by root modals with the different 
subject as illustrated in (1), (2b) and (3b). 
 
(23)  Tom   a pu    voir  Lee, mais  Maire    
     Tom   can.PST  see   Lee  but   Mary 

n’a   pas pu. [root modal]    
     NEG  can.PST 
     ‘Tom could see Lee, but Mary couldn’t.’  

(Dagnac (2010:158)) 
 

Secondly, MCE prohibits voice mismatch, as 
shown in (24) and (25), which Dagac takes to 
show that its derivation involves TP-ellipsis in 
the same way we have argued that PAE involves 
TP-ellipsis under epistemic necessity modals on 
the basis of the impossibility of voice mismatch 

in those contexts. 
 
(24)* Il  faut   remplacer   l’ampoule, de  
     it  needs  replace    the.bulb   of 
     l’escalier,  mais  elle   ne  peut  pas  
     the.staircase but    it   NEG  can   NEG 
     −elle  est  coincée. 
      it    is   jammed 
    ‘Someone should replace the bulb in the 

staircase, but it can’t. − It’s jammed.’  
(Dagnac (2010:165)) 

(25)* Ce  problème  aurait  dû  être  résolu, 
  this  problem  must.be.PST-COND  solved 
     mais  visiblement  personne n’a  pu.  
     but   obviously     nobody  NEG can.PST  
     ‘This problem should have been solved, 

but obviously nobody could.’ 
   (Dagnac (2010:165)) 

 
5. Conclusion 
   In this paper, we have argued that the actual 
size of modally licensed PAE, vP-ellipsis or 
TP-ellipsis, depends on modal force. If this 
analysis is tenable, then our new finding 
challenges the common wisdom that English has 
TP-ellipsis only under sluicing and fragments. We 
have further indicated that our analysis allows us 
to find initially unexpected commonalities 
between certain cases of PAE in English and 
MCE in Romance languages. The overall results 
of our paper show that the observed interaction 
between modality and ellipsis cannot be captured 
by simple semantic dichotomies like root vs. 
epistemic or necessity vs. possibility. Instead, it 
must be approached with care through 
fine-grained cartographic structures underlying 
these distinctions along the lines of Cinque’s 
(1999) cartographic theory of modal syntax and 
their resulting size differences in ellipsis. 
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NOTES 
1 We are aware of two problems with this 
analysis. Firstly, our analysis implies that subjects 
must be obligatorily reconstructed into an 
identity-calculation domain, unlike objects, for 
the grammaticality of (1b, c) indicates that the 
antecedent and elliptical clauses do not need to 
share the same object for PAE to be obtained. 
Given our analysis, we can only conjecture at this 
stage of our research that subject reconstruction is 
obligatory whereas object reconstruction is not 
forced for some reason we do not understand. We 
are currently working out a solution to this 
problem based on von Fintel and Iatridou’s 
(2003) Epistemic Containment Principle. 
Secondly, the same subject requirement alluded to 
in the text does not hold for sluicing, another case 
of TP-ellipsis (Merchant 2001), unlike those PAE 
cases licensed by epistemic necessity modals (e.g., 
(7−11)), as witnessed by the grammaticality of (i). 
 
(i)  I know which professor1 [TP t1 likes this 

paper], but I don’t know which student2 [TP t2 
likes this paper]. 

 
Thanks to Yusuke Yagi (p.c.) and Yuta Tatsumi 
(p.c.) for helpful discussions on these problems 
and suggestions based on von Fintel and 
Iatridou (2003). 
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Pair-Merger * 
Pair-Merger Analysis of Extraposition from DP 

Construction in English  

 Hiroyoshi Tanaka  
Sangyo-Ika University  

, 
Pair-Merger, , , 

 

1. Pair-Merger
 

Chomsky (2013, 2015) 
 (syntactic object: SO) 

 
(C-I) 

 (Labeling 
Algorithm: LA) LA

 (Minimal Search: MS) 
(1)  

 
(1) a. SO = {H, XP}  MS

  [H {H, XP}] 
 b. SO = {XP, YP}  MS

  [? {XP, YP}] (XP-YP ) 
 
(1a) MS

(1b)

XP-YP
(2)

 
 

(2) a. SO = {XP, YP} XP
LA YP

  [YP { _XP, YP}] 
 b. SO = {XP, YP} XP YP

<F, F>  
 [<F, F> {XP[F], YP[F]}]  

 
(2a) Wh

(2b)
T φ Wh C

Q  
(3)
(2)

 
 
(3) a. Bill was dancing while he was singing.  

SO = {vP, CP} = [? {vP, CP}] 
 b. John dropped the dishes with a crash.  

SO = {v*P, PP} = [? {v*P, PP}] 
 

Chomsky (2004) Pair-Merger
(4)

 (adjunction) 

ordered set  
 
(4)  For SO = {α, β}, Pair-Merger (a descendant 

of adjunction in earlier theories), as an 
asymmetric merger operation, makes an 
ordered set between merged elements <α, β>.  

(Chomsky (2004: 117-118))  
 

(4) Epstein, Kitahara and 
Seely (EKS) (2016) (5)

v*
R(oot) Pair-Merger

v*
R
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(5) In “weak” verbal derivations, v* becomes 

invisible (and thus is no longer the 
phase-head) with the application of external 
Pair-Merger of verbal R(oot) and phasal v*, 
resulting in the label [R <R, v*>]. 

 
(5) (3) (6)

CP PP Pair-Merger

CP PP  
 
(6) a. SO = {vP, CP} = [vP < vP, CP>] ( = (3a)) 
 b. SO = {v*P, PP} = [v*P <v*P, PP>] ( = (3b)) 
 

Pair-Merger
XP-YP
(7) 1 

 
(7) SO = {XP, YP} XP

Pair-Merger LA
YP

  [YP <YP, XP>] 
 

(7)
 (Extraposition from DP: ExDP) 

 
 
2. ExDP  

(8)
PP CP

ExDP
2 

 
(8) a. [A review _ ] came out yesterday of this 

article. 
 b. John read [a paper _ ] over the summer of 

Chomsky’s. 
 
ExDP (8a)  (ExSubj) 

(8b)  (ExObj) 
 

(Ex(traposed element)) 
cf. Ross 

(1986) Rochemont and Culicover (1990)  
(1995) Ex

Tanaka (2009: 
183) 

(9) C-I
 

 
(9) The modification interpretation is formed 

within a single transferred domain. 
 
(9)

C-I
ExDP

Ex

Ex
 

LA
CP C

<φ, φ> TP
v*P

R v*
Pair-Merger v*
v* R φ

R
 
(10)

 
 

125



(10) a. CP C <φ, φ>
TP  

 b. v*P v* <φ, φ>
RP  

 
CP LA

C <φ, φ>
v*P R

v* Pair-Merger v*
R
Pair-Merger R

(7) Pair-Merger

v* R
v*

v* <φ, φ>
RP  

(9)
C-I Ex

ExSubj Ex
TP-edge

vP-edge ExObj
Ex RP-edge

3 

Ex Pair-Merger

ExSubj < TP/vP, Ex> ExObj
<RP, Ex> ordered set

Ex
ExSubj TP vP

ExObj RP
(11)  

 
(11) a. ExSubj = [TP/vP < TP/vP, Ex>] 
 b. ExObj = [RP <RP, Ex>] 
 

(12) (13)

ExSubj ExObj
4 

 
(12) a. [A MAN _ ] came in with blond hair, 

and [a WOMAN _ ] did [vP e ] too. 
 b. [A MAN _ ] came in with blond hair, 

and [a WOMAN _ ] did [vP e ] with 
BROWN hair. 

(13) a. What John did was draw [a picture _ ] 
on the wall of his brother. 

 b. *What John did of his brother was draw 
[a picture _ ] on the wall.    

(Culicover and Rochemont (1990: 30)) 
 
(12) ExSubj vP

PP

vP PP (12a)
vP-edge (12b) TP-edge

PP
 

(13) ExObj

(13a) Ex
(13b) Ex

ExObj Ex
RP-edge

 
ExSubj

Ex
ExObj Ex

 
 
3.  
3.1. Ex  

Pair-Merger Ex

Ex

126



(14) (15)
 

 
(14) a. *Which bookj did [a review _i ] come out 

last week [of _j]i ? (ExSubj) 
(Wexler and Culicover (1980: 335)) 

 b. *Whoj did you show [a picture _i ] to 
Martha [of _j]i ? (ExObj) 

(Baltin (1984: 159)) 
(15) a. [That [a review _ ] came out yesterday 

of this article] is catastrophic. 
 b. *[That [a review _ ] came out yesterday _ ] 

is catastrophic of this article. (ExSubj) 
      (Ross (1986: 4)) 

c. It was believed [that John saw [a picture 
_ ] in the newspaper of his brother] by 
everyone. 

d. *It was believed [that John saw [a picture 
_ ] in the newspaper _ ] by everyone of 
his brother. (ExObj)     

(Rochemont (1992: 375)) 
(cf. What do you think [ _ that John eat _ ]?) 

 
(14) ExSubj ExObj Ex

Ex
Pair-Merger

Wh

 
(15) Ex

(15a-b) ExSubj (15c-d) ExObj
Ross 

(1986)  (Right Roof 
Constraint) 

Ex (15a)
(15c) Pair-Merger

(15b) (15d)

 
ExDP

A
Wh

Wh Wh C
[Q] <Q, Q>

Wh ExDP

 
 
3.2.  

Ex
 (argument) (16)

(16a-b) ExSubj (16c-d)
ExObj Ex
PP CP 5 
 
(16) a. [A man _ ] appeared with green eyes. 
 b. [A book _ ] appeared which was written 

by Chomsky. (ExSubj) 
c. John read [a book _ ] over the summer 

by Chomsky. 
d. I called [somebody _ ] yesterday who I 

couldn’t stand. (ExObj) 

 

Ex
Ex

(15)
Pair-Merger

(16)
 

Ex

127



(9) C-I
(10)

ExSubj TP-edge
vP-edge ExObj RP-edge

 
(17)

ExSubj ExObj Ex
 

 
(17) a. [A man _i] came into [the room _j] last 

night [that I had just finished 
painting]j [who had blond hair]i. 

 b. *[A man _i] came into [the room _j] last 
night [who had blond hair]i [that I had 
just finished painting]j. 

(Rochemont and Culicover (1990: 53)) 

 
(17a) ExObj Ex ExSubj

(17b)

ExSubj Ex TP
vP ExObj Ex RP

 
Ex

(18) (19)
 

 
(18) a. *Whatj did [a man _i] enter [who was 

wearing _j]i? (ExSubj) 
(Baltin (1984: 159)) 

 b. *Whatj did John invite [several people _i] to 
the party [who gave _j to Mary]i? (ExObj) 

(Rochemont and Culicover (1990: 39)) 
(19) a. [That [someone _ ] exists who can beat 

you to a pulp] is a foregone conclusion. 

 b. *[That [someone _ ] exists _ ] is a 
foregone conclusion who can beat you 
to a pulp. (ExSubj) (  (1995: 44)) 

c. [That Sam didn’t pick [those packages up 
_ ] which are to be mailed tomorrow] is 
possible. 

d. *[That Sam didn’t pick [those packages 
up _ ]] is possible which are to be 
mailed tomorrow. (ExObj) 

(Ross (1986: 166-167)) 

 
(18) Ex

ExSubj ExObj
Pair-Merger

Ex Wh
 

(19)

Ex
(19b) (19d)

(9) C-I
(19b) (19d)

Ex
(9)

(9)
 

(19) Wh
(20) Wh

 

 
(20) a. [How many people _i]j did John say he 

visited _j last night [that he has known 
for a long time]i? 

(Rochemont and Culicover (1990: 37)) 
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 b. [What secret documents _i]j did the 
British government announce they were 
about to reveal _j last week [that would 
change our view of history]i? 

 (Rochemont (1982: 152)) 

 
(20) Wh Ex

Ex
Wh

CP-edge
Wh

Ex CP

(9)

 
 
4.  

Ex
Ex

(21)
(23)  

 
(21) a. ?/*I gave himi [a picture _ ] yesterday of 

John’si mother. (Argument ExObj) 
 b. I gave himi [a picture _ ] yesterday from 

John’si collection. (Adjunct ExObj) 
(22) a.  I read [a book _ ] [before reading an article 

pg] about John. (Argument ExObj) 
 b. *I read [a book _ ] [before reading an 

article pg] from John’s library. (Adjunct 
ExObj) 

(23) a. ??I saw [the (best) picture _ ] yesterday of 
the museum. (Argument ExObj) 

 b. I saw [the (best) picture _ ] yesterday 
from the museum. (Adjunct ExObj) 

(cf. I saw [a (very good) picture _ ] yesterday 
of the museum. (Argument ExObj)) 

(Fox and Nissenbaum (1999: 8-10)) 
 

(21) C
Ex

(22)

A
(23)

Ex

 
 
5.  

Pair-Merger
ExDP

(9) C-I

 

 
* 40

 
 

1  MS  
2  

 
3  Ex Rochemont 
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and Culicover (1990)  (Complement 
Principle) 

 
4 (12)

 
5 (16)

Ex
Ex
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1.  
  1-1   

LGB
D

 
  

  

Hornstein (1991) 

Chomsky (2021) 

  

 
  

  

 

Saito (2016, 2018) 

Kuroda (1988) 

  

 
 
2.  
 Chomsky (2013) 

 
(1) a.  = {X, YP}   b.   = {XP, YP} 
  c.   = {X, Y} 
(a) X

X  (b, c) 

(b) 

 
(2) a.  XP  YP  
       
  b.  X Y f  
      <f, f>  

(2) 

 
(3)  [  DP1 [TP T [  DP1 [v*P v* [VP V DP]]]]] 
DP1   

v* DP1 T  

 < , > 

 
  

Saito (2018) Chomsky (2015) 

(4) /P
 T  

(4)  = {{DP, /P}, TP} 
 (4) 
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 3.    
   

 

 
(5) a. *Mary [  [VP ate only apples] fruits]. 
  b. *Mary [  [VP went to France] to Europe]. 
(5)  

 

 
 (5a) 

Kuroda (1988) 

Kuroda   

1-1
1-0 1-

Kuroda  
(6) a.?? . 
  b.  [ ]  ( ) . 
(6a) 

(6b) 

Kuroda (6) 

  

 
 

(7) 

 
(7)  [ ]  
    ( ) . 

  

Kuroda  

 
 
4.   
 (8) 

 
(8) *[ ] .

 
(9)  [ ]  
  . 
(9) 

 
 
5.   
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1. Introduction 
 Tense is one of the most controversial 
topics in linguistics. This symposium 
highlighted tenses, tense morphemes and 
adverbs in English and Japanese from different 
perspectives. Ogihara and Steinert-Threlkeld 
discussed the behavior of tense morphemes in 
temporal adverbial clauses (such as before/mae 
and after/ato clauses) in English and Japanese. 
Komoto discussed the meanings of the 
evidential marker -rashii and the epistemic 

marker -kamosirenai with the morpheme -ta. 
Nishiguchi considered the so-called past tense of 
surprise or discovery, which is a modal past, 
based on the anaphoricity of the pronoun. 
Nishiyama analyzed the deictic uses of the 
English and Japanese present-time adverbs, now 
and ima, whose referents appear to be located 
within different ranges of time. Hohaus shared 
some of the findings from her lab on the 
processing of tense in English, and ended with 
some thoughts on Japanese. 
 
2. (Lecture 1) Extensional vs. Intensional 
Approaches to the Semantics of Non-veridical 
Before (Toshiyuki Ogihara and Shane 
Steinert-Threlkeld)  
 We discussed the behavior of tense 
morphemes in before/mae and after/ato clauses 
in English and Japanese. We compared 
Anscombe’s (1964) purely extensional analysis 
and Beaver and Condoravdi’s (2003) intensional 
analysis of before/after. Anscombe’s (1964) is 
deceptively simple and requires no intensional 
semantics. Beaver and Condoravdi (2003) 
proposed an alternative analysis in which after 
and before are lexical converses and the clausal 
complement of after and before denotes the 
earliest time at which the sentence is true at any 
of the “accessible” worlds. Anscombe (1964) is 
more parsimonious than the proposal in Beaver 
and Condoravdi (2003), and it makes more 
accurate predictions about the data if it is 
supplemented by a small number of pragmatic 
principles. By replacing the universal quantifier 
in Anscombe’s original proposal with a negated 
existential, we can also explain some additional 
data involving expletive negation (Jin and 
Koenig 2019) in many languages. 
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3. (Lecture 2) Some Evidential and Epistemic 
Markers, Past Tense Morpheme, and 
Perspective Shift (Naoko Komoto) 
 In this talk, I discussed the meanings 
of the evidential marker rashii ‘it seems’ and the 
epistemic marker kamosirenai ‘may’ with the 
past tense morpheme -ta. They are sparingly 
used in spoken language and sometimes in 
written texts, as studied in Nihongo Kijutsu 
Bunpoo Kenkyuukai (2003). I am examining 
their semantics in terms of perspective. Some of 
these expressions can convey the same meanings 
without the past tense morpheme -ta, while 
others do not. Investigating both types of 
examples, I showed that they can be described in 
terms of perspective shift along the lines of 
Abrusán (2021).  
 
4. (Lecture 3) Surprise Past and Modal 
Subordination (Sumiyo Nishiguchi)  
 This paper argued that the past tense of 
surprise or discovery as in While I thought there 
was no cat in this island, it was here! when 
finding what has not been expected or missing 
(Teramura 1984, others) is a modal past in view 
of the anaphoricity of the pronoun. While the 
pronoun in the sentences in past tense can refer 
back to the indefinites in the antecedent of the 
conditional or in the previous sentence, those in 
the present tense do not allow coreference. The 
antecedent contains an attitude verb or a 
necessity modal. In order to allow anaphoric 
reference of pronouns, the subordination relation 
is required between two sentences, and modal 
element should be present in the consequent. 
Modal subordination has been observed in 
English (Roberts 1989), main clauses in German 
Konjunctive I (Potts 2005, others) and in 
Japanese (McCready and Asher 2006). 
 

5. (Lecture 4) Granularity of Now in English 
and Japanese (Atsuko Nishiyama) 
 This talk compared the uses of the 
English and Japanese present-time adverbs now 
and ima ‘now.’ They both refer to the time of 
utterance in conversation and a time in narrative 
discourse, but they seem different in the range of 
time they refer to. For example, ima can occur in 
the past out of the blue, while now cannot. This 
talk modified the meaning of now in 
past-narrative discourse in Altshuler (2016) and 
extended it to the deictic uses of now and ima. 
The difference is pragmatically explained, 
combined with reference time updates in Partee 
(1984), via different implicatures in the tense 
and aspect system between English and 
Japanese. 
 
6. (Lecture 5) Embedded Tenses in English: 
The View from Processing” (Vera Hohaus, 
Giuliano Armenante and Britta Stolterfoht) 
 This talk revisited the temporal 
interpretation of complement and relative 
clauses in English, and “...the puzzling fact that 
most, but not all, occurrences of past tense 
convey a meaning of anteriority” (Heim 1994). 
This fact is not only a puzzle for semantic theory 
and our understanding of the mapping between 
form and meaning, but also for sentence 
processing. We first reviewed some of the key 
approaches to embedded tenses and discuss the 
processing predictions they translate to. We then 
presented a battery of comprehension 
experiments from joint work with Giuliano 
Armenante (Universität Potsdam) and Britta 
Stolterfoht (Eberhard Karls Universität 
Tübingen) that were designed to test these 
predictions. 
 
* This symposium was supported 
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1. Introduction 
   The objective of this workshop was two-fold. 
One was to demarcate the range of possible 
mismatches in ellipsis in language, for, to the best 
of our knowledge, there is no such project under 
way. The other objective was to bring specific 
mismatch phenomena in particular languages to 
bear on current issues regarding ellipsis mismatch, 
such as the character of identity conditions on 
ellipsis, size of ellipsis sites, the operational 
distinction underlying ellipsis, and the etiology of 
ellipsis mismatch in natural language syntax.  
 
2. Mismatch under Ellipsis: Its Consequence 
for the PF-deletion vs. LF-copying Debate 
   Sakamoto discussed certain cases of aspectual 
mismatch under ellipsis in English and Japanese 
and maintained that (in)tolerance of the mismatch 
in question can be adopted as a diagnostic for the 

distinction between PF-deletion and LF-copy. He 
first introduced Matsuo’s (1998) observation that 
aspectual mismatch is allowed under VP-ellipsis 
and pseudogapping but is disallowed under 
Antecedent-Contained Deletion (ACD) in English 
and her analysis of the contrast: VP-ellipsis and 
pseudogapping are derived via PF-deletion so that 
aspectual mismatch is possible, whereas ACD is 
derived through LF-copying, which copies the 
already determined aspect in the antecedent onto 
an ellipsis site, thus the mismatch in question being 
impossible. He further showed that aspectual 
mismatch is disallowed under argument ellipsis in 
Japanese, supporting the claim that argument 
ellipsis is implemented via LF-copying. Moreover, 
he examined the possibility of extraction out of an 
English ACD site and a Japanese argument ellipsis 
site, demonstrating that overt extraction, e.g., 
wh-movement, is allowed out of neither domain, 
which indicates that the otherwise two different 
phenomena can be unified through LF-copying.  
 
3. Revisiting Antecedent-Contained Sluicing: A 
View from Labeling  
   Takita proposed a syntactic identity-based 
analysis of “antecedent-contained” sluicing (ACS). 
In ACS, an infinite regress problem would be 
inevitable if what is elided within an adjunct clause 
were TP taking the matrix TP as its antecedent. 
Although it has been argued that in ACS the elided 
TP takes the matrix vP as its antecedent, he 
proposed that ACS involves vP-ellipsis with 
syntactically identical vP-antecedent, where the 
elided vP directly serves as the complement of the 
interrogative C. The infinite regress problem does 
not occur because there is no containment relation 
between the antecedent matrix vP and the elided vP 
within the adjunct clause. As for the otherwise 
illegitimate selectional relationship between C and 
vP, he proposed to reduce its illegitimacy to 
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labeling. Assuming that labeling is required for the 
purpose of linearization, he claimed that ellipsis 
can “repair” the labeling failure, rendering the 
selection of vP by C possible. 
 
4. Argument Structure Mismatches in Gapping  
   Nakamura discussed causative/inchoative 
mismatches in Gapping in English and Japanese. 
He showed that a causative antecedent allows its 
inchoative variant to be gapped but not vice versa 
in English. He also showed that a causative 
antecedent licenses Gapping of its inchoative 
counterpart and the opposite is also true in 
Japanese, as far as the two alternants have an 
identical morphological form. Then, he developed 
an account for the cross-linguistic differences, 
building on the verb phrase structures 
independently proposed for English and Japanese 
in the literature to account for the 
causative/inchoative alternation. Assuming a 
movement-and-deletion approach to Gapping in 
English, he argued that an inchoative verb is 
recoverable from its causative counterpart in 
English because the structure of the latter contains 
the structure of the former. On the other hand, he 
assumed that Gapping is an instance of 
non-constituent deletion in Japanese and claimed 
that the causative and inchoative alternants that 
have an identical morphological form have quite 
similar structures and only differ in that an external 
argument is projected in the causative alternant. 
Thus, not only can the causative verb serve as the 
antecedent of the gapped inchoative counterpart, 
but also the inchoative verb can license Gapping of 
the causative counterpart in Japanese. 
 
5. A Mismatch Theory of Ellipsis   
   Sato addressed the question why there is 
mismatch in ellipsis in language. He developed a 
new generalization, based on a detailed catalogue 

of possible and impossible mismatches in various 
languages, that PF-deletion of an XP requires 
identity of an YP, a sister to X. The mismatch cases 
examined included voice mismatch under 
VP-ellipsis and pseudogapping in English, 
polarity/finiteness/tense mismatches under sluicing 
in English, antecedent-ellipsis size mismatch under 
antecedent-contained sluicing, causative/inchoative 
mismatch under VP-ellipsis in English, case 
particle/focus mismatches under argument ellipsis 
in Japanese. Sato then argued that this sort of 
mismatch is the norm rather than exception, 
derived through the interaction of a version of the 
non-simultaneous transfer model with certain 
conceptions of computational efficiency imposed 
on PF-LF information trafficking in a dynamic 
derivational model.   
 
6. International Workshop on Ellipsis Mismatch   
   The presenters received valuable feedback 
from the audience at the workshop, but they all 
agreed that this 135min workshop was hardly 
sufficient for serious discussion on the nature of 
ellipsis mismatch. For this reason, the presenters 
are currently working together to organize an 
international workshop on this very same topic at 
Tsuda University in September 2023 as a spin-off 
from this workshop. Stay tuned for further 
announcements on the Tsuda workshop! 
 

* This workshop is supported in part by JSPS 
KAKENHI Grant Numbers 21K00568 
(Nakamura), 18K00659 and 21H00532 (PI: 
Hiroki Narita) (Takita), and 19K00560 (Sato). 
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1. Introduction

For the transparent mapping to the

syntax-semantics interface, it is important to 

specify which place an element occupies in the 

syntactic structure and what kind of property 

that position exhibits. Especially, it is important 

to identify whether it is an argument position 

(A-position) or not (A′-position). Under the 

configurational definition of A/A′-positions, it is 

assumed that an A-position is a potential theta 

position (Chomsky (1981)) or a Case position 

(Bošković (2001, 2007)), while an A′-position is 

a position where an element receives a 

discourse-configurational value, such as topic or 

focus (Rizzi (1997, 2006)).  

(1) Configurational A/A′-definition

a. A-position: a potential theta position

(Chomsky (1981: 47)) or a Case position

(Bošković (2001, 2007)).

 b. A′-position: the position where an

element receives a

discourse-configurational value, such as

topic or focus (Chomsky (2000), Rizzi

(1997, 2006)).

However, the configurational definition fails to 

specify the A/A′-properties of intermediate 

positions of movements.  Therefore, Martin 

and Uriagereka (2019) suggest the possibility 

that A/A′-movement distinctions are made 

contextually under the phase theory, based on 

copy formation/chain; two copies are regarded 

as A-copies when they are contained in a single 

transfer domain, while the copies are regarded as 

A′-chains when only part of the chain is 

contained in the transfer domain of a phase.  

(2) Phase-based A/A′-definition

a. A-chain: the two occurrences contained in

the same transferred domain is regarded as

copies [i.e., A-copies].

b. A′-chain: only part (i.e., the tail and/or

some intermediate link) of the chain is

contained in the domain of phase.

(Martin and Uriagereka (2014: 176)) 

I propose that the configurational and 

copy-based A/A′-definitions are both necessary, 

and these definitions, in conjunction with the 

phase theory advocated by Saito (2017a), lead to 

the expectation that some movements in 

Japanese exhibit A- and A′-properties (Mahajan 

(1990), Saito (1992), Tada (1993)). I show that 

this expectation is borne out based on 

ga/no-nominative alternation in the Hichiku 

dialect of Japanese (HJ). 

2. Assumptions and Proposal

2.1. ga/no Nominative Subjects in the

Hichiku Dialect 

In this section, I examine subject positions in 

Japanese in light of ga/no nominative alternation 

in the Hichiku dialect of Japanese (HJ), which is 

spoken in Kyushu, southwestern Japan. Unlike 

Standard Japanese exemplified in (3a), HJ 
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allows no nominative subjects in cases like (3b). 

Following Kato (2007), Nishioka (2013, 2018, 

2019) assumes that the ga nominative subject 

moves to Spec, TP, while the no nominative 

subject remains in Spec, vP in HJ.  

(3) a. [CP C [TP DPgai T [vP ti …]]]

b. [CP C [TP T [vP DPno …]]] 

The assumption that the no nominative subjects 

are located in a lower position than the ga 

nominative subjects is confirmed by the contrast 

in (4). Only the ga nominative subject, which 

moves to TP, may precede the sentential adverb.  

(4) a. Uresikakotuni ame-ga/no huri-yoru. 

     happily      rain- NOM/NOM fall-PROG 

     ‘Happily, it is raining.’                                   

b. Ame-ga/*no     uresikakotuni  huri-yoru. 

     rain-NOM/*NOM  happily      fall-PROG       

(Nishioka (2013: 180)) 

Kato (2007) and Nishioka (2013) further 

observe that the difference in the morphology of 

the nominative element contributes to the 

semantic interpretation of the subject. 

Specifically, it is observed that an element 

marked with the no-nominative Case cannot be 

interpreted as a topic or a focus. That is, 

no-nominative Case possesses the 

anti-topic/focus property. (5a) shows that in 

Japanese, the nominative subject only gets the 

exhaustive-listing focus interpretation when the 

predicate is individual-level (Kuno (1973)). In 

light of the obligatory focus interpretation on the 

subject in (5a), the ungrammaticality of the 

no-nominative subject in (5b) suggests that the 

no-nominative subject resists focus 

interpretation (Nishioka (2013, 2018, 2019)).   

(5) a.  Taroo-ga iintyoo  (desu) tai. 

Taroo-NOM chair     COP   PRT 

‘Taroo is the chair.’  (exhaustive focus)  

b. *Taroo-no iintyoo  (desu) tai. 

Taroo-NOM chair COP   PRT 

‘Taroo is the chair.’ (*exhaustive focus)  

   (Nishioka (2019: 31)) 

2.2. The Case Position of Nominative Objects 

In Japanese, when a main verb or a causative 

suffix (s)ase is followed by the potential suffix 

rare/(r)e, which makes a complex predicate 

stative, the object may be marked as either 

accusative or nominative (Kuno (1973)). (6a) is 

a case of the potential construction (PC), and 

(6b), the causative-potential construction (CPC). 

(6) a. Mai-ga  melon-o/ga tabe-rare-ru. 

Mai-NOM  melon-ACC/NOM eat-POT-PRS 

‘Mai can eat melon.’ 

b. Mai-wa  Ken-ni melon-o/ga 

Mai-TOP  Ken-DAT   melon-ACC/NOM 

tabe-sase-rare-ru.  

    eat-CAUS-POT-PRS  

   ‘Mai can make Ken eat melon.’ 

Following Tada (1992), Yatsushiro (1999), and 

Kasai (2018), among others, I argue that while 

accusative objects (AOs) are licensed by V, 

nominative objects (NOs) overtly move to vP 

that hosts the potential affix rare/(r)e as its head 

(vPrare).  

(7) a. [vPrare NomObji [vPvoice [VP ti V]]rare/(r)e]

(PC) 

b. [vPrare NomObji [vPvoice [vP(s)ase [vPvoice [VP ti

V]] (s)ase]] rare/(r)e]            (CPC)

2.3. Phases and Transfer Domains 

   Saito (2017a, 2019) argues that when C/v 
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inherits its φ-features to T/V, the phasehood is 

also inherited to the lower head. For instance, in 

English, when C/v inherits φ-features to T/V, 

T/V also becomes a phase. Saito further assumes 

that a phase is transferred at the completion of 

the next higher phase. Under the assumption, TP 

is transferred at the completion of the higher 

phase CP in English. Under Saito’s phase theory, 

in Japanese, which lacks φ-feature agreement, 

C does not inherit its φ-features nor the 

phasehood to T. This in turn leads to the 

assumption that what is transferred at the 

completion of CP is vP, not TP.  

(8) a. T/V inherits phasehood from C/v* together

with φ-features. 

b. A phase HP is transferred upon the

completion of the next phase up.

(Saito (2019: 32)) 

(9) a. English

[CP C [TP Subji T [vP ti [VP …]]]] 

b. Japanese

[CP C [TP Subji T [vP ti …]]] 

(Saito (2019: 32)) 

Under Saito’s phase theory, the movement of the 

subject from Spec, vP to Spec, TP is operated 

within a single transfer domain in English, as 

schematized in (9a). In contrast, in Japanese, the 

subject moves across the transferred domains on 

its way to its Case position, Spec, TP, as shown 

in (9b).  

Turning to vP phases in Japanese, following 

Bošković (2014), I assume that the highest head 

in the phase-edge domain is the phase head: 

hence, in PC the vP phase is vPrare. Regarding 

CPC, as a vP phase is defined as a domain for 

argument structure and causative constructions 

have two argument structures, I assume that 

CPC has two vP phases: the matrix vPrare and the 

embedded vPvoice. 

(10) a. [vPrare NomObji [vPvoice [VP ti V]] rare/(r)e] 

(PC) 

b. [vPrare NomObji [vPvoice [vP(s)ase [vPvoice [VP ti 

V]] (s)ase]] rare/(r)e]  (CPC) 

As schematized in (10a), the movement of NO 

in PC is within the single transferred domain 

because there is no intervening phase. In 

contrast, NO in CPC moves across the transfer 

domains, as shown in (10b). 

2.4. Proposal: A and A′-movement 

If we entertain the configurational/contextual 

A/A′-distinctions (1)-(2) under the Phase theory 

of Saito (2017a, 2019), it is expected that 

Japanese has A and A′-movement, that is, 

movement for Case across transfer domains. 

(11a) is a schematized derivation where the 

subject moves from vP to TP for the 

ga-nominative Case in HJ. The movement is an 

A-movement since it is for Case. At the same

time, it counts as an A′-movement because the 

movement crosses the transfer domains. (11b) 

shows that the no-nominative subject resides in a 

pure A-position, as it is merged in an A-position 

and does not move. (11c) shows the movement 

of NO in PC. This movement is a pure 

A-movement, because it is for Case and is

within a single transfer domain. (11d) is a 

schematized derivation of NO in CPC, where the 

object undergoes movement from the lower vP 

phase to the specifier position of the higher vP 

phase. The movement is A-movement as it is for 

Case. This movement is also A′-movement as it 

crosses the transfer domains.  

(11) a. [CP C [TP DPgai T [vP ti …]]] 

b. [CP C [TP T [vP DPno …]]] 
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c. [vPrare NomObji [vPvoice [VP ti V]] rare/(r)e] 

(PC) 

d. [vPrare NomObji [vPvoice [vP(s)ase [vPvoice [VP ti 

V]] (s)ase]] rare/(r)e]  (CPC) 

Now, given that no-nominative subjects resist 

A′-properties such as topic or focus, and that 

A-movement in (11a, d) counts as A′-movement

as well, it is expected that the nominal phrases in 

(11a, d) cannot be marked with the 

no-nominative Case. In the following sections I 

examine the expectation with ga/no-nominative 

alternation in HJ. First, the next section focuses 

on the Case properties of NOs schematized in 

(11c, d). 

3. Nominative Objects in (Causative-)

Potential Constructions

As is stated in the preceding section, I argue 

that NOs overtly move to vPrare.  

(11) c. [vPrare NomObji [vPvoice [VP ti V]] rare/(r)e] 

(PC) 

d. [vPrare NomObji [vPvoice [vP(s)ase [vPvoice [VP ti 

V]] (s)ase]] rare/(r)e]  (CPC) 

The object can receive the nominative Case after 

moving to Spec, vPrare in PC, as this movement 

is within a single transfer domain, as shown in 

(11c). Note also that this movement is a pure 

A-movement, as the movement is for Case and

is operated within the same transfer domain. 

The object in CPC can also move to Spec, 

vPrare, as shown in (11d). This is because the 

lower vP phase is transferred at the completion 

of the higher vP phase. When the object gets its 

Case licensed by vrare, the lower copy also 

satisfies its Case requirement under the identity 

via copy formation (Chomsky (2021)). Thus, the 

lower copy does not cause any problem when 

transferred. This movement to obtain Case is 

regarded as an A-movement under the 

configurational definition of movement. At the 

same time, as the object moves out of the lower 

phase, it is regarded as an A′-movement under 

the phase-based A/A′-definition. Therefore, the 

movement of the nominative object in (11d) has 

both A-and A′-properties. 

The assumption that the movement in PC is 

A-movement, while that in CPC is A- and

A′-movement, accounts for the 

optional/obligatory focus interpretation of NO in 

these constructions.  

Nishioka (2018) observes that the objects of 

PC in HJ exhibit not only accusative/nominative 

alternation, but also ga/no-nominative 

alternation, as shown in (12a). However, the 

ga/no-nominative alternation on the object does 

not occur in CPC, as in (12b). This is because 

the movement in (12b) has both A-and 

A′-properties. This leads to the obligatory focus 

interpretation of NO, which in turn prohibits the 

no-nominative object from occurring in Spec, 

vPrare because of the anti-focus/topic property of 

the no-nominative Case. 

(12) a. Taroo-ga eigo-ba/?ga/no 

Taroo-NOM English-ACC/?NOM/*NOM 

dekuru (to).   

can PRT 

‘Taroo is capable of English.’   

(Nishioka (2018: 167, slightly modified)) 

b. Maki-wa Ken-ni   kome-ba/ga/*no

Maki-TOP Ken-DAT rice-ACC/NOM/*NOM

tabe-sase-rare-ru  (to   yo).

eat-CAUS-POT-PRS  PRT  PRT

‘Maki can make Ken eat rice.’ 

4. Other Cases of ga/no Alternation in HJ

4.1. Restructuring Verbs 
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Other cases of NOs in complex predicates 

also disallow ga/no-nominative alternation. For 

instance, restructuring verbs followed by the 

potential affix such as kari-ni ik-e-ru ‘can go to 

borrow’ exhibit the nominative/accusative 

alternation on the object (Takahashi (2012)). In 

such a case, however, ga/no-nominative 

alternation is disallowed in HJ. 

(13) a. Boku-ga  tosyokan-ni  hon-o

I-NOM   library-to book-ACC 

/ga/*no     kari-ni ik-e-ru. 

/NOM/*NOM  borrow-NI  go-POT-PRS 

‘I can go to the library to borrow a book.’ 

b. Hanako-ga   atode tosyokan-de zassi

Hanako-NOM later  library-at  magazine

-o /ga/*no kari-te ik-e-ru. 

-ACC/NOM/*NOM borrow- TE go-POT-PRS

‘Hanako can borrow a magazine at the 

library and go (somewhere) later.’ 

I assume that in such restructuring constructions, 

NO undergoes A-movement for Case into vPrare 

in the matrix vP out of the embedded vP phase, 

which adds A′-properties to the movement; the 

movement must yield focus interpretation. As 

no-nominative objects resist such focus 

interpretation, they cannot occur in the 

restructuring construction.  

4.2. Subjects in Spec, TP 

The analysis is further extended to the 

movement of the subject from Spec, vPvoice to 

Spec, TP; this movement is A-movement as the 

subject is assigned the nominative Case in Spec, 

TP. The movement also has A′-properties as it 

crosses the transfer domains, as shown in (11a). 

(11) a. [CP C [TP DPgai T [vP ti …]]] 

The A- and A′-properties of the movement leads 

to the obligatory focus/topic interpretation of the 

subject in Spec, TP. This accounts for the fact 

that the no-nominative subject may not appear in 

Spec, TP in an SOV word order sentence, as 

shown in (14a) and (15a). Note that it may 

appear in Spec, vPvoice in a scrambled sentence, 

where the object can satisfy the EPP feature of T, 

as exemplified in (14b). 

(14) a. Jiroo-ga/*no son  hon-ba 

Jiroo-NOM/*NOM  that book-ACC   

yon-da.  

read-PST 

‘Jiroo read that book.’ 

b. Son hon-ba   Jiroo-ga/no     yon-da.  

that book-ACC Jiroo-NOM/NOM  read-PST 

(Nishioka (2019: 33)) 

(15) ??/?Taroo-no susi-ba kuu-ta ken 

Taroo-NOM sushi-ACC eat-PST because 

Jiroo-mo  kuuta. 

Jiroo-also  eat-PST 

‘Because Taroo ate sushi, Jiroo also ate 

it.’           (Nishiokoa (2019: 34)) 

4.3. wh-no 

  The focus property of the moved element in 

the above cases are defined in a configurational 

/contextual way; none of the above nominal 

elements is intrinsically focused. The 

configurational/contextual A/A′-distinction is 

further supported by the Case-marking of 

wh-phrases in HJ. Saito (2017b) argues that 

wh-indeterminate phrases in Japanese are 

operators that need to specify their 

quantificational force by (covertly) moving to 

the specifier position of the question particle -ka 

or the focus particle -mo. Under the assumption, 

wh-indeterminate phrases in an A-position is yet 

to possess a wh-feature. Therefore, it is expected 
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that wh-indeterminate phrases in an A-position 

can be marked with the no-nominative Case. It is 

after the movement of a wh-phrase to an 

A′-position that the wh-phrase receives an 

interrogative feature. 

(16) a. Dai-ga/no ki-ta to? 

who-NOM/NOM come-PAST PRT   

‘Who came?’   

b. Hon-ba    dai-ga/no      yon-da   to? 

book-ACC who-NOM/NOM read-PST  PRT 

‘Who read the book?’ 

(17) Kono  hon-ba dai-no 

this book-ACC  who-NOM 

yomi-mo  se-n-yatta. 

read-also  do-NEG-PAST 

‘Nobody read this book.’ 

Further, under the configurational/contextual 

A/A′-distinction, it is expected that wh-no in PC 

is allowed, while wh-no in CPC is not allowed, 

because the NO wh-no in PC undergoes 

A-movement, while that of CPC undergoes A

and A′-movement, which results in focus 

interpretation that is inconsistent with 

no-marking. 

(18) a. Maki-wa   nan-no tabe-re-ru to? 

Maki-TOP  what-NOM eat-POT-PRS  Q 

‘What can Maki eat?’ 

b. *Maki-wa  Yuki-ni   nan-no

Maki-TOP  Yuki-DAT  what-NOM

tabe-sase-raru-ru   to? 

eat-CAUS-POT-PRS  Q 

‘What can Maki have Yuki eat?’ 

5. Conclusion

In this paper, I have argued that NOs

undergo A-movement to vPrare in potential 

constructions, while those of causative-potential 

constructions undergo A and A′-movement to its 

Case position (vPrare). Furthermore, it is shown 

that no-nominative elements exhibit the 

anti-topic/focus property; that is, they resist 

being in A′-positions. Some cases of 

A-movement of NO crosses the transfer domains,

and thus exhibit both A- and A′-properties, 

prohibiting the no-nominative Case. 
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1. Introduction
In his seminal work, Haspelmath (1997)

classifies indefinite pronouns into two major 
types. One is a generic-noun-based indefinite 
pronoun, which is derived from a generic noun; 
e.g., some-thing in English, which is composed
of the quantificational element some and the
generic noun thing. The other type is an
interrogative-based indefinite pronoun, which is
derived from interrogative pronouns; e.g.,
shenme in Mandarin Chinese as illustrated in (3),
where the interrogative pronoun is used to
express the interpretation of ‘something’.

(3) Ta  yiwei  wo  xihuan  shenme.
he  think   I     like       what
‘He thinks I like something.’   (Li 1992:125)

Haspelmath raises the question whether there is 
a typological correlation between the type of 
indefinite pronouns and other properties of 
relevant languages, but he leaves it open.1 
   In this paper, I address this issue from the 
generative linguistic perspective. I first establish 
a novel typological generalization under a more 

fine-grained classification of the relevant 
indefinite pronouns; specifically, one type of 
“interrogative-based” indefinite pronoun is 
allowed only in languages that have affixal 
definite articles or lack definite articles. I then 
propose a deduction of the generalization 
building on a version of the NP/DP-language 
distinction advocated by Talić (2017); essentially, 
variation in the structure of nominal phrases is 
crucial for availability of the relevant pronouns. 

2. Sorting Out the Terminology
Haspelmath (1997) observes that there are

two ways to derive “interrogative-based” 
indefinite pronouns. In one form, interrogative 
pronouns and indefinite pronouns are 
morphologically identical, e.g., Chinese shenme, 
which can mean ‘what’ or ‘something’, as shown 
in (3) and (4). In the other form, interrogative 
pronouns require a quantificational particle/affix 
to form indefinite pronouns. A representative is 
Japanese nani ‘what’, which requires the 
disjunctive/question marker ka to have the 
interpretation of ‘something’, as shown in (5). 

(4) Ta  yiwei  wo  xihuan  shenme?
he  think   I     like       what
‘What does he think I like?’     (Li 1992:125)

(5) a.  Kare-wa  nani-*(ka)-ga    sukida.
he-Top     what-KA-Nom  like 
‘He likes something.’ 

b.  Kare-wa nani-(*ka)-ga    sukina  no?
he-Top    what-KA-Nom  like       Q
‘What does he like?’

   It should be pointed out here that the term 
“interrogative-based” indefinite pronoun is 
actually quite misleading. Chinese shenme is 
interpreted as an interrogative pronoun (meaning 
‘what’) with interrogative force, but as an 
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existential indefinite pronoun (meaning 
‘something’) with declarative force (but with no 
dedicated particle for this use). Likewise, 
Japanese nani is interpreted as an interrogative 
pronoun (meaning ‘what’) with interrogative 
force, but as an existential indefinite pronoun 
with the particle ka. Thus, the interpretation of 
the relevant pronouns depends on the 
environment in which they occur, and the 
interrogative form is not a primitive (i.e., the 
base form) in these languages; if they were 
inherently interrogative, the interrogative 
interpretation would need to be “canceled” 
somehow in the indefinite usages, and it is 
unclear how this could be technically 
implemented. Actually, this point was already 
noticed and discussed as early as by Kuroda 
(1965), who calls the relevant pronouns in 
Japanese indeterminate pronouns, and has been 
discussed a great deal and elaborated on in the 
formal linguistic literature (e.g., Huang 1982, 
Nishigauchi 1990, Shimoyama 2006, among 
many others). Below I gloss indeterminate 
pronouns with English interrogative pronouns, 
only for presentational purposes. It should be 
kept in mind that indeterminate pronouns 
themselves do not inherently have the 
interrogative interpretation. 
   It should be immediately added here that 
Kuroda’s indeterminate pronouns are not 
sufficient to define the pronouns in question, 
either. Recall that Chinese indeterminate 
pronouns do not require any quantificational 
particles/affixes for the indefinite pronominal 
usage, unlike those in Japanese, which require a 
quantificational particle/affix. I take this as 
indicating that indeterminate pronouns should 
further be separated into two types. I define the 
Chinese-type indeterminate pronouns as (6) and 
the Japanese-type indeterminate pronouns as (7). 

(6) A bare indeterminate pronoun (BIP) is a
pronoun whose interrogative and indefinite
uses have the same form.

(7) A compositional indeterminate pronoun
(CIP) is a pronoun which functions as an
interrogative pronoun with interrogative
force and functions as an indefinite pronoun
with a quantificational particle/affix.

Below I focus on CIPs, establishing a novel 
typological generalization. 

3. Indeterminate Pronouns and the
NP/DP-language Distinction
   To the best of my knowledge, the first (and 
only) generative work that addresses the issue of 
correlation between the typology of indefinite 
pronouns and another linguistic property is 
Watanabe (2004). Watanabe first divides 
“interrogative-based” indefinite pronouns into 
the Chinese-type and the Japanese type, which 
exactly correspond in my terminology to BIPs 
and CIPs, respectively (though he does not 
provide precise definitions of the relevant 
pronouns). Interestingly, Watanabe notes that the 
productivity of CIPs correlates with the absence 
of definite articles. For instance, Japanese and 
Russian, which lack definite articles, have 
productive CIPs, as shown in (8) and (9), 
respectively (for space reasons, I present partial 
paradigms taken from Watanabe 2004). 

(8) Japanese
indet $ neg " 

person dare dare-ka dare-mo dare-mo 
thing nani nani-ka nani-mo nani-mo 
place doko doko-ka doko-mo doko-mo 
time itsu itsu-ka — itsu-mo 
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(9) Russian
indet $ neg 

person kto kto-to ni-kto 
thing cto cto-to ni-cto 
place gde gde-to ni-gde 
time kogda kogda-to ni-kogda 

There is also a striking diachronic change that 
shows this correlation; Latin, which lacked 
definite articles, had productive CIPs, whereas 
most Modern Romance languages, which have 
acquired definite articles, do not have them. 

(10) Latin
indet $ neg 

person quis ali-quis quis-quam 
thing quid ali-quid quid-quam 
place ubi ali-cubi usquam 
time quando ali-quando umquam 
(11) Italian

Q $ neg 
person chi qualcuno nessuno 
thing che qualche cosa niente 
place dove in qualche luogo in nessun 

luogo 
time quando qualque volta (mai) 

   Although the correlation between articles 
and CIPs appears to be robust, Watanabe ac- 
knowledges that Bulgarian, Romanian, and 
Hungarian have productive CIPs although these 
languages have definite articles. Watanabe in 
fact does not provide a clear descriptive 
generalization regarding CIPs that accommodate 
these languages. He attempts to offer an analysis 
in which CIPs undergo agreement with 
quantificational affixes/particles, but his analysis 
is not empirically motivated due to the lack of a 
clear descriptive generalization. 
   This being said, there is a possibility that 

arises from insights of previous works. Notice 
that Bulgarian and Romanian are languages with 
affixal definite articles (for the affixal status of 
the Hungarian definite article, see MacWhinney 
1976). Interestingly, Talić (2017) argues that 
languages with affixal definite articles pattern 
with languages without definite articles in a 
number of respects; for instance, she establishes 
the generalization (12), which is exemplified by 
(13)-(15). 

(12) Languages that allow adverb extraction out
of predicative adjectival phrases either lack
definite articles or have affixal definite
articles.

(13) *Terriblyi, he was [ti tired].  (English) 
(14) Strašnoi  je  bila   [ti  umorna].

terribly   is  been     tired.F.SF
‘She was terribly tired.’     (Serbo-Croatian)

(15) Užasnoi  bjah  [ti  umoren].
terribly   was      tired
‘I was terribly tired.’  (Bulgarian) 

It may then be that affixal article languages 
pattern with article-less languages with respect 
to CIPs, too (see also Reuland 2011, Despić 
2015, and Oda 2021 for typological 
generalizations with a similar language cut). 
   In order to confirm if this is indeed the case, 
I have conducted a large-scale cross-linguistic 
survey of indefinite pronouns, in which I have 
checked 138 languages that have “interrogative- 
based” indefinite pronouns. Among the 138 
languages, 80 languages are identified as having 
productive CIPs (the remaining 58 have BIPs). 
Among those 80, 66 languages lack definite 
articles: Ainu, Awa Pit, Badimaya, Bawm, 
Bengali, Buriat, Cahuilla, Chantyal, Djingili, 
Old English, Estonian, Evenki, Garo, Georgian, 
Gitksan, (West) Greenlandic, Hayu, Hunzib, 
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Hupa, Jakaltek, Old Japanese, Present Japanese, 
Kannada, Ket, Kham, Kodava, Korean, Korku, 
Latin, Latvian, Lezgian, Limilngan, Lithuanian, 
Maithili, Malayalam, Manipuri, Meithei, 
Micmac, Mundai, Muruwari, Nanai, Navajo, 
Newar, Nez Perce, Ngankikurungkurr, 
Ngiyambaa, Okinawan, Iron Ossetic, Polish, 
Huallaga Quechua, Imbabura Quechua, Russian, 
Serbo-Croatian, Shipibo-Konibo, Shoshone, 
Sinhala, Takelma, Tamil, Telugu, Tiwi, Udihe, 
Ukrainian, Warndarang, Yakut, Yup’ik, and 
Yuwaalaraay. Among the remaining 14 
languages, 12 have affixal articles: Assamese, 
Basque, Bulgarian, Hungarian, Itzaj, Karok, 
Lillooet, Macedonian, Digor Ossetic, Romanian, 
Tonkawa, and Wichita. The remaining two 
languages, which appear to have non-affixal 
articles, are Yiddish and Sorbian. 
   A word of caution is in order here regarding 
the two languages that appear to have 
non-affixal definite articles. The definite articles 
in Yiddish do not have a form distinct from 
demonstratives, the two being differentiated only 
by stress (Margolis 2011:122). Given Bošković’s 
(2016) definition of definite articles I adopt here, 
under which definite articles obligatorily occur 
in a definite nominal phrase and have a distinct 
form from demonstrative, Yiddish articles may 
actually not be articles. For Sorbian, 
Schaarschmidt (1984) reports that the younger 
generation of speakers, who only use Sorbian in 
schools, use definite articles considerably less 
frequently than the older generation of speakers, 
who learned Sorbian through German. Jentsch 
(1980) and Lötzsch (1968) also note that definite 
articles in Sorbian are not obligatory in the 
context of definite interpretation and that they 
are not used in some cases where definite 
articles would be expected in German. These 
points indicate that Sorbian articles may actually 

not be (fully grammaticalized) articles. Thus, I 
propose the following generalization: 

(16) Languages that have productive CIPs either
have affixal definite articles or lack definite
articles.

It should be noted that (16) is a one-way 
correlation; there can be affixal-article languages 
and article-less languages that do not have 
productive CIPs. What is important here is that 
productive CIPs are never allowed in non-affixal 
article languages, whereas they are in principle 
allowed in affixal article and article-less 
languages. Below I offer a deduction of (16). 

4. Deduction of the New Generalization
Let us start from the structure of

indeterminate pronouns. Kuroda (1965) 
proposes that Japanese CIPs consist of 
PRO(noun) and IND(terminate); essentially, 
PRO specifies the domain of quantification (e.g., 
person, thing), and IND marks the entire phrase 
as a CIP. Regarding the categorial status of 
indeterminate pronouns, Huang (1982) proposes 
that they are generally NPs. Building on these 
two works, I propose that indeterminate 
pronouns in general are NPs which consist of 
Root that specifies the domain (e.g., person, 
thing), and N (or n; I use the label N hereafter 
only for presentational purposes). In addition, 
following Saito (2017), I suggest that this N is 
the locus of the parametric variation in the 
presence/absence of an unvalued operator 
feature. If this N bears an unvalued operator 
feature, the entire NP is a CIP of the Japanese 
type, as schematized in (17a). This operator 
feature is valued as ["], [$], etc. by a 
quantificational particle/affix for indefinite (and 
similar) usages. On the other hand, if this feature 
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is absent on N, we obtain a BIP of the Chinese 
type, as schematized in (17b). Since there is no 
operator feature that requires valuation, the 
entire NP does not require a quantificational 
particle/affix (see Oda 2022 for more discussion 
of the difference between CIPs and BIPs). 

(17) a. [NP NOp[_] [Root]]   (CIP)
b. [NP N [Root]]  (BIP) 

   Let us now turn to the relevance of the 
definite articles for the (un)availability of 
productive CIPs in a given language. Bošković 
(2008, 2012) argues that languages with definite 
articles have a DP layer above NP as the highest 
projection of the nominal domain, whereas 
languages without definite articles lack the DP 
layer so that NP is the highest projection in the 
nominal domain. His main argument is based on 
a number of cross-linguistic generalizations that 
he establishes, e.g., (18) (note that (18) is a 
one-way correlation; see Bošković 2008, 2012 
for more generalizations). 

(18) Only languages without definite articles
may allow adjunct extraction out of a
nominal phrase.

(19) a. *[From which city]i did Peter meet [girls
ti]?   (English) 

b. [Iz      kojeg   grada]i  je  Ivan  sreo
from  which  city       is  Ivan  met

[djevojke  ti]?
girls   (Serbo-Croatian) 

Abstracting technical details away, Bošković 
proposes that DP blocks the extraction in 
question in languages with definite articles (cf. 
(19a)), whereas DP is absent in article-less 
languages, so that the extraction is (in principle) 
possible (cf. (19b)). Now, one important aspect 

of Bošković’s generalizations is that they have a 
two-way language cut, i.e., whether a language 
has definite articles (“DP-language”) or not 
(“NP-language”). DP must project above NP in 
DP-languages, whereas it does not in 
NP-languages. Interestingly, however, based on 
a number of observations, Talić (2017) claims 
that we need a three-way cut of the 
NP/DP-language distinction; namely, non-affixal 
article languages, affixal article languages, and 
article-less languages. What is important for our 
current purpose is that Talić argues that DP may 
be absent in affixal article languages in the 
absence of a definite article. For instance, 
Dubinsky and Tasseva-Kurktchieva (2014) show 
that in Bulgarian adjunct extraction out of a 
nominal phrase is disallowed when the definite 
article is present with a quantifier but it is 
allowed when the article is absent in such 
environments, as shown in (20). 

(20) [Ot     koj       universitet]i  sreštna-ha
from  which  university      met-they
nyakolko(*-to) studenti   ti?
 several-the        students

Appealing to the deduction of (18) by Bošković, 
in which the presence of DP blocks the 
extraction in question, Dubinsky and 
Tasseva-Kurktchieva (2014) and Talić (2017) 
argue that DP is absent in (20) in the absence of 
the definite article (see Talić 2017 for more data 
and discussion). 
   Building on this, I propose that in 
non-affixal article languages DP must project 
above indeterminate pronouns, which are NPs, 
whereas it can be absent in affixal-article 
languages and article-less languages (note that 
the definite article is absent in the case of 
indefinite pronouns). In addition, I suggest that 
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this DP bears a valued operator feature iOp[Q], 
which gives the value to the operator feature of 
𝑛/N and marks the indeterminate pronoun as an 
“interrogative pronoun”. The structure of 
“interrogative pronouns” in non-affixal article 
languages is schematized in (21). 
 
(21) [DP DiOp[Q] [NP NuOp[Q] [Root]]] 
 
Thus, in non-affixal article languages, 
indeterminate pronouns necessarily become 
interrogative pronouns, resulting in the 
unavailability of productive CIPs. In other words, 
indeterminate pronouns are “primitives” across 
languages, but the presence of the relevant D in 
non-affixal article languages necessarily makes 
them interrogative pronouns. 
   Note that the proposed parametric variation 
regarding indeterminate pronouns is essentially 
lexical; (i) the difference between CIPs and BIPs 
is attributed to the presence/absence of the 
unvalued operator feature (Saito 2017) and (ii) 
the presence/absence of D(P) above 
indeterminate NP amounts to the 
presence/absence of a bundle of features that 
corresponds to D under the Bare Phrase 
Structure Theory (Chomsky 1995). Thus, the 
proposed deduction of the generalization 
regarding indeterminate pronouns is appropriate 
parameterization in minimalism given the 
so-called Borer-Chomsky Conjecture, according 
to which all parametric variation is reduced to 
different feature specifications in the lexicon 
(Borer 1984, Chomsky 1995, Baker 2008). 
 
5. Conclusion 
In this paper, I have addressed the issue of what 
property in a language correlates with the types 
of indefinite pronouns, which was left open by 
Haspelmath (1997). Sorting out the definitions 

of the relevant pronouns, I have established the 
novel generalization that languages that have 
compositional indeterminate pronouns either 
lack definite articles or have affixal definite 
articles. I have then offered a deduction of the 
generalization by adopting Saito’s (2017) 
analysis of indeterminate pronouns and 
extending Talić’s (2017) proposal regarding 
variation in the structure of nominal phrases. 
This is an appropriate locus of parameterization 
in minimalism, given the Borer-Chomsky 
Conjecture, according to which all parametric 
variation is reduced to different feature 
specifications in the lexicon. The generative 
framework thus sheds new light on the typology 
of indefinite pronouns, which has been primarily 
discussed in the non-generative literature. 
 
* This paper stems from chapter 3 of my 
doctoral dissertation (Oda 2022). I am grateful 
to Vicki Carstens, Ian Roberts, Mamoru Saito, 
and especially Željko Bošković for invaluable 
comments and suggestions. I also thank the 
audience of SF 15 for comments and discussions. 
All remaining errors are, of course, my own. 

NOTES 
1 Haspelmath (1997: ch.9) first hypothesizes that 
the word order of VP could be relevant for the 
division of indefinite pronouns, but based on a 
large-scale survey, he concludes that there is no 
such correlation. 
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1. Introduction 
   The purpose of this paper is twofold: to 
discuss what Default case is and to propose the 
condition posed by the SM interface when a 
chain is interpreted. This condition successfully 
accounts for why Quantifier Raising (QR) of an 
associate in there-constructions is prohibited. 
Finally, this paper will demonstrate intriguing 
consequences for scrambling in Japanese. 
 
2. The Prohibition of QR of Associates in 
There-constructions 
   It has been acknowledged that the associate 
in there-constructions cannot induce an inverse 
scope interpretation, as shown in (1b) and (2b).  
 
(1) a.   I haven’t met many linguistics 

students. 
   (i) not > many, (ii) many > not 
 b.  There aren’t many linguistics students 

here. 
   (i) not > many, (ii) *many > not 
    (Chomsky (1991: 38)) 
(2) a.  (Exactly) one student is likely to be 

absent. 
   (i) one > likely, (ii) likely > one 
 b.  There’s likely to be (exactly) one 

student absent. 
   (i) *one > likely, (ii) likely > one 
    (Bobaljik and Wurmbrand (2012: 387)) 
 
In (1a), an existential quantifier can take scope 
over negation, which is naturally captured by 
QR. In contrast, the inverse scope interpretation 
in (1b) is blocked, which is unexpected since QR 
is available in (1a). For (2b), if QR were 
applicable to the associate, the existential 
quantifier could take wider scope than likely, 
just like the interpretation in (2a). However, this 
is not the case in (2b), which is readily captured 
by assuming that the associate cannot undergo 
QR. These facts suggest the prohibition of QR of 
the associate in there-constructions. 
 
3. Case-Marking in There-Constructions 
   Based on Chomsky (2000 et seq), Case 
assignment takes place as a reflex of phi-feature 
agreement. Chomsky (2000, 2001) argues that  
the associate in (3) obtains nominative Case 
since it agrees with a finite T, which is 
responsible for nominative Case assignment. 
 
(3) There are many people here. 
 
However, the following examples show that this 
argument is incorrect: 
 
(4) a.  There is only me/*I in the garden.  
       (Sobin (2014: 386)) 
 b. * There’s I.  (Schütze (1997: 136)) 
 
As shown in (4), it is only the associate with 
accusative form that is licensed. Chomsky’s 
(2000, 2001) idea is thus no longer tenable. 

Maling and Sprouse (1995) argue that a 
copula assigns abstract accusative Case to the 
associate. However, the copula is claimed to 
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have no Case-assigning property (Schütze 
(1997) and Moritake (2022)). Sobin (2014) and 
Moritake (2022) argue that the associate in 
there-constructions does not receive abstract 
Case, but is pronounced with default accusative 
case.1 We assume with Sobin (2014) and 
Moritake (2022) that the associate carries default 
accusative case instead of nominative Case. 
 
4. Default Case 
4.1 Theoretical Assumption: [uCase] 

In the current theory, noun phrases are 
introduced into the derivation with an unvalued 
Case-feature ([uCase]) (Chomsky (2000) and his 
subsequent works). The value of [uCase] is 
determined in the course of a derivation. 
 
4.2 Default Case in English 

It is assumed that DPs are pronounced with 
default case when they receive no abstract Case 
(Schütze (1997, 2001), McFadden (2004, 2007), 
and others). Schütze (1997, 2001) extensively 
discusses under what circumstances default case 
is used. According to Schütze (1997, 2001), 
left-dislocated DPs reveal what default case is in 
languages. For instance, they are pronounced 
with accusative case in English, as shown in (5). 
 
(5) Me/*I, I like beans.  (Schütze (2001: 210)) 
  
The left-dislocated DP appears with accusative 
form in (5), although it cannot establish any 
agreement relation with heads capable of 
assigning Case. Schütze (1997, 2001) claims 
that this fact can be accommodated by assuming 
that me in (5) is pronounced with default 
accusative case. Following Schütze (1997, 2001), 
we assume that English utilizes default 
accusative case. 
 

4.3 The Theoretical Implementation of 
Default Case 

At this point, it remains uncertain how 
default case is theoretically implemented. 
According to Schütze (2001) and McFadden 
(2007), default case is not abstract Case but 
morphological case. It follows that a DP 
pronounced with default case is marked with 
morphological case rather than abstract Case. 

Although the assumptions offered by 
Schütze (2001) and McFadden (2007) seem 
promising, they do not go beyond the 
description that default case is morphological 
case. It nevertheless remains unclear how default 
case can be formally implemented within the 
recent theoretical framework (Chomsky (2000 et 
seq)). Central to the recent minimalist program 
framework is that noun phrases are introduced 
into the derivation with [uCase], and its feature 
specification is determined in narrow syntax. We 
will establish a theoretical implementation of 
default case along with this framework. 

Recall that DPs lack abstract Case when they 
are pronounced with default case (Schütze 
(2001) and McFadden (2007)). This assumption 
implies that [uCase] on such DPs is unspecified 
in narrow syntax. Based on these assumptions, 
we put forth the following proposal: 
 
(6) DPs are pronounced with default case when 

their [uCase] remains unvalued at the 
Sensorimotor (SM) interface.2 

 
Crucial to this proposal is that [uCase] functions 
as a command with which to pronounce DPs. 
Our proposal is more desirable than Schütze’s 
(2001) and McFadden’s (2007) in that it 
provides a theoretical explanation of how default 
case is implemented in line with Chomsky’s 
recent framework. Moreover, there is no need to 
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suppose default case assignment in narrow 
syntax. Rather, our proposal just regulates how 
the SM interface interprets DPs with [uCase]. 
 
5. Proposal 
5.1 Sportiche (2016) 

This subsection reviews Sportiche’s (2016) 
analysis. See the sentence in (7a). According to 
Sportiche (2016), as shown in (7b), Mary0 has 
[uCase], and Mary1 obtains nominative Case as 
a reflex of phi-feature agreement via matrix T, 
after which it moves to matrix Spec-T. 
 
(7) a. Mary seems to be happy. 
 b. [[Mary2 [NOM] [T [seems [Mary1 [NOM] [to 

[be [Mary0 [uCase] happy]]]]]]]] 
 
Sportiche (2016) points out that although 
[uCase] on Mary0 in (7b) is illegible at the 
Conceptual–Intentional interface, the sentence in 
(7a) is well-formed.3 Sportiche (2016) then 
assumes the operation called Neglect in (8). 
 
(8) Neglect 

 Any material at any interface can be 
ignored up to crash.  (Sportiche (2016: 4)) 

   
Based on Neglect, an illegible feature can be 
neglected at the interfaces. According to 
Sportiche, Neglect can be applied to syntactic 
objects with illegible features only if a chain 
established by them has a valued feature. The 
grammaticality of (7a) can be captured since 
Mary2 and Mary1 have a valued Case-feature in 
their nontrivial chain, which allows Mary0 with 
[uCase] to be neglected at the interfaces. The 
derivation thus converges at the interfaces. 
 
5.2 The Limit of Neglect 
   Consider (4a), repeated here as (9). 

(9) There is only me in the garden. 
    (Sobin (2014: 386)) 
 
It is argued in Section 3 that an associate in 
there-constructions is pronounced with default 
case. [uCase] on only me in (9) is thus unvalued 
at the SM interface. It has been assumed since 
Chomsky (1981) that a single syntactic object 
itself consists of a chain, which is called a trivial 
chain. Sportiche’s (2016) analysis cannot 
capture the grammaticality of (9) since the trivial 
chain has no valued feature. This example, of 
course, does not render Neglect untenable, but 
we should understand that Neglect is limited to 
cases with the nontrivial chain. 
 
5.3 Chain Interpretation at the SM Interface 

Although Neglect captures cases including 
the nontrivial chain as we have seen, it cannot be 
applied to the trivial chain, as in (9). We thus 
propose the interface condition in (10). 
 
(10) If there are multiple occurrences of a single 

DP in a derivation, they must have a valued 
feature in order for them to form a 
nontrivial chain and be representationally 
identified as a series of copies at the SM 
interface; they are regarded as a repetition 
otherwise. This condition, however, is 
irrelevant to just one occurrence of a single 
DP, since it consists of a trivial chain by 
itself regardless of whether it involves an 
unvalued or valued feature. 

 
This interface condition entails Neglect, at least 
in spirit, but we consider that it is in fact the 
necessary condition for the proper (non)trivial 
chain, which is relevant at the SM interface. 

The intuition behind this condition lies in 
how the pronunciation of syntactic objects is 
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determined. The SM interface must identify 
whether syntactic objects make the nontrivial 
chain or trivial chain in order to utter them 
correctly. It has been tacitly assumed that the 
chain must properly be established for the 
correct pronunciation (e.g. Chomsky (1981)). 
Accordingly, there must be some licensing 
condition for the chain in the theory. Recall that 
the chain must include the valued feature to 
apply Neglect, as argued by Sportiche (2016). 
We do not assume Neglect, but this can be 
restated as the prerequisite for the nontrivial 
chain, whereas it does not matter for the trivial 
chain. We have proposed the feature-based 
licensing condition for the chain with the 
distinction between nontrivial and trivial chains. 
Note that this condition is not intended to 
neglect illegible syntactic objects at the 
interfaces. 
 
6. Analysis 

First, let us consider (9). The associate only 
me is composed of a trivial chain with [uCase]. 
Based on (10), [uCase] does not induce any 
problem at the SM interface, as the associate 
consists of the trivial chain. The grammaticality 
of (9) is thus accounted for by our analysis. 

Let us turn to the examples with QR. Take 
(1b), represented here as (11a), for instance. 

 
(11) a. There aren’t many linguistics students 

here. 
  (i) not > many, (ii) *many > not 
      (Chomsky (1991: 38)) 
 b. many linguistics students[uCase] … many 

linguistics students[uCase] … 
 
Assuming that QR occurs in narrow syntax (e.g. 
Bobaljik and Wurmbrand (2012)), the 
representation in (11b) poses a problem, in 

which QR applies to many linguistics students. 
In this case, there are two occurrences of the 
associate. Since there is no valued feature in the 
nontrivial chain, these two occurrences are taken 
to be a repetition, which results in gibberish at 
the SM interface. Thus, QR cannot apply to the 
associate in there-constructions. 

One may wonder why (12a) is grammatical. 
 
(12) a. Whati is there ti in the refrigerator?  
      (Aissen (1975: 7)) 
 b. What[vQ], [uCase] … What[uQ], [uCase] … 
 
The sentence in (12a) contrasts sharply with that 
in (11a) with respect to a possibility of 
movement. Here, an unvalued Q-feature ([uQ]) 
on what turns into a valued Q-feature ([vQ]) at 
Spec-C, as in (12b), which satisfies the condition 
for the nontrivial chain in (10). Thus, two 
occurrences of what in (12b) are identified as the 
same copy and pronounced correctly. 
 
7. Extension: Bare DP Scrambling 
  It is assumed that scrambled objects in 
Japanese must bear an overt Case-marker (Saito 
(1985)). See (13) (in what follows, DP-ø stands 
for a DP without the overt Case-maker). 
 
(13) Ringo-o/*øi  John-ga  ti  tabe-ta.4 
 apple-Acc/ø  John-Nom  eat-Past 
 ‘John ate an apple.’ 
 
In (13), the scrambled object ringo ‘apple’ must 
have accusative Case. However, the sentence in 
(14) is acceptable, although the scrambled object 
ringo-dake ‘only an apple’ is bare. 
 
(14) Ringo-dake-o/øi   John-ga  ti  tabe-ta. 
  apple-only-Acc/ø  John-Nom  eat-Past 
 ‘It is only an apple that John ate.’ 
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As discussed in Section 4.2, left-dislocated 
DPs reveal what default case is in languages 
(Schütze (2001)). With this in mind, see (15). 

 
(15) John-ø/*ga/*o,  kare-wa  tensai-da. 
 John-ø/Nom/Acc  he-Top  genius-Cop 
 ‘John, he is a genius.’ 
 
As shown in (15), only the bare DP is 
appropriate for the left-dislocated DP. We argue 
that the bare DP is pronounced with default null 
case in Japanese. In light of this proposal, bare 
DPs in (13) and (14) have no value of [uCase]. 
See the following rough representation of (13): 
  
(16) Ringo[uCase] … Ringo[uCase] … 
 
There are two occurrences of DP with [uCase]. 
It is erroneously expected that they are both 
pronounced since they are identified as a 
repetition due to the lack of valued feature. Thus, 
the scrambled DP needs overt Case when (13) is 
uttered in out-of-the-blue contexts. 

Conversely, Case need not be overt in (14), 
where the scrambled object obtains a focus 
interpretation with a focus-particle dake ‘only’ 
being attached to it. Assuming that the DP can 
have the unvalued focus-feature ([uFoc]), which 
becomes the valued focus-feature ([vFoc]) after 
it moves to the CP domain, the representation of 
(14) will roughly be shown in (17). 
 
(17) Ringo-dake[vFoc], [uCase] … Ringo-dake[uFoc], 

[uCase] … 
 
What is crucial here is that [uCase] remains 
unvalued but [uFoc] gets a value, which is a 
striking difference from (16): [vFoc] licenses the 
nontrivial chain in (17). The sentence in (14) is 
thus correctly interpreted at the SM interface. As 

long as our discussion is correct, scrambled DPs 
need some valued feature, not restricted to Case. 

As we can see, the proposed chain condition 
suggests a close association with the theoretical 
implementation of default case. For one thing, 
the moved DP with [uCase] is licensed only 
when its unvalued feature other than [uCase] 
obtains a value. For another, the in-situ DP with 
[uCase] is licensed even if it lacks any valued 
feature. In both cases, the relevant DP is 
pronounced with default case. Our proposal for 
the chain condition is thus inseparable from the 
nature of default case proposed in Section 4. 
 
8. Apparent Counterexamples 

One might predict that the examples in (18) 
undermine our proposal. 
 
(18) a. *Who does it seem to like Mary? 
      (Chomsky (1981: 175)) 
 b. *It was believed Mary. 
     (Lasnik (2008: 19)) 
 
The nontrivial chain made up by who in (18a) 
should be licensed since [uQ] on who obtains a 
value at Spec-C, as shown in (19a). Furthermore, 
the trivial chain of Mary in (18b) should also be 
licensed without any Case value, as in (19b). 
 
(19) a. Who[vQ], [uCase] … Who[uQ], [uCase] …  
 b. … Mary[uCase] … 
 
However, (18) may be ruled out by independent 
assumptions suggested by Chomsky and Lasnik 
(1977), McFadden (2004), and others. Details 
aside, these studies suggest that the expletive it 
is licensed only if there is a proper CP associate 
in the sentence. See the following examples: 
 
(20) a.  It is likely [CP that John is sick]. 
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 b.  It would be unfortunate [CP for John to 
be sick]. 

 c.  It would be unfortunate [CP to be sick]. 
       (McFadden (2004: 322)) 
 d.  It is unclear [CP what to do]. 
    (Chomsky and Lasnik (1977: 449)) 
 e. *It is certain [TP to leave].5 
    (Chomsky and Lasnik (1977: 472)) 
 f. *It is [NP a man] in the garden. 
      (Lasnik (1995: 18)) 
 
In (20a-d), the expletive it is available with the 
CP associate. In contrast, it is not licensed when 
there is no CP, as in (20e) and (20f). The 
ungrammaticality of (18) can be reduced to the 
licensing condition for the expletive it. Thus, we 
argue that (18) is compatible with our proposal. 
 
9. Conclusion 

We have argued that DPs with [uCase] are 
uttered with default morphological case (Schütze 
(2001) and McFadden (2007)). Moreover, we 
have offered the licensing condition for the 
(non)trivial chain, which accounts for the ban of 
QR of the associate in there-constructions. The 
(un)availability of scrambling in Japanese is also 
claimed to be captured by our proposal. 

In our analysis, unvalued features are related 
to chain licensing, in fact, nominal licensing. 
Without unvalued features, we cannot explain 
how the chain (nominal) is licensed. The 
presence of unvalued features may thus be 
deduced from chain (nominal) licensing. 
 

* I am greatly indebted to Nobuaki Nishioka for 
providing me with invaluable comments. I also 
thank Laurence Craven for suggesting stylistic 
improvements. All remaining errors are my own. 

NOTES 
1 This paper uses the term ‘Case’ when referring 

to abstract Case, whereas ‘case’ refers to 
morphological case. 
2 Under our analysis, [uCase] is sent to the 
Conceptual–Intentional (C–I) interface as well. 
If so, one might consider that the derivation does 
not converge since the unvalued feature is 
generally assumed to be illegible at the C–I 
interface (see also footnote 4). See Epstein, 
Kitahara, and Seely (2010) for a possibility that 
[uCase] is invisible to the C–I interface and 
causes no violation. 
3 Chomsky (1995: 27) claims that “there can be 
no superfluous symbols in representations.” 
Following this, Sportiche (2016) argues that 
[uCase] induces a problem at LF. 
4 An anonymous reviewer wonders whether the 
bare object ringo ‘apple’ can be interpreted as a 
topic, with a small pro in the object position, 
instead of the trace, in (13). It is assumed that 
the sentence-initial topic is base-generated at 
Spec-C, and the small pro, instead of that trace, 
occupies the argument position in Japanese 
(Saito (2010) and references cited therein). 
Given this, the sentence in (13) looks like (15) 
with respect to the relation between the 
sentence-initial element and the (overt or covert) 
resumptive pronoun. However, (13) seems to 
differ from (15) in that ringo ‘apple’ in (13) 
cannot be interpreted as the topic without a topic 
marker -wa, in contrast with John in (15). A 
further investigation is left for future research. 
5 Chomsky and Lasnik (1977: 472, fn. 84) point 
out that (20e) is unacceptable only when it is 
used as the expletive. If it has a particular 
reference, the sentence becomes acceptable. 
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1. Introduction 

   Some previous studies (e.g., Hanazaki and 

Kato (2004), Hanazaki (2005) and Hirasawa 

(2019)) show that the preposition by has many 

uses.1 Hanazaki and Kato (2004) and Hanazaki 

(2005) observe various meanings of by, and 

establish their schemas and a semantic network 

between them, based on predominance. With 

respect to spatial meanings, they establish two 

schemas: one is the <Near/Out of the domain> 

type; the other is the <Bit by bit> type, which is 

derived from the <Near/Out of the domain> type. 

However, there are some problems with their 

analysis: (i) the <Near/Out of the domain> 

schema cannot explain some differences 

between the prepositions by and near; (ii) also, 

the schema cannot deal with two spatial 

meanings involving the notion of movement; 

(iii) side by side, which differ from those 

illustrating the schema <Bit by bit> is not 

considered. These problems are dealt with in 

Section 2 in some detail. 

   This paper is organized as follows. Section 2 

reviews the previous studies on preposition by, 

Hanazaki and Kato (2004), Hanazaki (2005) and 

Hirasawa (2019). Section 3 analyzes spatial 

meanings of by and X by X, the latter including  

the types of <Bit by bit> and <Side by side>, 

and establishes their schemas and a semantic 

network between them. Section 4 is a brief 

conclusion. 

 

2. Previous Studies on Preposition By 

2.1 Hanazaki and Kato (2004), Hanazaki 

(2005) 

   Hanazaki and Kato revise the analysis 

presented by Tyler and Evans (2003), and 

propose six steps to determine distinct meanings 

of by, as shown in (1). 

 

(1) A Revised Model for Principled Polysemy 

 Step 1: collect authentic data using a 

bottom-to-top approach; 

 Step 2: identify the distinct senses using 

two steps; 

   [1] abstract away the spatial relations 

for the TR and LM for sense A; 

  [2] combine the resulting schema 

with linguistic and 

extra-linguistic information in a 

sentence that contains B; if the 

meaning of the sentence can be 

inferred, B is not a distinct sense; 

if the meaning of the sentence 

cannot be inferred, it is a distinct 

sense. 

 Step 3: attest the polysemous network 

through meaning extension based 

on pragmatic strengthening rather 

than a metaphor; 

 Step 4: examine the network from a 
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diachronic perspective; 

 Step 5: determine the network center in 

different historical periods for the 

preposition based on the 

predominance/most frequently 

used sense of the central meaning 

in the semantic network; 

 Step 6: apply three inferencing strategies: 

best fit, knowledge of real-world, 

force dynamics, and topological 

extension. 

 (Hanazaki (2005: 428)) 

 

Based on the six steps, they establish a semantic 

network of by. In this study, step 2 and step 5 

are crucially relevant to the following discussion  

(see Hanazaki and Kato (2004) and Hanazaki 

(2005) for a full account of the six steps and 

their semantic network of by. 

In step 2, they identify the distinct meanings 

of by using two sub-steps.  

 

(2) a. I live in the moment day by day. 

 b. I live in the moment <Near/Out of the 

domain>. 

    (Hanazaki and Kato (2004: 29-30)) 

 

(2) examines whether day by day is distinct from 

the <Near/Out of the domain> type. If the 

concept of <Near/Out of the domain> is 

embedded in (2a), as shown in (2b), the meaning 

of (2a) cannot be inferred from that of (2b). 

Therefore, they claim that day by day is distinct 

from the <Near/Out of the domain> type, and 

classified into the <Bit by bit> type. 

   Step 5 concerns how to determine the central 

meaning. Hanazaki (2005) says that the central 

meaning is the most predominant one, that is, 

the one used most frequently, which means 

predominance and has been changing over time.  

However, there are some problems with their 

analysis. First, the schema <Near /Out of the 

domain> cannot explain the differences between 

by and near, as shown in (3). 

 

(3) a. I live near/by the sea and I was on the 

bench last week… 

     (Shimada (2013: 28-29)) 

 b.  His grandparents were living near/*by 

the city at the time. 

    (Shimada (2010: 38-39)) 

 

In (3a), both near and by are available with an 

entity like sea. In (3b), however, by is not 

available with an entity like city because it is 

incompatible with the entity whose area is vague. 

Second, Hanazaki and Kato do not postulate that 

<Near/ Out of the domain> involves the notion 

of movement, so this schema cannot deal with 

the instances expressing transfer. Consider (4). 

 

(4) a. He’d gone by the Gazette parking lot 

and peeked inside a blue Ford Fiesta 

[…]  

 (Mitch Albom, The First Phone Call 

from Heaven, cited in Hirasawa (2019: 

130)) 

 b.  I said: “Let’s go by my place and pick 

up your fancy suitcase. It kind of 

worries me”. 

 (Raymond Chandler, The Long Good

bye, cited in Hirasawa (2019: 130)) 

 

The sentences in (4) include the phrase go by. 

However, these meanings are different from 

each other.  (4a) means that a man had gone 

across a parking lot, and (4b) indicates that 

someone will drop in at a place like someone’s 

house. Finally, it seems difficult to directly relate 

the <Near/Out of the domain> type to the <Bit 
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by bit> type because there are too many 

differences between them. Hanazaki seems to 

overlook a certain type of instances; (5) 

illustrates this. 

 

(5) Then, as we were sitting in the dull light, 

side by side on the edge of his bed, he said 

to me. (Never Let Me Go, p. 245) 

 

In the <Side by side> type, focal entities 

function as TR and LM at the same time, and 

they are close to each other. Also, it does not 

have the notion of transfer, which differs from 

the <Bit by bit> type. Considering this point, the 

<Side by side> type seems to be located between 

the types of <Near/ Out of the domain> and <Bit 

by bit>. 

 

2.2 Hirasawa (2019) 

   Hirasawa explores what lexical knowledge 

on the preposition by English native speakers 

acquire from a perspective of Construction 

Grammar. He claims that native speakers can 

use by appropriately because each meaning of by 

is stored as lexical knowledge in their mind. As 

for spatial by, he proposes three types in (6): 

 

(6) a. he would often stand by the window.  

(Kazuo Ishiguro, The Remains of the 

Day, cited in Hirasawa (2019: 111)) 

 b. I saw it in the window as I went by, so I 

thought of you and how you were 

always wanting one. 

  (Roald Dahl, “Dip in the Pool”, cited in 

Hirasawa (2019: 120)) 

 c. I just came by to visit poor little 

Stephanie. 

  (Bewitched, Season 3, Episode 20, cited 

in Hirasawa (2019: 128)) 

 

In (6a), the sentence describes the situation of 

standing near the window, in (6b), the speaker 

went across the house, and in (6c), a man 

dropped in at someone’s house. He claims that 

these meanings are used properly because they 

employ different types of predicates.  

Although his study does not aim to establish 

a semantic network of by, there are at least some 

relations between the three spatial meanings 

because they have similarities in term of 

semantic properties. We assume that native 

speakers also know the conceptual constitution 

which by itself has, and construe the meaning of 

by in a sentence, especially a new one, by 

referring to the meaning of a more central or 

predominance meaning/sense.  

 

3. An Analysis of Three Spatial Meanings of 

By and the Meanings of X by X 

In order to solve the problems above, we 

firstly examine the three spatial meanings of by 

and the types of X by X, and presents their 

semantic properties. At the end of the section, a 

semantic network of by reflecting their schemas 

is established based on predominance.  

 

3.1. Vicinity in the Horizontal Plane 

   First, we present the <Vicinity in the 

horizontal plane> type as the central meaning of 

spatial by. Observe the differences between by 

and near.   

 

(7) a. There are a few benches by/near the 

river….  (Shimada (2013: 28-29)) 

 b. A robot submarine is deployed * by/near 

the sea floor.  (Shimada (2013: 28)) 

 

As shown in (7), near can denote both horizontal 

proximity to the river and vertical proximity to 

the sea floor. On the other hand, by describes 
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only horizontal proximity to the river.  Judging 

from this point, this spatial meaning indicates 

that TR locates horizontally close to LM, and 

they are either in contact or no contact.2 This 

meaning has the following semantic properties 

of [Horizontal(H)], [No contact or contact 

(NC/C)] and [Static (S)]. In addition, this spatial 

meaning has another property: by is only 

compatible with the entity which has the distinct 

boundary of an area. As discussed in  

(3), by is incompatible with city, and cooccurs 

with sea. As for city, the boundary is vague 

between a city center and a countryside. On the 

other hand, the boundary between a sea and sea 

shore is clear. So, we assume that the by has the 

property of [Bounded (B)]. 

   Summarizing these observations, the 

<Vicinity in the horizontal plane> type is 

constructed with the four semantic properties of 

[H], [NC/C], [S] and [B]. This schema will be 

shown in Figure 1 below. 

 

3.2. Going Across 

   Let us see another spatial meaning, the 

<Going across> type. First, we examine whether 

it is a distinct meaning through step 2 in (1). 

 

(8) a. A train bellowing by just over my 

head,… (The Body, p. 79) 

 b. ?? A train bellowing <Vicinity in the 

horizontal plane> just over my head…  

 

In (8), the verb bellow does not involve the 

notion of transfer. However, the sentence 

describes the situation of the train going across 

the speaker’s head while blowing its whistle. 

When the concept of <Vicinity in the horizontal 

plane> is embedded in the position of by, as in 

(8b), the meaning of (8a) cannot be inferred 

from that of (8b). Because of this, the <Going 

across> type is a distinct meaning of by.  

   The <Going across> type has three 

significant properties. Firstly, by comparing by 

with through, we confirm one of its properties, 

as shown in (9).3 

 

(9) a. We drove by the tunnel. 

 b. We drove through the tunnel. 

 

By describes the situation of going across near 

the tunnel, whereas through expresses the 

situation of going into and out of the tunnel. 

This observation leads us to say that the <Going 

across> type has the properties of [B] and [NC]. 

In addition, this by indicates straight forward 

movement:  

 

(10) a. A stray cow wanders by. 

(Full House, Season 2, Episode 13, 

Working Mothers, cited in Hirasawa 

(2019: 123)) 

 b. A stray cow wanders. 

 

(10a) indicates that a stray cow goes straightly, 

although in (10b) it goes unsteadily. In other 

words, by implies that TR goes straightly. This 

characteristic makes it clear that this by involves 

the property  [TR-horizontal-moving(THM)]. 

To summarize these observations, the <Going 

across> type has three semantic properties: [B], 

[NC] and [THM]. This schema will be presented 

in Figure 1 below. 

 

3.3. Dropping In 

   Let us turn to the meaning <Dropping in>. 

First, we check whether this by is a distinct 

meaning, as the meaning <Going across> does. 

(11) illustrates. 

 

(11) a. I just came by to visit poor little 
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Stephanie.  

(Bewitched, Season 3, Episode 20, cited 

in Hirasawa (2019: 128)) 

 b. ?? I just came <Vicinity in the horizontal 

plane>/<Going across> to visit poor 

little Stephanie. 

 

We claim that this by is a distinct meaning 

because the same meaning of (11a) cannot be 

inferred from (11b).  

The <Dropping in> type has three vital 

properties. (12) illustrates: 

 

(12) I’ll be by to pick the tickets up this 

afternoon. 

  (Full House, Season 5, Episode 6, cited in 

Hirasawa (2019: 129)) 

 

The sentence indicates that the speaker will 

move horizontally to and drop in at a shop. 

Without by, the sentence does not describe the 

horizontal movement. Because of these 

observations, the <Dropping in> type needs the 

three semantic properties of [THM], [C] and [B], 

and its schema will be drawn in Figure 1 below. 

 

3.4. Bit By Bit 

   In this sub-section, the meaning <Bit by bit> 

is observed. First, we examine whether this 

meaning is distinct from the other meanings. 

 

(13) a. I live for the moment day by day. 

     (cf. (2)) 

 b. ??I live for the moment day <Vicinity in 

the horizontal plane>/<Going 

across>/<Dropping in> day. 

 

Sentence (13a) denotes that the entities (day) are 

located independently of each other, and a TR is 

placed close to the LM, which functions as 

another TR. We argue that the <Bit by bit> type 

has a distinct meaning because the other 

meanings cannot express the situation where the 

LM for a TR can be shifted to serve as another 

TR, as shown in (13b)  

The <Bit by bit> type involves two 

properties. (14) illustrates. 

 

(14) The house was painstakingly searched, 

room by room, drawer by drawer, cupboard 

by cupboard. (BNC) 

 

The sentence denotes that a TR shifts into a LM 

and a new TR is replaced close to another LM. 

In addition, the distance between TR and LM is 

vague. From these observations, the <Bit by bit> 

type seems to have the two semantic properties 

of [TR-horizontal-shifting(THS)] and [NC/C]. 

 

3.5. Side By Side 

   This sub-section observes the meaning of 

<Side by side>. First, this meaning is 

distinguished from the other meanings of by due 

to the two sup-steps in (1). 

 

(15) a. Then, as we were sitting in the dull light, 

side by side on the edge of his bed, he 

said to me. (cf. (5)) 

 b. ?? Then, as we were sitting in the dull 

light, side <Vicinity in the horizontal 

plane>/<Going across>/<Dropping 

in>/<Bit by bit> side on the edge of his 

bed, he said to me. 

 

(15a) indicates that two persons reciprocally 

function as TR and LM at the same time. The 

<Side by side> type is another distinct meaning 

because the others do not describe the situation 

where the focal entities function as TR and LM 

reciprocally at the same time.  
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We now consider three important properties 

of the by with this meaning. 

 

(16) Side by side on the narrow shawl knelt the 

two wanderers the little prattling child and 

reckless, hardened adventurer. 

    (A Study in Scarlet, p. 84) 

 

In (16), two focal entities like wanderers are in 

the limited area, or narrow shawl, and function 

as TR and LM reciprocally at the same time. In 

addition, the distance between the two entities is 

not obvious, as with the <Bid by bit> type. 

Accordingly, the <Side by side> type involves 

[B], [TR-LM Switching (TLS)] and [NC/C]. 

 

3.6. The Central Meaning and Semantic 

Network 

   This sub-section determines which one of 

the five meanings is the central meaning of by, 

and establishes its semantic network. First, the 

central meaning is determined based on 

predominance (cf. (1)), We collected 1320 

examples of by from seven novels (Never Let 

Me Go, The Body, A Study in Scarlet, 1984, 

Death on the Nile, Lord of the Flies, and The 

Great Gatsby), and found 177 instances of the 

spatial meanings and X by X. 124 examples of 

<Vicinity in the horizontal plane> were found, 

and therefore the <Vicinity in the horizontal 

plane> type is the most frequently used meaning, 

or predominance, and occupies the center 

position of the semantic network. 22 instances of 

<Going across> and two instances of <Dropping 

in> were found. Besides these spatial meanings, 

22 examples of <Side by side> and 21 examples 

of <Bit by bit> were founded.  

   Next, we examine how the semantic network 

is developed. According to Lakoff (1987), a 

semantic network has developed by relating one 

meaning to another, based on the inheritances of 

some higher-level properties. In this case, the 

meanings of <Going across>, <Dropping in> 

and <Side by side> are derived from the central 

meaning through inheriting such properties as 

[NC and/or C], [B] and [H]. The <Bit by bit> 

type is extended from the <Side by side> type 

through the properties [NC/C] and [TLS], which 

transform with the notion of movement. The 

semantic network of by is described in Figure 1, 

which shows the image schemas of the five 

meanings. 

 

 

Figure 1  The Semantic Network of By 

 

4. Conclusion 

   In this study, we have constructed the more 

elaborate image schemas of the three spatial 

meanings and X by X, based on previous studies’ 

observations and the examples collected from 

seven literary works. With the image schemas of 

the meanings of by, we have shown some 

differences from the meanings of other 

prepositions such as near and through. 

The semantic network explains how the 

meanings of by relate to each other, and how 

native speakers construe the meaning of by in a 

sentence, especially a less frequently used type. 
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NOTES 
1 Although Otani (2013:12-13) defines 

prepositions used adverbially as particles, we 

regard them as “preposition” as well in this 

paper. 

2 In informant surveys, the <Vicinity in the 

horizontal plane> type may allow both the cases 

where TR is in contact to and in no contact to 

LM (e.g., The bicycle is by the building.). 

3 We asked some native speakers to explain the 

differences between by and through, obtain the 

comments in the main text. 
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1. Introduction 
   In the Khorchin dialect of Mongolian 
(Mongolian, hereafter), an Altaic language, 
spoken in Inner Mongolia, case-marked clauses 
show properties slightly different from those in 
similar languages such as Japanese, as shown 
below. (1) and (2) are Mongolian and Japanese 
examples, respectively.  
 
(1)   Baɣatur-ø     [Tokyo-du   
     Bagatur-Nom  [Tokyo-to  
     Ulaɣan-ø/-u        
     Ulagan-Nom/-Gen 
     ire-gsen]-i(-ni)    
     come-Past.Adn]-Acc(-PoP3)  
     čegejile-jü      baina.      
     remember-CVS  be.Pres.Con    
     ‘Bagatur remembers that Ulagan came to  
     Tokyo.’ 
(2)   Watashi-wa [Tookyoo-ni  Taroo-ga/-no 
     I-Top      [Tokyo-to    Taro-Nom/-Gen 
     ki-ta]*(-no)-o         

     come-Past]-NML-Acc 
     oboe-te-i-ru.  
     remember-te-be-Pres  
     ‘I remember that Taro came to Tokyo.’    
 
In each of (1) and (2), the matrix verb takes a 
declarative complement clause, but the 
complement clause is followed by the accusative 
case marker -i/-yi, which is optionally followed 
by the possessive pronoun -ni, in the Mongolian 
example in (1), and is followed by the 
nominalizing element -no in the Japanese 
example in (2). The difference between (1) and 
(2) lead us to raise the research question in (3). 
 
(3)   Research Question 
     What do Mongolian case-marked clauses  
     suggest for the theory of syntax? 
 
In this paper, we will address research question 
(3), and argue for the following. First, Maki et 
al.’s (2016) conditions on genitive subject 
licensing need to be revised. Second, the 
predicate followed by the accusative case 
marker in Mongolian is a kind of mixed category, 
which is seen in languages such as Quechua. 
Third, there is no C projection for indirect 
questions in Mongolian, and the relevant Q 
feature seems to reside on T in indirect questions 
in Mongolian. Fourth and finally, in Japanese, 
accusative case-marked interrogative clauses are 
a projection of C, and accusative case-marked 
declarative clauses are a projection of T 
followed by the nominal element -no. 
   The organization of this paper is as follows. 
Section 2 reviews (i) the mechanism of genitive 
subject licensing in Mongolian reported in Maki 
et al. (2016) and (ii) the mechanism of 
accusative subject licensing in Mongolian 
reported in Maki et al. (2015) as background to 
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the subsequent sections. Section 3 provides 
examples of Case-marked clauses in Mongolian. 
Section 4 discusses what the findings of this 
paper suggest for the theory of (Mongolian) 
syntax. Finally, Section 5 concludes the paper. 
 
2. Background 
   First, Maki et al. (2016) propose (4) to 
capture the genitive subject distribution in 
Mongolian and Japanese. See Harada (1971) for 
the origin of the research on genitive subject 
licensing based on Japanese examples.  
 
(4)   Conditions on Genitive Subject Licensing 
     a.    A genitive subject must be        
          c-commanded by a nominal element 
          in a local domain. 
     b.    A genitive subject must be in a local 
          relationship with the adnominal    
          form of predicate. 
 
(4a) corresponds to Miyagawa’s (1993, 2011) 
D-licensing approach, and (4b) to Watanabe’s 
(1996)/Hiraiwa’s (2001) C-licensing approach. 
Maki et al. (2016) claim that genitive subjects in 
Altaic languages must satisfy both to be licensed, 
which is evidenced by (5) and (6). 
 
(5)   Öčügedür  Ulaɣan-ø/*-u      ene   
     yesterday  Ulagan-Nom/-Gen this       
     nom-i     qudaldun-abu-ɣsan-siu.    
     book-Acc  buy-take-Past.Adn-Prt 
     ‘Ulagan bought this book yesterday.’ 
(6)   Ene nom-i     öčügedür   
     this  book-Acc  yesterday  
     Ulaɣan-ø/-u       t  
     Ulagan-Nom/-Gen   
     qudaldun-abu-ɣsan-siu. 
     buy-take-Past.Adn-Prt 
     ‘This book, Ulagan bought t yesterday.’ 

(6) shows that the object is moved to the 
sentence-initial position by scrambling, and the 
sentence is grammatical with a genitive subject. 
Note that in (6), the genitive subject is 
c-commanded by the scrambled object and is in 
a local relationship with the adnominal form of 
the predicate. Note that the Japanese counterpart 
of (7) disallows the genitive subject, as shown in 
(8).  
 
(7)   Kinoo    Hanako-ga/*-no   kono 
     yesterday  Hanako-Nom/-Gen this  
     hon-o     kat-ta-yo. 
     book-Acc  buy-Past-Prt 
     ‘Hanako bought this book yesterday.’ 
(8)   Kono hon-o     kinoo  
     this   book-Acc  yesterday   
     Hanako-ga/*-no    t  kat-ta-yo. 
     Hanako-Nom/-Gen   buy-Past-Prt 
     ‘This book, Hanako bought t yesterday.’ 
 
This is precisely because the contrast between 
conclusive and adnominal forms of verb is 
neutralized in modern Japanese, so that the verb 
kat-ta ‘buy-Past’ in front of the particle yo seems 
to be in the conclusive form, which further 
supports the necessity for the dual licensing 
approach in (4). 
   Second, Maki et al. (2015) argue that while 
genitive subjects are disallowed, accusative 
subjects are allowed in clauses headed by C, 
suggesting the generalization in (9). 
 
(9)   Generalization about the Distribution of  
     Accusative Subjects in Mongolian 
     An accusative subject may appear in     
     non-matrix clauses whose heads are not   
     genuinely nominal in nature. Therefore, it 
     may appear in temporal, conditional and  
     reason clauses as well as complement    
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     clauses, but not clauses adjacent to overt  
     nominal heads. 
 
The examples that follow all fall under 
generalization (9). First, while it is not permitted 
in a matrix clause, an accusative subject is 
allowed in a reason clause, as shown in (10) and 
(11). 
 
(10)  Öčügedür  Ulaɣan-ø/*-i/*-u 
     yesterday  Ulagan-Nom/-Acc/-Gen 
     büjigle-gsen    ügei. 
     dance-Past.Adn Neg 
     ‘Ulagan did not dance yesterday.’ 
(11)  Öčügedür  Ulaɣan-ø/-i/*-u              
     yesterday  Ulagan-Nom/-Acc/-Gen      
     büjigle-gsen     ügei učir-ača, 
     dance-Past.Adn  Neg because   
     bügüdeger-ø   sedkil joba-jai. 
     everyone-Nom heart worry-Past.Con 
     ‘Because Ulagan did not dance yesterday, 
     everybody was worried.’ 
 
Second, an accusative subject cannot appear in a 
relative clause (whose head is clearly nominal), 
as shown in (12). 
 
(12)  [Öčügedür  Ulaɣan-ø/*-i/-u 
     [yesterday  Ulagan-Nom/-Acc/-Gen 
     qudaldun-abu-ɣsan]  nom-i    nama-du 
     buy-take-Past.Adn]  book-Acc  me-to 
     üjegül. 
     show 
     ‘Please show me the book which Ulagan  
     bought yesterday.’ 
 
3. Data 
   Having outlined the particular background, 
let us now examine accusative Case-marked 
clauses in Mongolian. Verbs such as čegejile-jü 

baina ‘remember-CVS be.Pres.Con’ take both 
declarative and interrogative clauses, as shown 
in (13) and (14). Note that CVS means converb 
suffix. 
 
(13)  Baɣatur-ø     [Tokyo-du     
     Bagatur-Nom  [Tokyo-to    
     Ulaɣan-ø/-u/*-i              
     Ulagan-Nom/-Gen/-Acc       
     ire-gsen]-i(-ni)   
     come-Past.Adn]-Acc(-PoP3)  
     čegejile-jü      baina.      
     remember-CVS  be.Pres.Con    
     ‘Bagatur remembers that Ulagan came to  
     Tokyo.’ 
(14)  Baɣatur-ø     [ali     qota-du 
     Bagatur-Nom  [which  city-to  
     Ulaɣan-ø/-u/*-i    
     Ulagan-Nom/-Gen/-Acc      
     ire-gsen]-i(-ni) 
     come-Past.Adn]-Acc(-PoP3)  
     čegejile-jü      baina.      
     remember-CVS  be.Pres.Con          
     ‘Bagatur remembers which city Ulagan   
     came to.’ 
 
In (13) and (14), the complement clauses are 
directly followed by the accusative case marker 
-i. 
   Note that declarative complement clauses 
cannot be followed by the complementizer gejü 
‘that,’ or the genitive case maker -u, as shown in 
(15). 
 
(15) *Baɣatur-ø     [Tokyo-du  
     Bagatur-Nom  [Tokyo-to   
     Ulaɣan-ø/-u/-i           ire-gsen]    
     Ulagan-Nom/-Gen/-Acc  come-Past.Adn]  
     gejü/-u-yi    čegejile-jü      
     that/-Gen-Acc remember-CVS 
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     baina.  
     be.Pres.Con    
     ‘Bagatur remembers that Ulagan came to  
     Tokyo.’ 
 
However, declarative complement clauses can 
be directly followed by the noun učir ‘fact,’ as 
shown in (16). 
 
(16)  Baɣatur-ø     [Tokyo-du 
     Bagatur-Nom  [Tokyo-to 
     Ulaɣan-ø/-u/*-i         ire-gsen]      
     Ulagan-Nom/-Gen/-Acc come-Past.Adn]  
     učir-i    čegejile-jü      baina.  
     fact-Acc  remember-CVS  be.Pres.Con    
     ‘Bagatur remembers the fact that Ulagan  
     came to Tokyo.’ 
 
   Let us now consider the Japanese 
counterparts of the Mongolian sentences shown 
above. First, let us consider examples with an 
interrogative complement clause. (17)–(19) 
indicate that interrogative complement clauses in 
Japanese must be followed by the question 
particle ka. This kind of overt question particle 
does not exist in Mongolian. 
 
(17)  Watashi-wa [dono  machi-ni  
     I-Top      [which city-to 
     Hanako-ga    ki-ta]      ka(-o)   
     Hanako-Nom  come-Past]  Q-Acc   
     oboe-te-i-ru.   
     remember-te-be-Pres   
     ‘I remember which city Hanako came to.’ 
(18) *Watashi-wa [dono  machi-ni  
     I-Top      [which city-to 
     Hanako-ga    ki-ta](-no)-o       
     Hanako-Nom  come-Past](-NML)-Acc 
     oboe-te-i-ru.   
     remember-te-be-Pres   

     ‘I remember which city Hanako came to.’ 
(19) *Watashi-wa [dono  machi-ni  
     I-Top      [which city-to 
     Hanako-ga    ki-ta]      
     Hanako-Nom  come-Past]   
     to /koto-o     oboe-te-i-ru.   
     Comp /fact-Acc remember-te-be-Pres   
     ‘I remember which city Hanako came to.’ 
 
   Second, let us turn to examples with a 
declarative complement clause. (20) and (21) 
indicate that declarative complement clauses in 
Japanese must be followed either by the genitive 
case marker or nominalizer -no, or the noun koto 
‘fact.’ In Mongolian, declarative complement 
clauses must be followed either by the 
accusative case marker -i, or the noun učir 
‘fact.’ 
 
(20)  Watashi-wa  [Tookyoo-ni  Hanako-ga 
      I-Top       [Tokyo-to    Hanako-Nom 
     ki-ta]-no/koto-o          
     come-Past]-NML/fact-Acc   
     oboe-te-i-ru. 
     remember-te-be-Pres  
     ‘I remember that Hanako came to Tokyo.’ 
(21) *Watashi-wa  [Tookyoo-ni  Hanako-ga 
     I-Top       [Tokyo-to    Hanako-Nom 
     ki-ta]-o/-to         
     come-Past]-Acc/-Comp  
     oboe-te-i-ru.   
     remember-te-be-Pres   
     ‘I remember that Hanako came to Tokyo.’ 
 
4. Discussion 
   Let us consider what the above facts suggest 
for the theory of syntax. First, if (4) is correct, 
there must be a nominal element in each of (13) 
and (14) that can satisfy (4a). In each of (13) and 
(14), the subject of the embedded complement 
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clause can be marked genitive. The question is 
how it can be licensed. As there is no obvious 
noun in each example, the relevant licensing 
element should be the adnominal form of the 
predicate itself, which is followed by the 
accusative case marker -i. However, if the 
complex of the predicate and T (V-T complex) is 
the genitive subject licensor, it cannot 
c-command the genitive subject due to the T’ 
node, as shown in (22). 
 
(22)  [VP [TP NP-Gen [T’ [VP V] T] V] 
             ↑_____*_____| 
 
Note that as (23) and (24) are also grammatical, 
the genitive subject in each case seems to be 
outside of VP, and in the Spec of T. 
 
(23)  Baɣatur-ø     [öčügedür  
     Bagatur-Nom  [yesterday  
     Ulaɣan-ø/-u/*-i         tere nom-i  
     Ulagan-Nom/-Gen/-Acc that book-Acc 
     qudaldun abu-ɣsan]-i(-ni)    
     buy     take-Past.Adn]-Acc(-PoP3)  
     čegejile-jü      baina.      
     remember-CVS  be.Pres.Con    
     ‘Bagatur remembers that Ulagan bought  
     the book yesterday.’ 
(24)  Baɣatur-ø     [öčügedür 
     Bagatur-Nom  [yesterday 
     Ulaɣan-ø/-u/*-i         ali    nom-i 
     Ulagan-Nom/-Gen/-Acc which  book-Acc  
     qudaldun abu-ɣsan]-i(-ni) 
     buy     take-Past.Adn]-Acc(-PoP3)  
     čegejile-jü      baina.      
     remember-CVS  be.Pres.Con  
     ‘Bagatur remembers which book Ulagan  
     bought yesterday.’ 
 
Rather, the complex predicate m-commands the 

genitive subject in (22). Therefore, ‘c-command’ 
in (4a) should be revised to ‘m-command.’  
   Second, as the adnominal form of the 
predicate in each of (13) and (14) must satisfy 
(4b) as well as (4a), the complex predicate 
should be both nominal and verbal. This 
suggests that the complex predicate followed by 
the accusative case marker in Mongolian is a 
kind of mixed category, which is observed in the 
Quechuan example in (25). 
 
(25)  [Xwancha-q-hamu-sqa-n-ta]   yacha-ni 
     [Juan-Gen-come-NML-3-Acc]  know-1  
     ‘I know that Juan came.’                              
     (Lefebvre and Muysken (1988: 2), slightly 
     modified) 
 
Lefebvre and Muysken (1988) demonstrate that 
languages such as Quechua have mixed 
categories, based on their study of examples that 
involve nominalization such as (25). Quechua is 
one of the official languages of Peru and Bolivia, 
and spoken in the Andean region of South 
America by more than 10 million people. 
Lefebvre and Muysken (1988: 2) state that 
“Quechua nominalized verbs constitute a true 
mixed category, defined by the feature 
combination [+N, +V]” on the basis of the fact 
that the nominalized verb bears a Case marker 
-ta ‘-Acc,’ which is a property of [+N] elements, 
and the nominalizing suffix -sqa- ‘-NML-’ 
encodes past tense, which is a property of [+V] 
elements, given the fact that only verbs can bear 
a tense marker. 
   Furthermore, this kind of mixed category is 
also seen in old Japanese, as shown in (26). 
 
(26)  […namida-no otsuru]-o      
     […tear-Gen   drop.Adn]-Acc  
     oshinuguikakushite…     
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     hide…   
     ‘…(he) hid the tears dropping down …’   
     (Nowaki, Genji Monogatari (Chapter    
     ‘Nowaki,’ The Tale of Genji)) 
 
Moreover, this kind of mixed category in 
Mongolian is also followed by the dative case 
marker or the postposition du ‘to,’ as (27) shows. 
 
(27)  Baɣatur-ø     [Ulaɣan-u 
     Bagatur-Nom  [Ulagan-Gen 
     ire-gsen]-du(-ni)            
     come-Past.Adn]-to(-PoP3)   
     soči-jai.   
     surprise-Past.Con 
     ‘Bagatur was surprised at the fact that    
     Ulagan came.’ 
 
It is important to note here that a predicate can 
be both nominal and verbal only when it is 
case-marked; a predicate is only verbal 
otherwise. This prevents the predicate in (5) 
from being nominal, as it is not case-marked. 
Hence, it cannot license the genitive subject in 
(5), as schematically shown in (28).  
 
(28)  [VP [TP NP-Gen [T’ [VP V] T-siu] V] 
             ↑_____*_____| 
 
   Third, the fact that (14) is ungrammatical 
with an accusative subject suggests that there is 
no C projection for indirect questions in 
Mongolian. Maki et al. (2015) claim that 
generalization (9) implies that a clause that 
allows an accusative subject is characterized as a 
CP. If their claim is correct, the fact that (14) is 
ungrammatical with an accusative subject 
suggests that the indirect question in (14) is not 
characterized as a CP, which in turn indicates 
that there is no C projection for indirect 

questions in Mongolian. If this is true, it 
suggests that the relevant Q feature seems to 
reside on T in indirect questions in Mongolian.  
   Fourth and finally, in Japanese, accusative 
case-marked interrogative clauses are a 
projection of C, as shown by (29), and 
accusative case-marked declarative clauses are a 
projection of T followed by the nominal element 
-no, as shown by (30). 
 
(29)  Watashi-wa  [dono  machi-ni 
     I-Top       [which city-to   
     Taroo-ga/*-no   ki-ta]     *(ka)(-o) 
     Taro-Nom/-Gen  come-Past] Q-Acc    
     oboe-te-i-ru.   
     remember-te-be-Pres   
     ‘I remember which city Taro came to.’ 
(30)  Watashi-wa  [Tookyoo-ni   
     I-Top       [Tokyo-to    
     Taroo-ga/-no    ki-ta]*(-no)-o   
     Taro-Nom/-Gen  come-Past]-NML-Acc  
     oboe-te-i-ru.   
     remember-te-be-Pres   
     ‘I remember that Taro came to Tokyo.’   
 
In (29), the subject in the embedded clause 
cannot be marked genitive, although there is a 
grammaticality variation among informants of 
Japanese. The indirect question marker -ka 
cannot be deleted. Since -ka is assumed to be a 
complementizer, accusative case-marked 
interrogative clauses are a projection of C, 
although the accusative case marker itself can be 
deleted. In (30), the subject in the embedded 
clause can be marked genitive, and the 
nominalizer -no cannot be deleted. The fact that 
the subject in the embedded clause can be 
marked genitive seems to suggest that there is a 
nominal element that m-commands the subject, 
if we assume that the conditions on genitive 
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subject licensing in (4) are general enough to 
apply to Japanese as well as Mongolian. Since 
the particle -no is followed by the accusative 
case marker, it is not implausible to assume that 
-no functions as a nominal element that 
contributes to genitive subject licensing. If this 
is correct, the embedded clause taken by verbs 
such as oboeteiru ‘to remember’ is a TP, which 
is nominalized by no. Of course, there is a 
possibility that the complex of the predicate and 
T in the embedded clause in (30) is characterized 
as a mixed category, that is, a verbal noun, even 
in modern Japanese, just like Mongolian. We 
will leave this issue for future research. 
 
5. Conclusion 
   This paper addressed research question (3). 
The answers to (3) are summarized below. First, 
Maki et al.’s (2016) conditions on genitive 
subject licensing need to be revised in such a 
way that ‘c-command’ in the conditions should 
be interpreted as ‘m-command.’  
   Second, the predicate followed by the 
accusative case marker in Mongolian is a kind of 
mixed category seen in languages such as 
Quechua and old Japanese.  
   Third, there is no C projection for indirect 
questions in Mongolian, and the relevant Q 
feature seems to reside on T in indirect questions 
in Mongolian.  
   Fourth and finally, in Japanese, accusative 
case-marked interrogative clauses are a 
projection of C, and accusative case-marked 
declarative clauses are a projection of T 
followed by the nominal element -no. 
 
* We would like to thank the audience at the 
ELSJ 15th International Spring Forum, Kazuma 
Fujimaki, Yusuke Imanishi, Takashi Munakata 
and Hiromune Oda for valuable comments on an 

earlier version of this paper. All errors are our 
own. 
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1. Introduction 
   The origins of Cognitive Linguistics 
(henceforth, CL) can be traced back to the 
mid-1970s (for details, see Geeraerts 2010). 
Early studies were followed in the 1980s by a 
series of epoch-making works including Lakoff 
(1987) and Langacker (1987). In the 1990s, the 
framework expanded greatly, backed by many 
influential studies grounded in the principles and 
assumptions of CL in areas such as historical 
linguistics, functionalist typology, and language 
acquisition. Then in the early 21st century CL 
faced two major turning points. The first 
challenge was the “quantitative turn” (Janda 
2013: 1), the shift to quantitative (statistical) 
studies using corpora, experiments or both. The 
majority of contemporary CL research is now 
empirically based, which suggests that the 
framework has moved almost entirely in a 
quantitative direction. The second challenge is 
what is sometimes called the “social turn” 
(Harder 2010: 3), which emphasizes the 
importance of incorporating a social perspective 
into CL research. Although there has been a 
number of publications in this direction (e.g. 
Kristiansen and Dirven 2008; Geeraerts et al. 

2010), the social turn has not yet permeated CL 
to the point where we can confidently say that it 
is now firmly established in this framework. 
   This paper maintains that it is vital for CL to 
accomplish the social turn. Specifically, the 
article argues that the study of language 
variation and change has a deep connection with 
Usage-based Construction Grammar (henceforth, 
UBCG; see e.g. Diessel 2015), and that the 
social turn in CL will play an essential role not 
only in the development of research on language 
variation and change, but also in the pursuit of 
an integrated theory of language (Croft 2016). 
   The paper is structured as follows. Section 2 
provides an overview of what is meant by the 
social turn in CL. Section 3 illustrates studies 
conducted from a socially-informed UBCG 
perspective. Section 4 discusses the 
contributions that UBCG can make to the study 
of language variation and change and the 
construction of a theory of language. Section 5 
summarizes the article with a brief note on 
future prospects. 
 
2. The social turn in CL 
   The fundamental principle that characterized 
the 20th century CL research was “the Cognitive 
Commitment” that the account of human 
language should align with what we know about 
the mind and the brain (Lakoff 1990: 40). 
Guided by this principle, CL rapidly developed 
as a new paradigm in the late 20th century. 
However, in the early 21st century, some 
linguists began to raise questions about the way 
the CL research had previously been conducted. 
For example, Croft (2009: 395) highlighted the 
fact that in traditional CL, consideration of the 
social aspects of language, such as interactions 
between speakers, was lacking. At the same time 
he also emphasized the need for CL to stop 
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focusing only on the processes that take place 
“inside the head” and instead go “outside the 
head” of the language user by incorporating the 
perspectives of sociolinguistics and pragmatics. 
   This shift, called the social turn, i.e. the 
“expansion of CL into the social sphere” (Harder 
2010: 443), has important implications. One of 
the most important changes brought about by the 
social turn concerns the reformulation of the 
notion of language users. Simply put, the social 
turn will require CL to take a more realistic view 
of language users (Hilpert 2015: 350). 
Specifically, the idealized view of speakers, as 
postulated by Chomsky (1965: 3) and implicitly 
long accepted by cognitive linguists (Dąbrowska 
2015: 663), will naturally no longer be tolerated. 
Instead, what will be required of CL is to pursue 
the linguistic knowledge of language users as 
social agents who flexibly change their language 
use according to the social context. 
   Hilpert (2015: 350) illustrates this as follows. 
For example, the way a speaker conveys a 
request of stepping aside to the interlocutor 
depends on a variety of social factors including 
how well the speaker knows the person and how 
much the request interferes with the person’s  
personal sphere (Brown and Levinson 1987). 
The socially-grounded use of language can also 
be seen in the phonological choices by speakers. 
For example, as has been widely described in the 
sociolinguistics literature, whether [ŋ] or [n] is 
used in the pronunciation of the final part of 
running depends on the social relationship 
between the speaker and the interlocutor. Social 
factors can also underlie vocabulary selection. 
For example, while the choice of the words coat, 
jacket, and anorak is motivated by the 
prototypicality of the referents in question, the 
use of these words can also be socially 
motivated (Grondelaers and Geeraerts 2003). 

   Incorporating a realistic view of language 
users will also lead to a non-traditional view of 
the standard language and of native speakers. 
For example, discussing the problems inherent 
in the concept of Standard English and the 
traditional definition of native English speakers, 
Shibuya (2022) argues that in order to 
accommodate reality, UBCG should abandon the 
idealized view of English and the traditional 
classification system of its speakers. From a 
sociolinguistic perspective, Blommaert (2005: 
390-391) calls the use of language names such 
as English and French a manifestation of “folk 
ideologies of language”, arguing that 
sociolinguists need to focus on varieties of 
language that speakers actually use, such as 
repertoires, registers, styles, genres, and modes 
of usage. As an approach that prioritizes the 
study of language use similarly to 
sociolinguistics, it is of natural consequence that 
UBCG needs to recognize the importance of 
studying the language that speakers actually use. 
   Looking at actual language use by speakers, 
one will quickly realize that language is full of 
variations and that language is constantly 
changing. This is the reality of language, as has 
long been recognized in sociolinguistics (see e.g. 
Labov 1972). Most strongly associated with 
studying language variation and change is 
typically a branch of sociolinguistics called 
“variationist sociolinguistics” (Tagliamonte 
2012). However, as will be discussed below, 
UBCG can also make a significant contribution 
in this area of language research. 
 
3. Variation studies in UBCG 
   Due to limitations of space, only two studies 
are presented below to illustrate the significance 
of UBCG in variation research. Interested 
readers are referred to the relevant literature (e.g. 
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Grondelaers and Geeraerts 2003; Kristiansen 
and Dirven 2008; Geeraerts et al. 2010). 
   Hollmann and Siewierska (2011) investigate 
definite article reduction (DAR) in Lancashire. 
In this region of northwestern England, there is 
variation in the realization of the article in the 
definite NP construction. For example, DAR can 
result in a vowel-less form, as shown by the 
phonetic symbols [θ], [t], and [ʔ] in (1a-c) 
(Hollmann 2013: 503). There are several 
interesting points about DAR, but here we focus 
on the omission of the definite article 
represented by the symbol ∅ in (1c). 
 
(1) a. Oh yes yes they were a primary school 

(.) Miss Riley she were er (.) er in the/[θ] 
infants you see and then you went up 
into the/[ʔ] big school (ED) 

 b. go through Townley Park (.) and Mr 
McKay were the/[t] er park keeper then 
(ED) 

 c. No it were ni—it were nice because they 
had them big pipes (.) ’cos we had them 
big pipes in the/[ʔ] greenhouses up the/∅ 
smallholdings you know them big (ED) 

 
   Note that the omission of the definite article 
occurs when the subsequent noun is of a specific 
type, such as smallholdings. Hollmann and 
Siewierska state that frequency effects do not 
explain this phenomenon, because as with other 
regions in England, in Lancashire too, the 
smallholdings is found less frequently than 
commonly frequent definite article NPs such as 
the man and the house. In the face of this, 
Hollmann and Siewierska argue that the 
omission of the definite article as in (1c) may 
require an explanation in terms of Lancashire 
culture. An earlier study on the relationship 
between pronunciation and local culture includes 

Coupland (1988), where the relationship 
between the pronunciation of a and the local 
Cardiff culture was discussed. Inspired by this 
study by Coupland, Hollmann and Siewierska 
suggest that speakers of Lancashire dialect may 
use a local variant in order to mark Lancashire 
identity in a specific construction which 
describes a focal element of their local culture. 
Smallholdings refers to small-scale farming, an 
important part of Lancashire’s cultural identity, 
which, Hollmann and Siewierska argue, 
underlies the omission of the in (1c). 
   The study on DAR by Hollmann and 
Siewierska shows that high token frequency 
does not automatically lead to a reduction. A 
reduction can be made for focal elements within 
a given social-cultural context. This is a fact that 
cannot be explained solely by cognitive factors 
such as frequency effects. Hollmann and 
Siewierska’s study demonstrates the importance 
of incorporating a social perspective into UBCG. 
   The next study to be mentioned here is 
Hollmann and Siewierska (2007), another study 
on Lancashire dialect. In this dialect, there is 
also variation in the realization of the possessive 
pronoun. As shown by the examples below, the 
first-person-singular possessive pronoun my may 
be realized as [maɪ] as in (2a), or as the shorter 
form [mi] as in (2b), or reduced variants as in 
(2c-d) (Hollmann 2013: 505): 
 
(2) a. I couldn’t play for them because they 

couldn’t afford my/[maɪ] football shoes. 
(JA) 

 b. I was so young then like and er me/[mi] 
brother took the opportunity and he went. 
(HF) 

 c. when I was four I used to go round this 
house with my/[ma] eyes closed. (RG) 

 d. I remember my/[mə] father coming out a 
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small room. (CS) 
 
   Hollmann and Siewierska refer to the 
“alienability hierarchy” (Nichols 1988): ‘body 
parts and/or kinship terms > part-whole > spatial 
relations > culturally basic possessed items > 
other’. In this implicational hierarchy, those on 
the left side represent possessive nouns that are 
conceptually closer to the possessor (see also 
Hollmann 2013: 506). Haspelmath (2006) argues 
that what underlies the alienability effects is 
frequency, because the frequency of body part 
and kinship nouns tends to be higher than that of 
other semantic categories. Hollmann and 
Siewierska, however, maintain that the reduction 
of my cannot be explained by frequency effects 
alone, because they will not explain the high 
degree of first-person-singular possessive 
reduction in constructions with a number of 
relatively infrequent kinship terms such as 
stepfather and niece. Instead, Hollmann and 
Siewierska argue that in high-frequency 
first-person-singular possessive – kinship noun 
constructions, the possessive may be initially 
reduced, which can then result in the creation of 
the constructional schema [my KIN], in which 
my is a reduced form. In their view, as a result of 
the similarity-based classification, constructions 
with reduced my occur more frequently in 
low-frequency constructions than would be 
expected purely from frequency effects. 
   As demonstrated by the two studies above, a 
socially-informed UBCG approach, which 
integrates social and cognitive perspectives, can 
provide a powerful explanation for language 
variation (see Hollmann 2013: section 27.4 for 
further details). Importantly, as will be discussed 
below referring to the model proposed by Croft 
(2010), UBCG’s full-fledged entry into variation 
research is crucial not only for studying 

variation, but also for linguistic theorization. 
 
4. Implications of the social turn in CL 
   Croft (2010: 1) considers language change to 
be fundamentally a two-step process consisting 
of innovation and propagation. For instance, 
pronouncing or using a word in a novel way 
which differs from its original usage is an 
example of innovation. Innovation yields 
variation, meaning that it is possible that both 
the original and novel forms can coexist at the 
same time in a speech community. Propagation 
is the phenomenon whereby the innovated 
variant takes root, or is propagated, in the speech 
community. 
   In Croft’s two-step model, a distinction is 
made between three types of linguistic variations 
(Croft 2010: 3). First-order linguistic variation 
refers to the variation observed in the context of 
language use in which individual utterances 
occur as a result of innovations by language 
users. Second-order variation is the variation 
that occurs as a result of a gradual process of 
propagation. This is a variation found in 
socially-valued variants in a given society, 
which are known in the sociolinguistics 
literature as sociolinguistic variables (Labov 
1972: 271). Third-order linguistic variation 
refers to the result of the fixation of variants 
across dialects and languages. In the two-step 
model, third-order variation is considered the 
result of innovation, propagation, and 
divergence of speech communities. 
   Croft’s two-step model is a usage-based 
model where language use is assumed to lead to 
language change (Croft 2010: 3). Each of the 
linguistic variation types constitutes the research 
topic for the respective approaches exploring 
language use. First-order variation can be 
explained by UBCG. More specifically, UBCG 
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can be useful in offering accounts for variation 
in terms of the mechanism by which it arises. 
These will include explanations based on 
domain-general cognitive processes, accounts 
based on frequency effects and constructional 
schema as seen above through Hollmann and 
Siewierska (2007, 2011), and the insights from 
the exemplar model (e.g. Bybee 2010). As for 
second- and third-order variations, as mentioned 
above, the former falls under the scope of 
sociolinguistics, while the latter is covered by 
linguistic typological studies. 
   While each of these approaches has its own 
emphasis and agendas, as approaches to 
language use, they share a common goal of 
modeling language variation and language 
change. This implies that a partnership can or 
should exist among them. Indeed, the 
partnership of these approaches has significant 
implications not only for the study of language 
variation and change, but also for the 
theorization of language. Namely, as Croft 
(2016) argues, the linkage between these 
approaches will facilitate the construction of a 
theory of language. A theory of grammar is not a 
theory of language. The same is true of a 
morphological theory, a semantic theory, a 
phonological theory, etc. Furthermore, neither 
CL, sociolinguistics, nor typology are theories of 
language. Since language involves a variety of 
phenomena, a theory of language, by definition, 
should refer to a model that comprehensively 
explains a range of phenomena involved in 
language. More specifically, a theory of 
language should not only explain variation and 
change, but it should also include in its scope 
issues concerning the diversity of the world’s 
languages and also issues related to the death of 
languages (Croft 2011). Understanding these 
various issues of language requires the insights 

of typology and sociolinguistics. These 
approaches, however, cannot independently 
explain language diversity and language 
extinction, because these problems also involve 
mechanisms underlying language variation and 
language change, and to explain them, 
theoretical principles and methodologies 
developed in UBCG will be essential. Each of 
these approaches has so far tended to pursue 
their respective research agendas independently 
of one another. Consequently, the vector of 
research has not been directed towards the 
construction of a theory of language. This is not 
a favorable situation for linguistics. As Croft 
(2016: 599) argues, going forward, the relevant 
approaches should operate together towards 
achieving a theory of language. The social turn 
in CL is thus critical, as it can provide a point of 
contact between different approaches towards 
the construction of a theory of language. 
 
5. Concluding remarks 
   This article argued that it is essential for CL 
(or UBCG as an approach in CL) to accomplish 
the social turn both from the perspective of its 
potential contribution to the study of language 
variation and change, and, as Croft (2016) 
argues, with respect to its potential contribution 
to the construction of a theory of language. 
   Variation and change are among the most 
fundamental phenomena in language. Studying 
variation and change implies studying language 
use. A comprehensive explanation of language 
use will require close collaboration between not 
only CL, sociolinguistics, and typology, but also 
many other relevant approaches. As described by 
Geeraerts (2010), 20th century linguistics was 
marked by a high degree of detachment from 
context, but since the birth of CL, the trend in 
language research has shifted from 
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decontextualization to recontextualization. The 
social turn in CL is part of this 
recontextualization trend. Despite the fact that 
the social turn is an important agenda for CL to 
address, the number of studies in this direction is 
still limited. Croft (2016: 599) mentions that 
non-Chomskyan linguistics needs to stop being 
divided in this century. Approaches that seek to 
understand language use need to strengthen their 
interconnectedness, because it is through their 
collaboration that the construction of a theory of 
language can be initiated. The social turn of CL 
thus has tremendous implications. The field of 
linguistics has now reached a critical juncture: 
the question is whether it will succeed in 
breaking out of the age of fragmentation so as to 
move into the age of integration. Never has there 
been a time when collaboration between 
approaches is more needed than now. 
 

* I am grateful to the English Linguistic Society 
of Japan for inviting me to the 15th International 
Spring Forum. Special thanks are due to 
Professor Yosuke Sato and Professor Akira 
Machida for their support. 
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“Towards a Pragmatic Model of Cognitive 
Onomasiology,” Cognitive Approaches to 
Lexical Semantics, ed. by Hubert Cuyckens, 
René Dirven, and John R. Taylor, 67-92, 
Mouton de Gruyter, Berlin. 

Harder, Peter (2010) Meaning in Mind and 
Society: A Functional Contribution to the 
Social Turn in Cognitive Linguistics. De 
Gruyter Mouton, Berlin. 

Haspelmath, Martin (2006) “Explaining 
Alienability Contrasts in Adnominal 
Possession: Economy vs. Iconicity,” paper 
presented at the 2nd Conference on the 
Syntax of the World’s Languages, 
Lancaster University, UK. 

Hilpert, Martin (2015) “Historical Linguistics,” 
Handbook of Cognitive Linguistics, ed. by 
Ewa Dąbrowska and Dagmar Divjak, 
346-366, De Gruyter Mouton, Berlin. 

Hollmann, Willem (2013) “Constructions in 
Cognitive Sociolinguistics,” The Oxford 
Handbook of Construction Grammar, ed. 
by Thomas Hoffmann and Graeme 
Trousdale, 491-509, Oxford University 
Press, Oxford. 

Hollmann, Willem and Anna Siewierska (2007) 
“A Construction Grammar Account of 
Possessive Constructions in Lancashire 
Dialect: Some Advantages and 
Challenges,” English Language and 
Linguistics 11(2), 407-424. 

Hollmann, Willem and Anna Siewierska (2011) 
“The Status of Frequency, Schemas, and 
Identity in Cognitive Sociolinguistics: A 
Case Study on Definite Article Reduction,” 
Cognitive Linguistics 22(1), 25-54. 

Janda, Laura A., ed. (2013) Cognitive 
Linguistics: The Quantitative Turn. The 
Essential Reader. De Gruyter Mouton, 
Berlin. 

Kristiansen, Gitte and René Dirven, eds. (2008) 
Cognitive Sociolinguistics: Language 
Variation, Cultural Models, Social Systems. 
Mouton de Gruyter, Berlin and New York. 

Labov, William (1972) Sociolinguistic Patterns. 
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Lakoff, George (1987) Women, Fire and 
Dangerous Things: What Categories 
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on Native American Linguistics, ed. by 
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Gruyter, Berlin and New York. 
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English Speakers’ Linguistic Knowledge in 
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【JELS 原稿（和文原稿）の作成上の注意】 

＜英文原稿作成については、Guidelines for Submission of Manuscripts to JELS を参照すること＞ 

(1) 原稿枚数：

本文・注・文献を含めて A4 用紙に 7 枚以内（シンポジウム・リポートは4枚以内、特別講演リポート

およびワークショップ・リポートは 2 枚以内）とする。原稿は、2 段組とし、各段 40 行とすること。 

(2) 書式：

必ず、添付ファイルで送られてきた、「JELS_サンプル（和文原稿）.doc」を使用し、ファイル名を変更

した上で上書き保存して使用すること。また、ファイル形式は「 .doc」のまま使用し、「.docx」に変更

しないこと。（変更すると正しく表示されない場合がある。）

①マージンは上（2.2 ㎝）、下（3.0 ㎝）、右（2.5 ㎝）、左（2.5 ㎝）に設定する。

② 字体は、本文、注、参考文献のいずれにおいても、和文をMS明朝、英文をTimes New Romanとし、

文字サイズは 11 ポイント以上を使用する。

③ 第 1 頁の一段目は上部に 4 行の余白を取り、論文題名・氏名・所属・キーワード（語または短いフ

レーズ、5 項目まで）を中央寄せにして入れる。論文題名と氏名の間、及び所属とキーワードの

間は各 1 行空白とし、キーワードの後 2 行あけて、本文を始める。（キーワード：メタファー, 関連性

理論, usage-based model のような形式でキーワードを書く。キーワードの間は半角カンマと半角ス

ペースで区切る。）

④ 論文題名は太字にする。

⑤ 和文原稿の場合、読点・句点は、「、」と「。」を使用する。

⑥ 注は、本文（または謝辞）の後ろ（文献表の前）にまとめ、「注」とタイトルを付す。なお、MS-

Word の脚注機能を使用してはならない。脚注機能を使わずに注を書くこと。本文中の注番号（上付

き数字）は、句点「。」の後ろにくるようにする。

⑦ 謝辞を書く場合は、アスタリスクを付け、注の上に書く。

⑧ 文献表を含め、その他の書式の細部については、 English  Linguistics の“Information for

Contributors” に従うが、abstractは不要。参考文献に2語以上の学術誌・学会誌・Working Papers・

Proceedings等を挙げる際、比較的よく知られているものは略記を用いてもよい（別紙参照）。ただ

し、同一原稿の参考文献内では統一的に用いること。
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(3) その他：

① 和文原稿には和文題名をつけること。その下に英文題名を（  ）に入れて示すこと（英文題名の中

の内容語はすべて語頭を大文字で記載すること。ハイフンでつながれた語の後半部分やコロンの

後の語も同様）。また、著者名と所属機関名の横にそれぞれの英語（または原語）表記を（   ）に

入れて記す。著者名の英語表記では、ファーストネーム・ファミリーネームの順番で、語頭のみ

大文字で書くこと（例：「日本 英子（Eiko Nihon）」）。大学英語表記は公式ウェブサイトの表記

とすること。特に、英語でUniversity of 〇〇という形式の場合、定冠詞Theの有無に注意すること。

大学院生の場合は日本語表記の後に大学名のみ英語（または原語）表記を（ ）に入れて記す

（例：「〇〇大学大学院（〇〇 University/(The) University of 〇〇）」）。

② 発表時の論文題名からの変更は一切認めないが、日本語による口頭発表でも Conference Handbook

に記した英文題名を使用すれば、英文原稿を提出できる。なお、Spring Forum での発表の場合は、

英文原稿のみ受け付ける。

③ページ番号は入力しないこと。

④ 作成原稿のフォントの埋め込みを必ず行ってから提出すること。学会のウェブサイトに掲載される電

子版で、パソコン環境によってはフォントがうまく再現されず異なる記号などに変換されてしまう

危険性があるため、必ず確認の上、提出すること。

⑤論文内に図やイラストなどを使用する際には、著作権に十分留意すること。

⑥締め切りは、大会翌年の 1 月 11 日 午前11:59（日本時間）（必着）で、日本英語学会の JELS 原稿受

付アドレス（conference-jels@kaitakusha.co.jp）に WORD ファイルと PDF ファイルを送付する。フ

ァイル名には発表者の氏名をローマ字で記入すること（ 例：NihonEiko.doc / NihonEiko.pdf）。 メ

ールのタイトルは、秋の大会の発表か国際春季フォーラムの発表かに応じて、「大会: JELS 日本英

子」もしくは「SF: JELS EikoNihon」と記すこと。なお、締切日時を過ぎていても JELS 原稿受付

アドレスの自動応答システムによって「受領した」旨のメールが返信される場合があるが、，

大会運営委員会としては受領しない。

⑦規定に違反している原稿は掲載しない。

（2021年6月21日改定） 
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日本英語学会大会運営委員会 

日本英語学会事務局 

JELS 日本語執筆の場合の注および参考文献の書式について（補足資料） 

JELS を日本語で執筆する場合の注と和文参考文献の例を以下に示します。外国語で書かれた参考文献につ

いては、 JELS を英語で執筆する場合と同様、学会ウェブサイト  (http://elsj.jp/english_linguistics-

eng/information-for-contributors/ ) に掲載されている English Linguistics の参考文献の書式を参照して下さい。 

なお、学術誌・学会誌・Working Papers・Proceedingsのうち比較的よく知られているものについては、頭

文字語による略記を用いてもかまいません（別紙参照）。ただし、同一原稿の参考文献内では統一的に

用いてください。

注

1. 河上誓作（私信：XX 年 YY 月 ZZ 日）によると、以下の例は……………. 

2. Oba (1997)にも指摘されているとおり、……………… 

3. 杉本 (1998:34)では、以下のような類例が紹介されている。

(i) I long for ………… 

(ii) I manage to ……………………… 

4. Takami (1996:51)には、以下のような……………… 

参考文献

小泉保 (1997)『ジョークとレトリックの語用論』大修館書店, 東京. 

松本曜・田中茂範 (1997)『空間と移動の表現』研究社出版, 東京. 

盛岡ハインツ・梶田優 (編) (1994)『海外言語学情報』（第7 号）大修館書店, 東京. 
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論文集収録論文の場合

論文集の場合 

未公刊論文の場合 

雑誌掲載が決定しているが未公刊の論文の場合 

口頭発表の場合 

学会等のプロシーディングスの場合 

福岡言語学研究会 (編) (1993)『言語学からの眺望』（福岡言語学研究会20 周年記念論文集）九州大学出版

会, 福岡. 

吉村あき子(1996)『否定極性現象』博士論文, 大阪大学. 

福井直樹 (1998)「極小モデルの展開」, 田窪行則他 (編) 『生成文法』（岩波講座言語の科学第六巻）, 161- 

210, 岩波書店, 東京. 

大阪太郎 (未公刊)「Donkey 文の解釈について」, 未公刊論文, 日本英語大学. 

藤田耕司 (1997)「最適派生理論の最適化に向けて」, 『英語青年』5 月号, 74-76, 研究社出版, 東京. 

大津智彦 (1993)「現代イギリス英語における目的語節を導くthat の有無について」, 『論集』第 9 号, 41-50, 

大阪外国語大学. 

東京花子 (印刷中)「英語統語論について」, 『日本英語学研究』, 日本英語出版． 

塚本聡 (2013)「大名力『言語研究のための正規表現によるコーパス検索』」書評, 『英文学研究』第90 巻， 

155-160，日本英文学会.

廣瀬幸生 (1996)「Adele E. Goldberg: Constructions: A Construction Grammar Approach to Argument Structure」

書評『英文学研究』73 巻1号, 170-174, 日本英文学会. 

桐生和幸 (1997)「結果述語構文の言語類型論的研究」関西言語学会第 22 回大会口頭発表. 

川瀬義清 (1998)「認知的観点から見た進行形の意味」KLS 18, 155-165. 

Freud, Sigmund (1905) Jokes and Their Relation to the Unconscious, Moffat Ward, New York. （フロイト,  ジグム

ンド.  生松敬三訳『機知—その無意識との関係』人文書院,  東京, 1970）

Radcliff, Allan (1940) “On Joking Relationships,” Africa 13, 195-210. （ラドクリフ, アラン. 青柳まちこ訳『未

開社会における構造と機能』「（第 4 章）冗談関係について」新泉社, 東京, 1975） 

和書の場合 

書評の場合２（洋書の書評を和文で執筆） 

翻訳の場合 

論文の翻訳が本の一部として公刊されている場合 

書評の場合１ 

雑誌論文の場合 

博士論文の場合 
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Guidelines for Submission of Manuscripts to JELS 
<If you write in Japanese, refer to the Japanese guideline on the ELSJ website> 

 Last revised June 2021 

(1) Length
The length of an oral presentation manuscript, including notes and references, must not exceed
seven A4 pages; that of a symposium report must not exceed four A4 pages; that of a special
lecture or workshop report must not exceed two A4 pages. The manuscript must use a two-
column format with 40 lines per column. Care should be taken to avoid overcrowding of
characters or letters within the line.

(2)  Format
Use the English sample file attached to the e-mail. Do not change the file extension (.doc) when
you save the file. Note that presenters at the Spring Forum are not allowed to submit a Japanese
manuscript.

a. Leave margins of 2.2cm at the top, 3.0 cm at the bottom, and 2.5cm on both sides.
b. The font must be Times New Roman and the font size must be at least 11 point.
c. There must be 4 lines of space between the top of the page and the first paragraph on the first

page. The title, the name and affiliation of all authors, and keywords (up to five words or short
phrases) must all be centered. One line of blank space must be left between the title and the
author name(s) as well as between the author affiliation(s) and the keywords. Two lines of
blank space must be left below the keywords, at which point the main text must begin.
Keywords should be written in the following format: Keywords: xxx, yyy, zzz (e.g.
Keywords: syntax, Case assignment, Multiple Agree, light verb).

d. The title must be in bold type. Capitalize the first letter of every content word in the title,
including the words after the colon Also, capitalize the first letter of both parts of the
hyphenated word (e.g. South-East).

e. Write the author’s name in the order “First name - Surname” and capitalize only the initial
letters. (e.g. Jane Smith). Notation of affiliation must be identical to the one used in its official
website. Pay a close attention to the existence/absence of “The” in front of “University of XX.”

f. Write acknowledgements above notes, if any. Put an asterisk at the beginning of the
acknowledgements.

g.  Notes must follow the main text but precede the references, with the heading “NOTES.” DO
NOT use MS-Word’s command for inserting automatic footnotes and endnotes. Footnote
numbers in the body of the text must be written as superscript numerals, and must be placed
after punctuation marks.

h. Other details (including the references) must be formatted in accordance with Information
for Contributors and the latest version of the EL style sheet (http://elsj.jp/english_linguistics-
eng/information-for-contributors/). No abstract is necessary.  When listing journals, working
papers and proceedings with two or more words as references, abbreviations may be used
(refer to the attached list). Be consistent within references.

(3) Other instructions for submission
a . Manuscripts written in English should be checked by a native speaker of English. Under

no circumstances may the title of the manuscript be changed in any way from the one used at 
the time of submission. The English manuscript is accepted even when the oral presentation 
was made in Japanese provided the English title listed in the Conference Handbook is used in 
the manuscript. Presenters at the International Spring Forum may submit only English 
manuscripts. 

b. Do not include page numbers.
c. Please embed all fonts when creating pdf files in order to ensure that the fonts used are

available on readers’ computers. (JELS is published on the ELSJ website.)
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d. Make sure that any figures or illustrations in the paper are consistent with copyright
restrictions.

e. Manuscripts must be submitted by 11:59 am on January 11th (JST) of the year following
the Spring Forum and the annual Conference. Manuscripts must be sent as attachments in
both pdf and doc format to <conference-elsj☆kaitakusha.co.jp>*. The file name must
include the author’s name in Roman letters (e.g. NihonEiko.pdf/NihonEiko.doc). The title of
e-mail must be “Annual Conference: name” or “Spring Forum: name” (e.g. “Annual
Conference: Jane Smith”).  Please note that a manuscript that has reached after the above
deadline will not be accepted by the Conference Organizing Committee even if an automatic
reply message confirms your submission.

f. Please note that manuscripts not in strict compliance with the Rules for JELS and the present
guidelines will not be accepted.

g. Graduate students must indicate their affiliation so that they can be identified as graduate students
(e.g. Graduate School of University of XX, XX University Graduate School.

*The “@” in the e-mail address has been replaced by “☆” for security reasons.
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