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WELRFEL LTEST 259D
Subject-in-situ generalization & FEFEREE"
(Subject-in-situ Generalization and Syntactic
Structure in Child English)

[Hi8 HEZ (Masahiko Dansako)
ALIWMTHISZ K (The University of
Kitakyushu)

¥ — U — K : Subject-in-situ generalization, =
FEERY, —B FEEME R, T-to-C BN

1. IITBIZ
AEw ST, vP PICHE GRS Z2 R o 323k &
CHBGENERT L Z ERFTFIhRrNn &
ZHE L72(1)® Subject-in-situ generalization
(LLF. SSG) (Alexiadou and Anagnostopoulou
(LI, A&A) (2001, 2007)) % ShIE D= 7EME
BOBRNOHRET 22 &2 AL T 5,

(1) The subject-in-situ generalization (SSG)
By Spell-Out, vP can contain only one
argument with a structural Case feature.

(A&A (2007: 31))

(2a) TlL, v OHEBICH IR E S - HIRE
DP & vP fEEEUTA B DO DR E 7z
FFEDP B L TWA, SSG Ik, EXMHL
(Spell-Out) DEEFET, Z D X 5 7eiii&Eic /e b

TEEBUTWD, 2 bk b ol

B 21X, 2b)D L 512 vP FEEERD DP A3 EiE
BN EALOALE IR E) L2 T uiE7e 5720,
ZOREETIE, WP NI EM A O TE T
—ODHAFAEL TN D728, SSG DERITIE
AR

(2) a. *[,p DP<CASE> [,- v DP<ACC>]]
b. [tp DP<NOM> [,p £ [, v DP<ACC>]]]

SSG #RET H Z & T, ik & i O EBL
BEDHT L ENTED, HlzX, 77
AFEDREFHE X CIX@a) D X o IcHBE & T
FEOFIENE Y . VS FEIENFRE L 725,
&AM, Bb)D X D I hEhE & ERE A E
L7z VSO FBlIHIFFF S 2w, fliE S+
FENS WP NI ED EIRET D L. BHUEED
VP NICH D Z L2 ZHuX SSG IZHEfih
THZ LTS,

3) a1l

EXPL is arrived a man.

estarrive un homme.

‘There has arrived a man.’
b. *Il a Iu en éléve
EXPL has read a student-NOM
le livre.
the book-ACC
‘There has read a student the book.’
(A&A (2001: 195, (2)))

A&A 20072 XD EMAD L HIZ, SSG I1TIH

DHEAL Z B 5 R R & S D7
. B e EFIEFE O RARIZ Z OfIFIIC

ELRTUIRERWTIT Th S,

(4) [W]e argue that (1) [=SSG] is a universal

principle  that  regulates  argument
externalization.

(A&A (2007: 31))

F o, FEEAREE L L CEST 24 IR0
EEFEIC BV TIE T OREEN+43 TRV,
T2 H5a)D &L ) RIEFREFTEL(Gb)D X
D IR REHIEESC — BUPREE N RIFIBREEICE
WTBHE T 5 Z & N #l%E S L5 (Radford
(1990), Schiitze and Wexler (1996)72 &),



(5) a. Him fall down. (Nina, 2;3,14)
(Schiitze and Wexler (1996: 670, (1a)))
b. He bite me. (Nina, 2;2,6)
(Schiitze and Wexler (1996: 674, (9d)))

DX D RSN T 285 L2V (2a) Dt
EERBEL TS EET D & EHDO RN
BEBE DI Z ORI D 24 M A MRFET D
ETHLTWA EEBEZLND, L EZEE X
T, (6)ZF#Hl& LTI T, CHILDES 5 —#
A~ — Z (MacWhinney (2000)) % F VR FEZ 1T
Do

(6) SSG 75 D P
IRE| B0 — BOR BB R D% L 7= M EhF
ZAWTESUZBWT, IEEREELEHW
FEMFEIRFICSEELT 5 Z &30,

t LS SRFRIZB\V\ T SSG MEA LT
WHDTHIE, vP NICKFEEZ RS D
@ DP 3% H(T)DiEIL SSG ERKIZ /2 57T
D, ZDO XD RIIFEM IR & BT
b,

(7) *[.» DP<Non-NOM> [,- v DP<ACC>]]

2. HREE

MRAEIZ & 7= - TIlX. Schiitze and Wexler
(1996) 3 AEFER) 72 FE 4K HFE O BLE & Wil
L 7= Nina (Suppes (1973))? 1 5% 11 7°H 16 H
MH 2S5 MH 28 HETD 27T 7 7 A V%%t
Gl LT, T FNEIZY -5 TE, —HoD
B OENEEGT 5720, FiEE = A
MREEORAFNIRE Lz, -, ko7
DIEEMTFEE AW ERE O MBS L |
ER - NERO BB LA IR T2, BRYEEIC
DWW TIERA T2 Tld 72 < GERM e B R
HIMATWD, ks, ffi, ikl &R
FEL, BRDAARRAZL IR L TN D,

FHEDORER., OO TFHEITHR2 D | Kl
R —BURRE R DL L - BhEa 2 7o
NZBNWT, FEEEERE & B AUGERIRFICE
BT 500882237, (8)I% Her 28, £ L
T Him BNEFFEOFTHH, LIS
DB NWT T BDFEHEINLTHRNDOTH
T, 2B IESSG T+ 5 Z Lic/ke b,

(8) a. Her have a big mouth. (Nina, 2;2.6)
b. Her give a ride on the wagon.
(Nina, 2;2.6)
c. Her knock (th)em down. (Nina, 2;2,12)

(9) a. Him draw another eye. (Nina, 2;2,12)
b. Cause him open xxx him eyes.
(Nina, 2;2,12)
¢. Him have a paw. (Nina, 2;5,26)

Flo LRIV T NG IR FFEERFOCT
b5, (10a) T EROMENE], (10b)I1LIEE
T2 H#hE, (10c)ILEF O B BhFEa N8BT
60

(10) a. Her nipped me. (Nina, 2;5,25)
b. Her sleep in the crib. (Nina, 2;2.28)

c. Her cried. (Nina, 2;5.27)

BeEsnl Fiox — o 233 L LT
#1157,

¢ 1. Nina (Suppes (1973)) DI T4 5 =

RE A AT L OB & ENE
Finite Nonfinite
SNon-NOM VO
. 2 47
(transitive)
Snon-Nom V
. iy 8 31
(intransitive)

ZET 5 88 BIDHH, AL BICEFEIOAR
ERDOT BRI EFRN L ELHS AT




D ENIND(p<.05), 72, SSGEKX T
& HMENFA LAY SSG E LTI 72\ H BhE 3L
DIEFEHE OITHFIICHEEREITRLDS
2N p > .10), T 5 1% SSGER DHIA L)
RIZ & > TRk CIE 22 < . BEhEAISCE R U
JEIHHBICRE 2D 9 D 2 L2 RBL TN D,

FREOMENGSCOH)IL SSG ITEX T 5 &
INCRZDZN. DX > ez b
DIEA I D, T ZTIHAEEMEEZ — 2B 2 TH
7=uN,

F 97, SSG ITH R SHEIZIZEA L TunvZen
EWVO AREMEN IS HiLD, b L SSG AR
JAUE, vP NICIER o b o> ThHREh
52 L3 RS ERSND Z &5
HTE D, L LE/RBERICBWTEHLT
W ET B L SSG T RI e & R
LEZRITNITR LR, A&A ITX D &
SSG 1T HEIFEL & STV D728 KA
HEEFOLONED L H I L THEME
DF LD ONTIH LTI, F,
SSG D% RMARET D & FBEAINTESD
x| EIIITIX SSG ER STV RiT
725720, L L, SSG I vP WNIZAEIER
ZRFOERE - BWEENER T2 2 RS
RWZ EEBRIELTWATRD, ZOREDHIF
DIES T HI R R FFEA NI IRICE
2 HNDH DT TIERY, EHIT, SRIZIEA
ERELAFIH AR RECTH DL Z L 2EET 5
ELEBANICLY ZoRI e EST D Z b
137 212 < V) (cf. Chomsky (1981)),

WIZ, KRam TR N7 flix SSG I2iE
KLTWLEIIZRZDTETTHY | HFIZ
TS TND LW ) HEEHZ B X THIZVY,
ZZT.(1D)D L ST vP NIZH B IEFRE EFE
TP FEERICBEN T2 B2 TH LI,

(11) [rr DP<Non-NOM>; T [» & [v [v
DP<ACC>]]]]

Z OEETIZ, vP NIZH D IE T EFEN

TP FREICKEENT 5 2 & T, vPITITxs %
FFOIHDBNFIET D Z L1720 SSG D
RITiF7e b 7evy, £72, SSG N EH/ DB T
Ll TWNHEEZ DT LT, FEANIC
FoTEDEIITEBTELNE WS EE
AREMEOME L < 25, ZDO X oIcE bz
52 eI X o T SIRFEERICIB VT ISSG i#E
KO BEHESND ZENHHTE 5, -
720, FiBIX TP OREMNEIZH D1 D
LT, ERTIERIETK E LTHEBT
LD ENE VO MENED, b, 2
DI « —BOBRBREPBHE L B, T
DEFPH > THENNEB TR LN
I ELMAOKENSH D, b E(2)IC
FLOHTEL,

(12) SSG MWEMRIMNSIEEI L TS L&
R T a DORE
a. 1B TP DFREFNLEIZ H DI 6
Db LT, FETIIRIEEKE LT
EHT HD1T72E0
b. T DB B > T H I - —BP RS
PYE LT D D787

DF Y MEIEZ OO T ORETHD &
FELHLIENTE D,

ZOREOER D% E LT, Guasti and
Rizzi (2002), Schiitze (2010), #ZIEF(2016)737~
LTW5D X 9IZ, SRR TR
DEERISCHNT K- TBhEhE] do DFEFEE D—
BOPRROEINER D LW ) mIUZIER Lz
VY, (13a,b)D & 91, R (RES) T
BhEhE do O—ENEERITH 5753, (13¢,d)
D &R TITEN DN RHNTE Z 5,
(13) a. So Paul doesn’t wake up. (Adam, 3;4)
b. Robin don’t play with pens.

(Adam, 3;4)
c. Does dis write? (Adam, 3;4)
d. (Not observed) Do he go?



(Guasti and Rizzi 2002: 168)

Z OEIBYENE do DFALEN) 7R T-to-C B H)
DEMBILTE D EEXDBND, FRSLT
IEBATERY 72 T-to-C BBENANE 2 & 72\ 28 B
LTEHENDEZ > TWD, ZDZ Enb,
AL TIX0HERET D,

(14) T OIEPEAARGER
OB TIE T KA EHERT
KA TEH DM, T-to-C BENZ LD T2
RN EFRERICEERT 2 (EMAET D)

PRCLTIE T-to-C BEIDBAERICE Z b7
Wz, T RKRINMZ 20 |, — BRI
5, — 4T, BT T-to-C BEhDE
ZHZETTARANEFBRICIER L, —8h0
BHEOICEZZ 2D, ZDXEHIC
BZDHE RS BRSTIZIBT D BEE o
—HDIERIFENTHI TE 5, TIL, SSG I
DNWTIE, EDOLIHITEZDZENTEDHE
% 9 3, BIENEE O T-to-C B 8h % £ 72 VAL
XA, TIHEHE L L=, —Boghe
FIIMIE L, FETAEEEENBIN D, FEBRIZHE
HEN7=XEIcE 5 e, (Ba)DREEIL(15)
DEINRTIENTE DL, ZOXLXTIHIHEE
F&EREAS VP SRS IR T2 SSG E K IT
722 B 720,

(15) [tp Heri T [1p # [ [have a big mouth]]]]

R BhENE O T-to-C BB & 1 9 BERI ST,

T OIEMEARIZ LD . —BOBRERENBIIL, T
FENEAIND, 2D, BTz E N
TH(16)D K HITH TR TR vP fHIESMNC
H DT, SSG DIEITIEE B 720N,

(16) [cp Does; [tp she; ¢ [w» ti [ [have a big
mouth]]]]?

S BT, RESCTRE L1492 E LT,
BhENFI O T-to-C BB & 11 5 BSOS E 1L,

VP T OIEMALDNEE Z 5 7280 FE TR T3EM

BB SN I3V ERTFHIEND, =

DFRERFET H 72D, £z, FESLED

217 o 720, (INE&EL, Eiko

Nina D5 D ah e BlEE LTz,

(17) T
FHEEMEFF L LD PBROUL, FEFERFFE
EREOREMCL Y < BEIND,

F£1 TRLEZ S BIND, RS E SRS
ST TRER AT 2 IR T,

3% 2. Nina (Suppes (1973))DIE 4 58 & ££
IGEDILL AT T L DEN

Declarative Interrogative

SNon—NOM

V(O)

88 0

20O LM LN LI, 1O THIES
V. TR EREL LD FPRCUL, TR IEE
ZEO BRI L D < BEINTZ(p < .01),
ZHUT X AR LT TT OTEEVAGR
IIHYThLEEZLND, BT, (12)T
ZFIFWES, [T Ol ZIKETHZ
& TR TX B, (12)%(18)E L THIET D,

(18) SSG NEMWIM N OIEE L T\ 5 &5
R T2 A ORER= (12))
a. FEED TP DR EFNLEIZH DI H
DL, FETII R IEFEKE LT
FEET 20128
b. T DEI D& - T b IR - —BOP RS
DBLTE LTV D D iF 7

SF Y EEOBMETIE Tto-C BEINKE Z 5
TRV TIXEMAL L2720z, (19)D &
INZEH BIKIZH > THEREMIZIE T OFF




PENBNTWRWEEZHZ LNTE D,

(19) [+ DP <Non-NOM>; T(inactive) [,» £ [ v
DP<ACC>]]]

FETHEIFEICOWTII WP 2z T TP 12K
T2 bDD, T-to-C BEIDEHG L7272
TP AARIEMRIEICH Y . I XY Tk E
FEELCERALRWERHTE D,

772, KR —BOERER IC DWW TR I
(ZPEH SN2 DO RERR DS Lo g WS, FEE
BEEIZVWPICEE-TWD W) AlREME S
H5H, b LIFFHREFRD WPITEHE-TWVD
LW TR D L EOMIEITRILY SSG
EEWDH Z LI TLEWY, R E LD
HRFEINDDNE WS ROIORMEICS B
RoOTLEH>ZEICRD, 22T, 290
ST REI T D720, FFEFEKEGED VP &
B2 TBENATWD Z & ERTREILE D%
F7=v, £9°, 20)D X 5 2RO FIF A [SSG
ER] OZZBWTBESND Z L2 |
Fov, 22 TEEROF, FFORG & IEE
k& FEFE DTN ERIR Td 5, (202) TIELIE
R TFE her D3EIFA now (ZHAT LTV 5, [A]
ERIZ, (20b) T & FE A& L5 EIF already |2
FATL TN D,

(20) a. Her now make a home. (Nina, 2;4,6)
b. Her already have a bottle. (Nina, 2;5,26)

29 LEEREORIFN T OBSHCERT D &
HETDHE, ZNDDRIEL Y b7 5100
EICHN DT IZEIQRHDO L D12 v &
Hx<cB#HL-bOEEZLND, L WP
TEIRIC EZE R > T D L9 5 & BEOEIF
DEFBEITHATT 21T TH 508, EEREIZITZ
DL Ao TUVRUN,

(21) [te Her [p @ T [w» ti make a home]]]

RN, B ERE & FEFHE FFE ORI E I D
WTEZ D, 22)TIEEEBMOT)D wh &R
AR L, ShVR(CHD)ASFE A 178 & A5 E R
not DIHMNH I HIRE #T-> TN D,

(22) MOT: who else is going to eat supper?
CHI: her not.
MOT: she’s not going to eat supper?
CHI: her not. (Nina, 2;5,26)

ZOFIHFEIRICE B 25 & IEFEMFBIL
EFRICHAT LTV D, BEFED H D NegP 73
TP L P OIZH B &) B E S 2 18 E T
BHEL (23D X D ITFETME RIS ERE A B
ZCCHRIZ BN 2 UL B 72U,

(23) [rp Heri [Negp @ [ve #i (eat supper)]]]

H LW ICHEERTFBENEEDL LT DH L not
her OFENAIZ/2 D137 ThH D NEERITITE 9
TIEAW, LEDZ Lt KL TIddEE
FEFEFEIT WP AR TALEICAERE L TWnD &
EZ2D,

3. #EEE

ARFCIE, vP NITHEER 2 FF > EEEB &
WHRGENAERT L2 Z R Inn &
ZHE LTz SSG Z S D FFEEAR OB
DIRGEE L 72, SSG I FFE—MIZ M S D il
KIThH DT, FrBEFEREOLIR b R
ZOHFNCHEL R TNIT R 6 R WT T TH
Do ETAN, PRI TR | BEHEC—
BIEHERZDLTE LTz vP 2R LT D L&
Z BN MMENFSC BN T, TR EREE H
B8 23 A I I E B3 2 il (Her have a big
mouth. (Nina, 2;2,6)) N2 S L7z, Z OBIIE
SSG EEMIZRLZ DM, (1) FACTIZIR Y #8142
EnNsZ e, RO Gi) HEERTEEIIREE
TRIFIRCE CRERGEICITLTERD Z L
NE, FETHRIFET W I E ST TP BE



HICBEI L TWD EZZXHIL, ZHITED
VPIZIZ HRJGREDO H DB AR T H Z L2 |
SSGIEKITIZ/R BV LA TE 5, A
1% SSG %SRBG OBLE N DEEZITV,
SSG IFHEIEICHEH L Tns Z & &8
SN LT,

*ORFRCIE, 2022 4E 11 A 5 HiZA VT4
YTATOI I AARRFEF R 40 BIRET
O HEERFEDONFICIESN TN D, DHEREFE
Tk, WEEIFEEAE, KBS K O EA, TR
RGEENLERL I A NETAWZ, 22
(ZRC LIRS %, E7z. KimsCi ISPS BHF
# 20K00548, 20K00824, 21K00586 DBk %
ZITTWD, ¥, AL O T2 TEL
DELETH 5,

BEIR
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1. Introduction
In this paper, I propose and demonstrate a
new type of application of FormCopy (FC) that

forms a “defective” Copy relation:

(1) FC can assign a Copy relation to some of

the features that compose elements.

We call

FormDefectiveCopy or

the nontypical Copy assignment
FCler.

introduces a theoretical framework by Chomsky

Section 2

(2021), while Section 3 points out some
potential problems in the so-called strictly
Markovian derivation; Section 4 shows that
FCqer solves the problems, approaching a
genuine explanation, and Section 5 argues that
FCqr is applicable to linguistics phenomena
related to dependent elements, such as expletives,
anaphors, and the null operator. Section 6

concludes the paper.

2. Strictly Markovian Derivation
Chomsky (2021: 20) defines Merge, the

structure-building operation, as follows:'

(2) Merge(Xi,...,.Xa, WS)=WS'={ {Xi,...,
Xn},W,Y }, satisfying SMT and LSCs.

The operation takes WS and Xi,...,X, in the
workspace and yields WS'. Generally speaking,
SMT requires the simplest language design; thus,
it necessarily contains third-factor principles or
natural laws in general science. With regard to
SMT in (1), Y is null and n=2 under Minimal
Yield (MY), which is assumed to be a property
of the human brain.> W is whatever is unaffected
by Merge; hence, it is carried over into the
newly created WS’ (that is, the No-Tampering
Condition). Chomsky (2021) introduces the
Principle of Univocality (®-Theory) and the
Duality of Semantics as LSCs. The final version
of Univocality is (3) (Chomsky 2021: 27).

(3) A 0-assigner t assigns one and only one
0-role to elements 6-linked to P(7).

The condition operates as a filter that eliminates
the unacceptable cases in which one 6-assigner
assigns more than two 6-roles to one element.
The Duality of Semantics is defined in (4)
(Chomsky 2021: 30).

(4)  For A-positions, EM [External Merge]
and EM alone fills a 6-position.

Merge needs to satisfy the condition when it
applies. That is, all arguments are externally (not
internally) merged with SPEC-v or V/Root.

Note that MY makes derivation strongly
Markovian, which means that no history of
derivation is preserved. Additionally, Chomsky
(2021) argues that Internal Merge (IM) is
preferred to EM under SMT:?



(5)  When Search X looks for elements to be
the input of Merge, and both IM and EM
are available, IM is selected because it is

more efficient in terms of search space.

As a result of the last two conditions, the serious
indeterminacy does not occur in the strongly
Markovian system. Consider the following

workspaces for John hit John.*

(6) a. WS={ {John;,{v*{...,Johny}}} }
b. WS"={ {John;,{INFL,{...,John,}}} }

In (6a), if (4) were not adopted, the system
would not know the place from which John: had
come. However, John; is necessarily introduced
by EM (not by IM) according to (4), since
SPEC-v* is an A position and a 8-position. The
same logic holds for (6b) too. SPEC-INFL is an
A position but not a 0-position; therefore, John,
is introduced by IM (not by EM) according to
(5). Therefore, a derivation (that is, the mapping
of WS onto WS') proceeds as expected, even if
there is no derivational history.

Since the strongly Markovian system does
not recognize an IM-formed XP, which has been
called a copy, the operation FormCopy (FC) is
also essential in Chomsky (2021).

(7) FC, which optionally applies phase by
phase, assigns a Copy relation <X;,X»>
between X, and the structurally identical

inscription X, c-commanded by the X.

Now that the copy-hood has been severed from
IM, there is a theoretical possibility that FC can
assign the Copy relation to an EM-formed XP.
Chomsky (2021) shows that the possibility is

real, and argues that PRO is the case.

(8)  John; tried [John; to win]

For example, John, in (8) was PRO in the
previous framework but not in the current one.
EM needs to introduce John; within the matrix
v¥P according to (4). John, cannot merge
internally with the matrix v*P area because such
a derivation follows (5) but violates (4). FC (7)
assigns the Copy relation to the EM-formed
John; and the c-commanded John,. That is, (4)
and (7) capture the effect of PRO without
positing an independent element, PRO. SMT
(MY, no history of derivation) enabled this new
type of Copy that had never been able to be
created.” Accordingly, the deduction of PRO is
an instance of the enabling function of SMT (see
Chomsky 2021).

3. Potential Problems
Let us review the basic derivation of John

kissed Mary in the current framework:

(9)  WS={ {John,{v* {kissed,Mary}}}, C,
INFL }

WS'={ {INFL,{John,{v*, {kissed,Mary}}
1,CY

WS”={ {John,,{INFL,{John,,{v*,{kissed,
Mary}}i}, C}

WS"'={ {C,{John;,{INFL, {John,, {v*,{kis
sed,Mary}}}}} }

The outermost curly brackets represent the
workspace, which is essentially an unordered set,
and the other unordered sets are structures that
are formed by Merge. Following Duality (4),
EM forms the argument structure v*P in WS. An
operation Interpretation INT surveys WS and
confirms that there is no violation of Univocality
(3).° EM further maps WS onto WS’, and INT
applies. However, given IM-over-EM (5), this



application of EM is somewhat odd. ;If IM is

more efficient due to the least search, why can

IFNL merge externally? ;Should IM occur in
the first place instead of EM? These questions

arise due to the careful efficiency consideration:

(10) Avoid as many EMs as possible.

The proposed principle (10) is the stronger
version of IM-over-EM (5); I call it “Avoid
EM.” EM is very costly and against the
efficiency in terms of the search space. Note that
IM and EM are completely the same operation
Merge (2), while the way in which X applies is
different.

The questions (i) and (ii) above are
answered by the assumption (11), which is based
on the suggestion by Chomsky (2021:17, fn.27).

(11) All lexical items (or heads) are ineligible

for IM searches.

Accordingly, EM is the only available option
when X locates the lexical item INFL. The
assumption conforms to SMT, reducing the
number of IM-searchable items significantly.
For example, in the WS" in (9), C, INFL, v*,
and V=kiss are not accessible to the IM search.
What about the IM of John in the WS” in

(9)?

(12) IM and IM alone fills SPEC-INFL.

Recall that SPEC-INFL is an A-position but not
a O-position. Duality (4) does not require neither
IM nor EM in this case, whereas IM-over-EM
(5) or Avoid EM (10) requires IM. This raises
empirical problems pertaining to expletive

constructions. Consider the there construction:
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(13) a. Someone is in the room.

b. There is someone in the room.

In the standard analysis, we assume that both
expressions have the same underlying structure:
(14) [INFL be [someone in the room]]

As in (15a), someone merges internally, and we
obtain the structure of (13a). In contrast, if the

expletive there merges externally, we obtain the
structure of the latter (13b), as in (15b):

(15) a. [someone [INFL be [someone in the
room]]]
b. [there

room]]]

[INFL be [someone in the

If inference (12) is correct, derivations such as
(15b) should theoretically be ruled out. However,
(13b) (=(15b)) is observed as a fact. This is an

empirical problem that needs to be addressed.

4. Seeking a Genuine Explanation

The empirical problem above is easily
solved if we cease to pursue a ‘“genuine
explanation in the sense of Chomsky (2021:
12).” For example, Goto (2017) assumes that
“the D head there” merges externally with the

nominal someone and then merges internally:

(16) [INFL be {Dere, someone} in the room]
> [Dinere [INFL be {Dghere, someone} in the

room]]

Additionally, other scholars, such as Nomura
(2003), Richards and Biberauer (2005), and Deal
(2009) argue that the expletive merges externally
with SPEC-vP and then merge internally.



(17) [INFL [+ NPuere v-be someone in the
room]]
> [NPthere [INFL [VP NPihere V-be someone in

the room]]]

All the approaches above follow (12). However,
none of these approaches satisfy the rigorous
SMT for a genuine explanation:

(18) A derivation mechanism that more
rigorously follows the SMT, which is one
that captures linguistic phenomena while
satisfying the strict conditions of (10),
(11), and (12), is closer to achieving a

genuine explanation.

Achieving a genuine explanation is the ultimate
goal toward which minimalist syntacticians
should work. Thus, (16) and (17) are not true
solutions. Goto’s solution (16) violates (11)

since the Duere “head” is not accessible to IM

search. Both (16) and (17) ignore Avoid EM (10).

The EM of there with somewhere that is not
SPEC-INFL is not efficient because one extra
“costly” EM is required.

Following SMT, particularly (10), we seek
another solution that avoids as many EMs as
possible. The solution is FCacr ((1)=(19)).

(19) FC can assign a Copy relation to some of

the features that compose elements.
In other words, the original FC coincidently
assigns the Copy relation to all the features that
compose elements. Consider (14), (15) again:

(20) [C [« X1 INFL [be X5 in the room]]]

In (20), X merges internally with SPEC-INFL;

no EM of X occurs with the position, following
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(12). Assuming that X is the NP someone, no
expletive merges in (20). If FC applies to X; and
X», then we obtain (15a); that is, (13a). By
contrast, when FCq applies, the resulting
structure is similar to (15b); that is, (13b). FCacr
assigns the Copy relation to all the features of
Xi=NP; and X,=NP; their

person-features:

except for

(21) C0py2 <NP1[-person],NPZ[-person]>

This relation having been established, external
cognitive systems (that is, SM and C-I) interpret
it as a defective Copy relation.” With regard to
SM, NP, is instantiated as there and NP, is as
someone in the process of externalization. C-I
interprets NP; as one of the expletives (it, there,
and so forth) that have been assumed to bear
some defective feature(s).® The expletive there
seems to cancel the semantic role of SPEC-INFL,
existential presupposition that is argued in
Chomsky (2021: 27). It is reasonable to assume
that meaningless elements are unable to receive
The
cancellation of the semantic role would explain

the definiteness restriction (Milsark 1974) in

such a  subject-specific  meaning.

constructions
(1992)

questions open. FCqr is simply FC; hence, it

there possibly by adapting

Diesing’s approach, leaving many
optionally applies in a phase. After applying
FCer, the resulting phonological form depends
on the (morpho-)phonological rules of individual
languages; see Distributed Morphology (Halle
and Marantz (1993), among others). Note that
FC can be one of the interpretive rules because,
in essence, it determines whether two (or more)
inscriptions have the same reference. Thus, FCgcr
is also an interpretive rule.

The the

construction is resolved as a result of FCet.’

problem of labeling there



(22) [C [« Xi=there [INFL [be X;=someone in
the room]]]]

The set o is an XP-YP structure, and the noun
phrase there does not agree with the verb as an
empirical fact. Therefore, feature sharing (that is,
agreement) between X; and INFL should not
occurs; the label for a is not determined. Under
FCqer, INFL defectively shares features (that is,
agrees) with X, and o is labeled as the shared
feature ®gr. The label itself does not yield the
correct agreement information because it does
not contain the person-feature. However, recall
that X; and X, are related under FCycs, although
the person-feature [3"-person] is not. INFL is
realized as [singular, 3"-person], utilizing the
relation and referring to X,. Although we do not
discuss this further since it is beyond the scope
of the paper, Omune and Komachi (2022)
propose a more refined agreement system, Zagr,
under FCgt. Accordingly, the problem of
labeling the there construction is solved without
an additional operation such as Agree (see note 9,

Epstein et al. 2021, Omune and Komachi 2022).

5. FCqcr and Other Linguistic Phenomena
Consider the following phenomena:
(23) a. {That John sleeps/For John to sleep}
on the bed is necessary.
b. It is necessary {that John sleeps/for
John to sleep} on the bed.

In (23b), the expletive it appears as the contrast
to (23a). The underlying structure of (23) is

(24) [C[X,; INFL [necessary X»]]].

Given that X is that John sleeps or for John to
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sleep, the Copy assignment of (23a) is trivial. By
contrast, if FCqr only assigns the Copy relation
to the finiteness information of X, X; is
interpreted as the expletive iz, as in (23b).

FCaer is expected to explain the effects of

Principle A.'"® Consider the next sentence.

(25) a. John praised himself.
b. [X1 v* [V Xz]]

(25b) is the argument structure of (25a). If FCycr
only takes as Copy the full ®@-sets of X; and X»,
then X=John and Xo=himself. If FC applies, the
resulting structure violates Univocality (3), since
one O-assigner, the verb (that is, v*-V), assigns
two 6-roles to one element X or the copy pair
<X,X2>. FCqger might explain another anaphor
each other, copying some ®-feature(s), possibly
person or/and number feature(s), although
further research is necessary. In addition, note
that all the cases in (24) and (25b) effectively
use the IMs of X, in which X works efficiently
and conforms strictly to SMT (see (18)).
Chomsky (2021: 28) proposes a condition
on FC to avoid improper Copy pairs:
FC

(26) From searches

A-positions.

an  A-position,

As a result of the condition, Chomsky argues
that improper “tough movement” is eliminated.
Consider (27) taken from Chomsky (2021: 28):

(27) a. Xbeeasy[:Y:[forJohn... Y ...]]

b. many books are easy for John to read

Note that (27a) is the underlying structure of the
tough construction (27b). In (27a), FC cannot
assign Copy to X and Y, due to (26): X is in an

A-position, and Y, is in an A’-position. Thus,



Chomsky (2021) concludes that Y is an empty
element (null operator). FCgr captures his
insight somewhat differently. Given (26), FC
cannot apply in (27), but FCqcr can.

(28) From an A-position, FC can search

A’-positions defectively.

This condition successfully eliminates the null

operator as follows:

FCet FC

(29) e eusy O3 o Jon . Y51
M IM

As illustrated in (29), Y merges internally, and
FC assigns the defective Copy relation to X and
Y, which are both many books. 1 assume that
FCur copies all the features expect for the
®-features. Crucially, it simplifies the theory by
eliminating the null operator, following the strict
condition (18) motivated by SMT.

With regard to (27), Chomsky (2021)
discusses the empirical support for (26). The
same logic is in accordance with (28). Consider
(30) taken from Chomsky (2021: 28):

(30) a. John has read many books
b. many books have been read by John

Chomsky (2021: 28-29) argues that both the
active and the passive sentences mean “John is a
voracious reader,” while (27b) does not have the
meaning because Y is the empty element.

Let us reconsider (29). In the proposed
analysis, X=Y=Y,=many books; hence, we
attribute  the that  the

non-voracious meaning arises to the empty

cannot reason

element. Instead, the defective Copy relation

between X and Y| has the possibility of yielding
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the meaning. Thus, the empirical facts regarding
(27) and (30) supports (28) and the analysis (29).

6. Concluding Remarks
We attempted to seek a genuine explanation of
linguistic phenomena, such

as expletive

constructions, binding effects, and tough
constructions. To achieve a genuine explanation,
we made the process of derivation even stricter
by following SMT in the sense of (18).
Consequently, we obtained many instantiations
of the enabling function of SMT. The important
proposal for obtaining these outstanding results
was FormDefectiveCopy (19), which is also
expected to explain labeling and agreement
phenomena in a way that approaches a genuine

explanation (see Omune and Komachi 2022).

* Part of this work was supported by the JSPS
KAKENHI Grant-in-Aid for
Scientists #22K13107. 1 would like to express
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my gratitude to the members of the Keio Syntax
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NOTES
' WS: workspace, SMT: the Strong Minimalist
Thesis, LSCs: Language-Specific Conditions
? As Hisatugu Kitahara (p.c.) suggests, it may
not be MY but LSCs that yields the binary
condition n=2, considering FormSequence and
the core operation of set-formation in (2). See
Chomsky (2021: 31-32).
3 ¥ is a third-factor operation that can be
incorporated into every operation. See Chomsky
(2021: 17).
* See Epstein et al. (2021) for (in)determinacy.
> Chomsky (2021: 21) calls the PRO
configuration the “M(arkovian)-gap” because

the gap (that is, John; in (8)) cannot be created



without the strictly Markovian system.

S INT can apply at the non-phase level
(Chomsky 2021: 21), but “interpretation” as
access by external cognitive systems (that is, the
Sensory-Motor SM and Conceptual Intentional
C-I systems) is at the phase level (Chomsky
2021: 23). This phase-level access would
evaluate Univocality in (9), instead of INT.

" Oku (1998) argues for the existence of
“defective copies” under the subset copy
principle for LF Copy operations.

¥ See Chomsky (2000, 2001) and Richards and
Biberauer (2005) for defective expletives.

? See Chomsky (2013, 2015) for labeling. Goto
(2017) focuses on the labeling of the there
construction, and solves it without Probe-Goal
Agree (Chomsky 2000, 2001).

' The FCa.r approach follows Chomsky’s (2021:
25) suggestion: “Principle A of the Binding
Theory can be taken to be an option of FC...”
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1. Introduction

This paper investigates the (a)symmetries in
Quantifier Float (Q-float) between Japanese and
English under the stranding analysis (e.g.,
Sportiche (1988)).

2. Facts

There is a restriction in standard English for
the occurrence of the Floating Quantifier (FQ) in
that it cannot appear in the v(’P complement. In
the following examples, FQs are stranded in the
complement position of the predicate, such as

unaccusative, passive, and transitive.

(1) a. * The students arrived all.
b. * The students were arrested all.

c. * Mary hates the students all.
(Boskovi¢ (2004: 682))

It is also not allowed for FQ to be in the initial

subject position, Spec-vP.

(2) a.

b. * The students completely all understood.

The students all completely understood.

c. The students obviously all understood.
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d. The students all obviously understood.
(Boskovi¢ (2004: 685))

Based on the standard assumption that the
low-adverbs like completely are adjoined to VP,
the ungrammatical sentence in (2b) shows that
FQs cannot be stranded in the Spec- v'P
position. Considering these facts in (1) and (2),
(2004) the

generalization:

Boskovi¢ suggests following

(3) Quantifiers cannot be floated in O-positions.
(Boskovi¢ (2004: 685))

Although this descriptive generalization can
handle the ungrammatical sentences above, it
seems to be challenged by the following
examples in which the prepositional phrase

following FQ can rescue the ungrammaticality.

(4) a. The votes were cast all in alphabetical
(Bobaljik (1995: 214))

b. The voters arrived all exactly at six. (ibid.)

order.

c. Mary put the books all on the proper shelf.
(Maling (1976: 712))

In addition, the Numeral Floating Quantifier
(NFQ) in Japanese has different behaviors
compared to English.

(5) a. * Gakusei-ga
students-Nom secretly 3-Cl apple-Acc
tabeta.

kossori 3-nin ringo-o

ate

‘Three students ate apples.’

b. Ringo-o  gakusei-ga  kossori
apples-Acc students-Nom secretly
2-ko tabeta.
2-Cl ate

‘The students secretly ate two apples.’



c. Gakusei-ga  3-nin kita.
students-Nom 3-Cl came

‘Three students came.’

Since Miyagawa (1989), the distinction between
subject and object NFQs has been pointed out.
While the subject NFQ in Japanese cannot be
floated in Spec-v("P like in English, the object
FQ indicates the opposite behavior regardless of
any type of verb. We will suggest in the
following section that these contrasts are caused
by the different structures of FQ.

3. Theoretical Background
3.1. Labeling Algorithm

Chomsky (2013, 2015) proposes the Labeling
Algorithm (LA), under which a set created by
Merge is labeled with a certain algorithm in
be the

Conceptual-Intentional (C-I) and Sensorimotor

order to interpreted in
(SM) interfaces. He considers the following

possibilities:

(6) a. vy = {H, XP}
b.y={XP, YP}
c.y={HL,H2} y=7?

vy=H
vy=7?

In (6a), based on Minimal Search, the LA
detects the closest head, which is H, and this set
is labeled as H. On the other hand, the set in (6b)
and (6¢) cannot be labeled since the LA cannot
identify the closest head. As for the XP-YP
in (6b),

two-way

configuration Chomsky provides

(1)

modification and (ii) prominent feature sharing.

possible solutions: structure
The former strategy results in the labeled
structure when either XP or YP moves out of this
set. For instance, the XP’s movement out of this
set renders the v to be identified as YP. The latter

strategy is that if both XP and YP share
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prominent features in common (e.g., ¢-feature,
Q-feature, etc.), they function as the label. The
suggestions that the XP-YP configuration causes
problems of projection have been scrutinized.
These have provided the theoretical explanations
for long-standing mysteries, such as successive
cyclic A- or A’-movement, EPP-phenomena, and
so on. On the other hand, the detailed analyses
of (6¢c) have not been thus far presented. We
the Head-Head

configuration and suggest that this structure in

mention this structure as

question can be found in the Q-float sentence.

3.2. Proposals
As shown in the previous section, we suggest
that the H-H configuration results in the labeling

conflict.

(7) The set of {Head, Head} cannot be labeled.

In addition, following Chomsky (2013), we
assume that the lower copy does not contribute
to the labeling. This property of lower copy is
suggested by Maeda (2021),

following:

also as the

(8) In {« XP, {3 Y, ZP}}, the movement/ellipsis
of ZP results in {p Y, ZR}, where the only
visible element for LA is Y. In such a case,
B is identified as the head Y. Accordingly, Y
is visible to MS into {, XP, {g Y, ZP}},
resulting in a being labeled Y.

a. {uXP, {Y,ZP}} (a=?2,=Y)
b. {« XP, { Y,ZR}} (a=Y,B=Y)
(Maeda (2021: 94))

Her essential suggestion is that the moved or
elided element like ZP in (8b) is invisible for the
LA, so the B is identified as Y. This leads to a
labelable structure in o due to the {H, XP}



configuration. On the other hand, when there is
no movement or ellipsis, as in (8a), the XP-YP
configuration arises in o. In terms of the
invisible property of lower copies in (8), Maeda
(2021) deals with the puzzles of Inversion
Construction in English, though we do not look
into her analysis for the space limitation of this
paper. Based on Chomsky (2013) and Maeda
(2021), we propose that the H-H configuration

arises in the following context.

(9) If the XP moves out of the set {g Hz, {« Hi,
XP}} structure, a is labeled as H;, which is
not a phrase-level syntactic object but a
head-level lexical item, resulting in the

Head-Head configuration in f.

We suggest in the following that the labeling
failure due to the H-H configuration appears in
the Q-float sentences in English, restricting the
occurrence of FQs. Japanese NFQs, on the other
hand, have a more flexible position. We argue
that classifiers in Japanese play a crucial role to

evacuate the H-H labeling failure.

4. Analysis'
4.1. Q-float in English

As indicated in section 2, stranding FQ in the
complement position of the unaccusative,
passive, and transitive verbs is prohibited. Our
account correctly expects the ungrammaticalities

of such sentences.

(10) Transitives
a. * Mary hates the students all. (= (1¢))
b {«Q, DPy}
c. {pR, {«Q, DP}}
{y DPig), { R, {a Q, PPgj} }}
e Vel {r DPrp {5 Rpe, {« Q
BPoi} |} (0=Q, B=772, y=<¢,¢>)
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Following Shlonsky (1991), we assume that FQ
is a head of Q, taking DP as its complement in
(10b). The verbal Root (R) is externally merged
with the set a in (10c). Under the LA proposed
by Chomsky (2015), the object DP raises to
Spec-R in (10d). When the phase head v* is
introduced into the derivation in (10e), each of
the set a, B and y should be labeled by the LA.
We assume that lower-copy is strictly invisible
for the LA, and the set a is projected as a
head-level Q. Then, the B cannot be labeled
since it constitutes the H-H configuration, {R,

Q}

structure.’

in this case, resulting in the illegible

(11) Unaccusatives / Passives

a. * The students arrived all. (=(1a))

b {«Q, DPjy}

c. {p<R v*> {.Q,DPy}}
{r Trgp, {p <R, v¥>, {a Q, DPg)} } }

e. {3 DPr), {y Truep, {p <R, v¥>, {a Q,
PP} }}}

£ {Cuuep {6 DPrg), {y Trugs, {p <R, v¥>, {a
Q, PP} }}}}

(0=Q, p=?,v=T, 6=<0, ¢>)

Considering the fact that the phasehood of the
unaccusatives and passives is skeptical, Epstein,
Kitahara, and Seely (2016) propose that the
verbal Root in unaccusatives and passives is
externally pair-merged with v* and cancels the
phasehood of it, like in (11c). Hence, labeling, a
phase-level operation, does not occur at this
point. After the merger of a head of T in (11d),
the DP moves to the Spec-TP position, forming
a set § in (11e). The labeling occurs when the
head of C is introduced into the derivation. In
this case, the o indicates the head-level status Q
since the DP has already moved out of the set a.

Therefore, the labeling conflict arises in the B,



which constitutes the H-H configuration of {<R,
v¥> Q}. This the

ungrammaticality of (11a).

conflict  explains

We have observed in (4) that the prepositional
FQ the

grammaticality. Our analysis can provide a

phrase  following improves
solution for this question under the labeling

framework.

(12) a. Mary put the books all on the proper
shelf.
b. {; {p all the books} {, on the proper
shelf} }
c. {v* { the books} {s R {; {p all the
beeks} {. on the proper shelf}}}}}
(a=PP, B=Q, y=QP, 5=RP)

In our analysis, the  projects Q as its label,
which is a head-level lexical item. Therefore, the
labeling does not fail in the y since the set y can
be detected as QP due to the H-XP structure of

{Q, PP}.

4.2. Subject FQs in English
Stranding the subject FQ in the initial subject
position is prohibited, as shown in (2b). In this

situation, the selectional problem arises.

(13) {C {SubjDP (T {p {« Q, SubjBP}{«, vep
<R, v¥*>, {<p, - ObjDP, ...} }}}}}

(a=Q, p=QP)

In this structure, the subject DP moves out of the
set o and as a result of it, the label will be
determined as Q since we assume the lower
copy does not contribute to the labeling. Then,
the B is identified as QP due to the H-XP
configuration, {Q, <R, v*>P} in this case.
Although label identification does not fail, we

suggest this structure results in a selectional
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problem in the interfaces. Provided that TP takes
vP as its complement for selectional reasons,
the structure in (13) is inappropriate since TP

selects QP, not v("'P, as its complement.

4.3. Q-float in Japanese

Japanese NFQs differ from English ones in
that there is an asymmetry when the NFQ can
float in the complement position of the verbs,
which we repeat below.
(14) Ringo-o kossori 2-ko
apples-Acc students-Nom secretly 2-Cl
tabeta.

gakusei-ga

ate
‘The students secretly ate two apples.’
(15) Gakusei-ga

students-Nom secretly 3-Cl came

kossori 3-nin kita.

‘Three students secretly came.’

If object FQs stranded in the complement

position are universally prohibited (e.g.,
Boskovi¢ (2004)), Japanese counterparts are
surprising. As for these facts, we suggest based
on Watanabe (2006, 2008) that classifiers
following NFQs play a crucial role. He proposes

a rich DP-internal structure in Japanese.

(16) [op [op [caser [«p NP #] Case] Q] D]
(Watanabe (2008: 517))

He also proposes that the numeral + classifier
combination constitutes a phrase-level predicate,
not a head. Following this, the sentences in (17),
which include the numerals and classifiers, are
derived in (19). We show Japanese structures in

head-initial order for the sake of convenience.

(17) a. John-wa hon 3-satsu-o katta.
John-Top book 3-Cl-Acc bought



‘John bought three books.’

b. John-wa 3-satsuhon-o  katta.
John-Top 3-C1  book-Accbought

c. John-wa hon-o  3-satsu katta.
John-Top book-Acc3-Cl  bought
(Watanabe (2008: 514), slightly modified)

Watanabe assumes the structure in (18) where a
number head (#), which includes a classifier,
takes NP as its complement, and a numeral
the

occupies in Spec-#P. Then, derivation

proceeds like (19).

(18) [#p 3 [[# satsu(CI)] [ne hon]]]
(19) a. [caser [np hon] [case -0 [#p 3 [[# satsu(CI)]
bee-hont]]]]
b. [op [#¢ 3 [# satsu(CD]] [Q [casee [ne hon]
[Case -0 fup3-fsatsutChi]]]]
C. [pp [caser [np hon] [case -0]] [D [qp [#p 3 [#
satsu(C1)]] [Q feaser-fre-hontHease—eH1]1]

NP obligatorily moves to Spec-CaseP for case
agreement. When the derivation ends up in (19a),
the sentence in (17a) is acquired. If remnant #P
movement targets the Spec-QP position, the
derivation (19b) is expected, resulting in the
(17b) sentence. In (19c), CaseP optionally
moves further to Spec-DP, deriving (17¢c).

Following Watanabe (2006, 2008), we assume
the rich DP-internal syntax in (16). We also
analyze the combination of numeral + classifier,
which is NFQ, as the following:

(20) Japanese NFQs

phrase-level syntactic objects.

are regarded to be

We the

(a)symmetries between Japanese and English.

have now prepared to capture

Let us consider the following example.
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(21) a. Ringo-o 2-ko tabeta.
apple-Acc student-Nom 2-Cl ate

gakusei-ga

‘A student ate 2 apples’
b. v*p

T
I Q
2-cl @

Assuming the parallel derivation with English, a
QP set including NFQ and object is merged with
verbal Root. When Q-float arises, CaseP raises
to Spec-R. The labeling occurs at the time of the
merger of v*. The label a is detected to be RP,
and P is also detected to be RP thanks to the
scrambling of CaseP. This proposed analysis
does not expect the labeling conflict compared
to English since the Japanese NFQs are regarded
as phrase-level syntactic objects, not head-level

lexical items.

4.4. Subject NFQs in Japanese
There is a symmetry between Japanese and
English in that (N)FQs are banned from

appearing in the in-situ subject positions.

(22) {C {CaseP {T {, {3 QP, CaseP(subjectj} {u
<R, v*>, {Object, ...} }}}}}
(0=<R, v*>P, B=QP, y=2?)

As indicated in the derivation (22), if NFQ is
stranded in the initial subject position, problems
of projection arise in y. Since P is detected as QP,
vy fails to be labeled due to the XP-YP
configuration, {QP, <R, v*>P} in this case,
leading to the derivation to crash at the
interfaces. However, it is not always true that
Q-float in Spec-v’P in Japanese leads to an
Discourse-related

ungrammatical ~ sentence.



particles allow the subject FQ to strand in-situ

subject position.

(23) Gakusei-ga  sake-o  3-nin *(-dake/-mo)
students-Nom sake-Acc 3-Cl  -only/-also
nonda.
drank.

‘Only three students drank sake.’

(24) Gakusei-ga  watashi-nohon-o

students-Nom my-Gen book-Acc

2-tari-sika kawanakatta.

2-Cl-only buy-Neg-Past

‘Only two students bought my book.’
(Miyagawa and Arikawa (2007: 651))

Focus particle dake or mo in (23) and negative
polarity item sika in (24) make NFQ float in
Spec-v'"P. These sentences are expected to
constitute the XP-YP configuration, so these are
problematic at first sight. However, based on the
observation by Belletti (2001, 2004) that there is
a discourse-related functional projection, FocusP,
in v("P-periphery, the labeling problem does not

occur.

(25) {C {CaseP {T {s QP-focus {rocr FOC {<gr, v*-p
QP-foeus, CaseP(subjeet)} ...} }}}}

Although the the XP-YP

configuration, it is identified as <Foc, Foc>,

set o forms
which is a shared feature between QP-focus and
FocP. Hence, as long as Japanese NFQs are
marked with discourse-related particles, the
labeling is succeeded with a prominent discourse

feature, and the derivation converges.

4.5. Other Classifier Languages
We have argued so far that Q-float shows the
(a)symmetry between Japanese and English. In

the remainder of this paper, we observe to
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strengthen our analysis that other classifier
languages have a similar consequence in the
Q-float phenomenon. If NFQs with a classifier
constitute a phrase-level syntactic object, not a
head-level lexical item, classifier languages
allow NFQ to appear in the complement position
of the verb, like in Japanese. The following data

are from Thai and Burmese.

(26) rot-Mercedes thuiuk khamdoy siisiph.a-khan
car-Mercedes PASS steal 45-Cl
’45 Mercedes were stolen.’
(Thai; Simpson (2011: 122))
(27) khétan canaw ngaa-se-daun we-te
pencil 1 50-even buy-Real
‘I bought 50 pencils.’

(Burmese; Simpson (2011: 119))

The Thai example in (26) indicates that NFQ is
stranded in the complement position of the
passive predicate, which is prohibited in a
non-classifier language like English. The same
situation can be found in Burmese, which shows
that FQ can be floated in the object position of
the transitive verb in (27). On the other hand, it
is not allowed in (28) for FQ to appear in the
initial subject position, Spec-v”'P, in Burmese as

well as in Japanese.

(28) * caun-thaa(-ka) htamin-caw hna-yauq
student(-Nom) fried-rice 2-Cl
hmaa-te
ordered
“Two students ordered fried rice.’

(Burmese; Simpson (2011: 121))

5. Concluding Remarks

We have investigated the (a)symmetries in
Q-float
appealing to the labeling (im)possibility. By

between Japanese and English,



focusing on the role of classifiers, we suggested
that NFQs in Japanese are expected to appear in
a more flexible environment compared with
non-classifier languages like English, where
there can be a labeling failure due to the H-H

configuration.

* ] am greatly indebted to Nobuaki Nishioka for
his valuable comments and suggestions. I would
also like to thank Yuta Sakamoto and two
anonymous reviewers for their constructive
comments. Of course, [ have full responsibility
for all remaining errors.
NOTES

' We purposely distinguish between H and HP
labels for the sake of expedience. We use HP
labels for the phrasal elements and H for the
head-status lexical items.

2 Following Chomsky (2015), R is strong enough
to serve as a label after object-raising. Also, R is

internally pair-merged with v* after the labeling.
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Pro-form [ ] & NP HiR"
(Pro-form No and NP-ellipsis)

BEr 00 (Asuka Isono)
JUMPEZE RS (Kyushu Sangyo University)

% — U — R:NP HIFR, pro-form, &R, +*
J& MRt light noun

1. [ZL®IZ
Saito and Murasugi (1990)/3 H AGE (BEYEGR
(LR SJ)) @ NP HIBRZAT 2470, (la)?d L
IZFBNT, (Ib)D X DI AT D D O NP
ffisr [REEE] ZHIBRL TV 2%

X572 OEIXED FO XY LIRS
-7z, (S))
b.[op £V D[ [ne BEEE] D]

(1) a.

LL, RIGEHE (LT NI O X9 72FE
DFETIE, Qa)D L 51247 (pro-form)
D IE 234 L% (Maeda and Takahashi (2016)

(LLF M&T (2016))), M&T (2016)i%(2b)D
£ 912 pro-form &) 28 n FEHE LT
Merchant (2001)2342%2 L 7= E (llipsis) #1E%
T % & EE L. NP HIFRDHT 2 L T
W5, BEHZEDT — X (la)ix, GIWIRT LD
B D T | & pro-form @ [ @ | @ haplology

(EEWE) L7220, QoD X ricHtrsh
5o
Q) a. LD AREREITEY TAE XV HALR

o7, (NJ)
b.[op £Y FApleneBEEEN] &, D]
(NJ) (M&T (2016))
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C. [DP i U %@[D'[nP[NPﬁ-E\")E—N ]@‘n ] D ]]
(S)) (ibid.)
3 Fv¥+ o O - FHF OO

JE#%  pro-form

L72>L. Hiraiwa (2016)D 5347 Tid, fiti(4a)
D £ 91T pro-form [ D | & F 6b T4 (light
noun) 73 n EEHE Hd D & T DA THT
THY ., ZOBLETIZQRa)IXMAb)D X 5125y
ran, BEEEOT — % (la)ik. 3D
haplology % iV Tc)D X 2 23 Frsind,

4 a. [pp[p[»XPn]D]] (Hiraiwa (2016))
b.[op o[ e £V F-A & ,]1D]]

(NJ) (ibid.)
D ]D]]

(SJ) (ibid.)

c. [op [or [ [ne F Y F]

AWFFETIE, M&T (2016)3 4235 NP Hl)
BrOT —Z TIHHIBRAE ENTWDLNE D
MMHRWT L aRd, £, T (R
FED TD]) | BUERD pro-form THHE % %
£REF L 7= Hiraiwa (2016)D 73 HT D 24P % 7~
9, % LT, M&T (2016) Tl > T7Z2\ >, (5b)
DX RRIETH LT EOT — 2 L@ EREDOT
— X HHE 2 D IZ1E, Hirawai (2016) D23 #1120
Z.. Saruwatari (2016)D JE#& D H A HI95E 1L

(phonological reduction) % fVCELHIT 5
ZENTELZ L ERT S,

XD RAREEITED TAL XV BIR
Rolz, (Rl HEEH, L)
(M&T (2016)=(2a))
LD RDORBEITED FAE LV HJR
’?Do . (RIGHTTE)
(Saruwatari (2016: 186))

(5) a.

2. Z2a—7 OB (VP HIKR, do so HRIG,
pro-form)

M&T (2016)DHIFRICBE T 27 — % % A5



AIZ, doso FRISIZOWVWTE XD,

2.1. do so PR

Hankamer and Sag (1976)I% do so i % 3
ERR & LTHEL TV DN, EEis L £
J& FRUS TR T4 & L O ATREMEIZIE VL A
& % (Depiante (2000), Johnson (2001) .
Merchant (2013)), ZEJERUSIZHKE H L &2 FF
SRV FERIS TR E L 2§, (6a),
(7a). (8a)& V. do so i, FEJEHZD VP HI
BrRICIBWTHIEEZ: wh B8, <EMLBHE), 22
HETBENZ A L (R (2018)),

(6) wh B H))

a. *I don’t know which puppy; you should
[ve adopt t;], but I know which one; you
shouldn’t [vp do so].

(Houser (2010: 21))

b. I know which book; Mary [vp read t],
and which book; Bill didn’t [vp A].

(Fiengo and May (1994:247))
(7) ZENMERHE)

a. *The vase; was [vp broken t; by the

children], and the jar, was [vp done so],
(Houser (2010:22))
b. One theory claims that they; can’t [vp be

too.

distinguished ti], while another claims
that they; can [vp A].
(Levin (1986:156))
(8) ZE{HHE W)
a. * We ate far more at the carnival [than Op
we should have [vp done so]].
(Thompson (2014:252))
b. Abby can play more instruments [than
Op her father can [vp A\]].
(Winkler (2005:115))

L7=723-> T, doso IXEERILTH 5D,
FCTT, KEREO VP HIBREITZEZARY ., do
so BISDAIRBIRINTH D Z & 2R LT,

- -
— —

23

ZDZ L AEZHEIC
HERETT D,

iBx . M&T (2016)DF —

2.2. M&T (2016)DT —& & R a2 —7 DIEBK
% (VP HIER. doso FRIL.
M&T (2016)DT — X (N5 Z2 5, (9a)lZHit
T TOb)Z 3 E 7 25 KT, (9b) Tl pro-form
[& ] 1 E(10a) D EiFE Bt F & (10b) DFRER D78
AR H Y | (11a) TR L2 5EED VP HIBR &
FIEECTH 5,

pro-form)

(9) a. BEEEA T Z DEREA~ADTITERE T X

HIE5Th, (NJ)
[BEPE D 7 Z D Bk~ Gk X PRAE T
ERAIPE AN

b. BRA L ITHEETE A,
FES R DTSR T E 720, |
(M&T (2016: 120))
(10) a. B DORFEEE DB~ AR I EEfE T

(NJ)

ERANAN
b. HIR D EIROEHRE~O I fE T
EXAYAN (ibid.)

(11) a. Harry loves his mother, and Ron does,
too.
v strict reading; v sloppy reading
b. Harry loves his mother, and Ron does
her, too.
*sloppy reading
(ibid.: 119)

v strict reading;

L2rL, (AR d & oiz, T &xfici
% pro-form ‘one’ & X 72 Fi A+ & 7
(Llombart-Huesca (2002: 65)) .

(12) 1 saw Janet’s beautiful picture of her cat
and Jack saw Julie’s ugly one.

v strict reading; v sloppy reading

RE L do so HfESe
3“5 (Houser (2010: 18)),

ST, (13D L9
PR RS % I HE



(13) Harry loves his mother, and Ron does so,
too.

v/ strict reading; v sloppy reading

FECIRFEA TIL, HIBRZfE D 22 E 9 2dsy
MBIV, M&T (2016)H Z D Z L2250\ T
EkLTWND,

RIZ, Fox 2000)IZRSALTNDHT —H &
M&T (2016)D T — & &5 % %, (14)D VP Hl
B CiE Fox (2000: 33)23 54 L T\ 5 XL 51T,
AR R a &R every 1TV
HINWERBR A IS,

(14) a. A boy climbed every tree.
b. A girl did, too.  (a >/ <every)

(14a) CEEE ST a DYIRWERIE A B 5
A (14b) b fFAEE Bl a DN WE A & B D
(14a) TEE AR every 23 RVME % B
556 (14b) b i &5 every 28 KUWME
Wz 5,

TN ERIEEIZ, M&T (2016)1%(15) DT — 4

723 most & one XV T AU E JAWERR A HLY |

(152) T most 23 RWERI A D 56 13
(15b) % most 23 AV ME I A B Y \(15a)“6 one
DIRVMERI8 A B D S5 1%, (15b) B one 23
VMERISS A TR | HIBRASEE G- L T\ 5 & FEik
LTW? T, (15b)iE(15) 2% T 5
EBEZXD,

- =
0 = —

(15) a. W TWOREEND AT VT A—71
EABGRIIRRD i &, (N))
[ToWNTWDREN S DT T D—7)
EORLRIIRD SN &L

(one >/ <most)
b. I—ua v XA—EHALIFRED LN
Ao T, (NI)
[g—o v O—nEOIT
7o 72] (one >/ <most)
(M&T (2016: 127))

oMY A WA
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HELDIL, (16)D do so FiJiHH (14)D VP Hl
PrEFEEDO A 2 —TREZTFHEL TND A
Td %, Baltin (2012: 418) 12 [FIER DB LN
EfIh s,

(16) a. A boy climbed every tree.
b. A girl did so, too.  (a >/ <every)
L7e3o T, 2Ok A a— T fRIROBE B
TIHHIBRREENTNDNE I NG H 7R
VY, (15)D A = — 7 fERRITHIBR ORI 1T 72
672@\0)(“ (15b)»> &) % Hiraiwa (2016)
DFEIZEE D pro-form & HE X HIL 5,

3. 7€k D pro-form & ] & M&T (2016)D
re)

Z ZTIE IER D pro-form DM A RS L
T, M&T (2016)D [ & | 1IZ0EK D pro-form &
TR D Z 2B D, HEAR (2016)H S
THX 720,

3.1 7€k D pro-form & | L BAGREN
F9°. BREIC OV TH TV, pro-form
(o) (NI T&]) 23BRET (LT RC) T
HELDZEIFR<HMbENT WS, DP @
spec ~D RC OBENNEDR WO T, (17)T
I spec 7% head & (9% & & DA NP HIFR
BHEEZ D 9D L) R S,

(17) £ IREEE (RO (N))
[F0 ZNRT-D]
L7=mM->T, RC THELD &) 13HIBRZFE

iz, 2o L5 RGEIE, ko
pro-forml & | &5 Z 12720 M&T (2016)
IHTTTO [E] Tidiew,

=B T
2 GESKD pro-form 1L S REM AT &
NP HIFRILFRERISEATRA

3.2 3D pro-form & ] &
RIZ
FL LW,



FWCTH DRI DOWNWTHATUWL, Lasnik and
Saito (1992)DFEZRD X 512, NP HIBRIZ S8
e 1T5 2 B & 3 %5, Llombart-Huesca
(2002) TiX. NP HIBRN FFEHYSEATR & 2052
ELBRWHI XX ZRERL TV DN,
Llombart-Huesca (2002) D41 3 T, [F U SCHR
C NP HIBR & pro-form % [b#z L T\ 5 oI T
T2, LUFO &9 72/ R THA~D &
2% D NP HIFR & pro-form ‘one’ [ZIXIE WA
%o Bl IRV 4R TIE BIZER L
T B%EE. (18)D X 51 NP HIBRIZAZR I
728 pro-form ‘one’ [ IAFR I D, HAGE
HHDHEL(19) O pro-form [&] 2 [D] 1%
Kibdd, (0)DERIZ ‘book” NFEF &
N5 E1E. NP HIBRS ATREIC 72 5,
(Saruwatari (2016))
(18)  Excuse me, I’'m looking for Haruki
Murakami’s *(new one).
(Saruwatari (2016: 181))
(19 a. THEEAN EEMALLITRLE S
ElX->Th, (NJ)
b. TAHERA, M ERBOZEL T
HATT D, (S))
(ibid.: 182)
(20) a. Hanako: Whose book is selling best in
this shop?
b. Clerk: Haruki Murakami’s (new one).
(ibid.: 181)

L7235 T, (18)~Q0) L V. SiEASEATH
DI7RUNVIRPL T, NP HIBRIZ pro-form 1% & A H
WZIFAELC L Z EMNTE T, pro-form & NP Hl
b & TITEWRH D Z LNy h D, Hiraiwa
(2016) TIE(7). (1B XD Z ENTE L0,
M&T (2016)D & | IFHIBRIHT TH D729,
(17). ANITIZEH S 472 uy,

4. Hiraiwa (2016) & Saruwatari (2016)
Hiraiwa (2016)® pro-form % & & 7= ¥4, i
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SIHTIE. QID)DO RIS (LT NC) R°(22)
OEFFRICER T 5 & S 62 HEBMEE
545, NC TIZQIb)D X 91T, it
FAA] LB T ARANC BN T, BRRAE IR B
%o HIEIL o), ®FIX TA) &b, F
B OAFA DA R (pro-form [& ] X T
2E) DA DR BRIERITT AN D,

1) a. XL AMEEITEY FALE XD HAT
IR o7z, (Rl R FE HGH L)
(M&T (2016)=(5a). (2a))
b. X5 OREEITEY FAE LD BT
IR -7, (RlEHEE)
(Saruwatari (2016: 186)=(5b))

Fo0 22) &0 wHERETITEEERO4 5N
(%), TREEE ) 72 K OHIGA T O%E IR
‘i’ NXLETH DM, pro-form % G DA, Fi
DGEIL. BEDBEL D (BE IRV
(Saruwatari (2016: 184)),

(22)

Suni-ui sarang-eun

Suni-Gen love-Top
Cheolsu geo-boda keo.
Cheolsu pro-form-than big

(R =DFFF a VAD LY K&\

F1IFRIGT TS L EGEO B DM %
RLTWD, £ 1 D(a)y«(c) DEEERED E#
‘i’ BEEENRGEZRWT, £ 1(d)~))
TR S & @EEGECTEMUER RS
N5, £1(AOERIZ ME&), TRREE), %]
72 EOWMBL TR EEHOLTFOLEIC, E
RS ClEmmgix To) 1270 | #EET
X ui’ BREE D, —J7, £ 1(g)~(1) D
pro-form (& ] X° ‘keo’) % & 7-#RA4 5%
FEIIZ R 256, RIFT TS TILEKD
(o) 1272 BMERETCIIREN%E DS (&
K136 S 720N, Hiraiwa (2016) D84, Fi
IINT DTS Tl pro-form & & DAt DA, Fill



EOBEDLY ERZADZENTE DN, M&T
(2016)D43Hr T, &) 1K D pro-form
TIERW=D, ZREQRIOEIKT I E T&

DS TA ) 12722 OHBIIOFEA RSB & 7
Do
#1. RBHIFSOBRK (0] & Tl
W [E §E O J& #  ‘ui’  ( Saruwatari (2016:
189-191))
T | i E | RS & s EREOF 3
v i
o @) |a B A&
b. B—~_ fifl#E
c. HPEHE_(ZHE
® | ui d. 167 __ {15&/m.E/%)
e. TabhA¥x—b A2 E
. 7TAY G FHK
0y %) g. fEF__{&/keo}
h. fE7__KF
i A icx (hav )

# 1 OB DSARIL, Hiraiwa (2016) DS
(23)Thz.. (24)? Saruwatari (2016)D J&@ k& D
H 5951t (phonological reduction) % i
WAHZ ETHBTE D, &1 O(@~0)IFHA
SNTBENEFICHEELTWVD LW
IZETHD,

(23) DP

T~

nP

/\

NP n
= W4 7

JELI-SEUN

(24)Genitive Marker Reduction O [X|DERIZH
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ASNTEsosFENsEte 528 T,

1RGSR, RIGTTT S, REREO B OO %

MM A D Z LN TED, )TREN

X0, RIGHAGFED TA) i, BEOE

7551k (Phonological reduction) T&H ¥ |

T O FAs . EEFEO ‘uit NEH B
(Genitive drop) T®H 5,

(24) Genitive Marker Reduction

YRR To), RiRMihE 0]
RE[ERED  “ui’

!

RS
[A)

(Phonological reduction)

REERED ui” 2SRl I
iy I
(Genitive drop) I
[

I

(Saruwatari (2016: 192))

(21b)@a§m§ﬁj§§%(22)@ﬁﬁplﬁ@ﬁ‘f~
Z. T LTER1IDBEKRDIMZIRZ DI
Hiraiwa (2016) D& & Saruwatari (2016)0)}.?5j
D& 59 E /L (phonological reduction)
ZHAWTEHTE L Z LR LT,

5. BV

ARFZE I, £, VP HIBRIIEBIIGT
HY ., doso MUNTIREMRILS THD Z L&k
SHLOAREED T —4 L0 gl L7z 1T,
M&T (2016)3HIBRDRHL & L T H N1 3L
DAa—TERN doso IS THRAOND Z
EERIER L., ZD=H, M&T (2016)D 1
LTIEHHIBRPNEEND PPN &%
T~ LT,



F72. M&T (2016)D [& ) 1%, HIBRAE
IPERIR DT, WD pro-form & | & I3H]
DHDIZ D, LER->T, M&T (2016)D
[& ) &, BERD pro-form &) LH7pD |
HIBRDNAE T D Z ENTE RV E SN D TR
#i R [SEETRN e ngE) CidEi
S,

M&T (2016)D [& | 1%, kD pro-form
[e ] TIERWzD, SOk RIRTHE
DT —H T, BN T 1T/ Lkt
TN RETH D, BlF A E T EZE
DA4FADS pro-form % W T A O Y512
JBREDS T 1272 D728, & O FFEX Hiraiwa
Q016)D TR — T 5T —XITD
Z & %R L7z, Hiraiwa (2016) DA 2 £ A L
7o LT EHEGE. RIS, WERED R
Doy AR Z #E— B F 3 4 121X, Saruwatari
(2016) D JE# O & = 1955 & 1k (phonological
reduction) WA TH D Z & iR,

* RFEF1Z Isono (2021), Saruwatari (2016),
T LT, BAIGEERE 40 BIRZTONH
HRINEBEEEZMZT-HLDTH D, FEED
BRIC TR ZIE 2 K S S o ToRESRATT
(2 Z O A0 THIFLE L BT 720,
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On There-Sentences Involving “Experiencer”:

A Construction Grammar Perspective *
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1. Introduction

This paper is concerned with a class of there
sentences in which the post-verbal NP (=PVNP)
position is occupied by nouns denoting mental

states (=mental nouns), as exemplified in (1)-(3).

(1) There is comfort in remembering that death
is not the end. There is comfort in knowing
that we can see those we love again.
(COCA2014)

(2) But there’s consolation in the idea that
nature is reclaiming the places it has lent to
people. (COCA 2012)

(3) There’s pride in being able to take care of

yourself (...). (COCA 2008)

Sentences of this kind, which for some reason
have received little attention in preceding studies,
will henceforth be called “mental-state there
(=MT) construction”. In this paper, [ will first
show that MT construction, despite its apparent
formal affinity with the well-studied existential
there construction, exhibits properties that
cannot be attributed to the latter. I will then
explore a cognitive motivation for those

peculiarities of MT construction.
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The rest of this paper is organized as follows.
Section 2 will see how the MT construction
displays two grammatical characteristics which
have never been recognized in numerous studies
on the there construction. Section 3, from the
perspective of Cognitive Construction Grammar,
will explore the motivating factor for the
apparently outlandish nature of M T construction.

Section 4 concludes this paper.

2. Features Specific to MT Construction
2.1. Co-occurrence with the For-phrase of
“Experiencer”

MT construction can co-occur with a
prepositional phrase headed by for which
specifies someone who undergoes the mental
state designated by the PVNP, as in (4)-(7).

(4) The election of 2000 brought victory, but
after eight years of George W., 2008
brought defeat once again. Though, at least
America would now be free of the incubus
of racism. The victor was a pleasant black
and there was, for me,
consolation in that. (COCA 2017: italics

are mine)

man, some

(5) There is liberation in being a character

actor, especially for someone who’s used to

‘carrying’ movies. (COCA 2003)

(6) a.
b. For me, there was comfort in that

thought.

There was comfort in that thought.

o

(7 There is pride in being a professor.
b. For her, there is pride in being a

professor.

This is not observed with other types of there
constructions such as (8) and (9), which have

been often cited in traditional linguistic papers.



(8) a. Thereis avase on the table.
b. ?For {me/her}, there is a vase on the
table.
(9) a. There was a car accident on the
highway.
b. ?For {me/her}, there was a car accident

on the highway.

2.2. Paradigmatic Contrast

Another aspect of MT construction that
differentiates it from more prototypical there
constructions is the type of construction with
which it is contrasted paradigmatically. In the
literature, the existential there construction has
been assumed to be part of two types of
paradigmatic relations, which are exemplified by

(10) and (11), respectively.

(10) a.

b. A vase is on the table.

There is a vase on the table.

c. The table has a vase on it.

(Lakoff 1987: 558)
There’s a car coming.
(Egawa 1991: 196)

(11) a.

b. A caris coming.

In either paradigm, the existential there variant
and all the other alternative constructions are
different
Building on Lambrecht’s (1994, 2000) theory of

focus structure, the existential there variant has

in terms of information structure.

the structure of Sentence Focus (=SF) whereas
the other variants have that of Predicate Focus
(=PF), i.e. the subject-predicate structure. It has
been assumed, therefore, that information
structure plays the key role in motivating both
types of paradigmatic contrasts.'

Turning now to MT construction, it is in a
with a transitive

paradigmatic  relation

construction, as shown in (12):
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(12) a. There was comfort in that thought.
b. {I/she/he} took
thought.

comfort in that

At first sight, the paradigm (12) follows the
(10) and (11). Under
Lambrecht’s theory of focus structure, (12a) and
(12b) would be analyzed as SF and PF structures,

same pattern as

respectively.  However, noteworthy

difference between (12) and the other two is that

onc

in the there construction variant (=12b), the
main participant in the described scene is
“defocused” by being demoted from the subject
position. No such process is involved in either of
(10) and (11). This suggests that the motivation
for the variants in (12) is different in nature from
that for those in (10) and (11).

2.3.

Construal

Information Structure vs. Event

Any approach based solely on concepts
related to information structure would fail to
capture the two features peculiar to MT
construction because both of them have to do
with whether a particular participant (i.e.
described

expressed or not. In other words, information

experiencer) of the situation is

structure alone cannot make a proper
characterization of MT construction. As will be
discussed in what follows, along with
information structure, it is necessary to take into
account the event construal associated with there

sentences in general.

3. A Construction Grammar Perspective

One of the fundamental tenets in Cognitive
Construction Grammar (=CCG) is that any
linguistic unit of any size and schematicity has
the potential to serve as a basic linguistic unit

called “construction”, i.e., a particular pairing of



meaning (function) and form (Goldberg 1995,
2006, 2019, Langacker 2000, Croft 2001).

CCG has generally adopted the widely
recognized assumption that linguistic meaning
consists of several dimensions, and a major
dividing line has often been drawn between
“information packaging” and “propositional
content”, i.e. a description of state of affairs
(Goldberg 1995: 43).2 The former has to do with
how the speaker organizes the information
conveyed to the addressee while the latter is
concerned with how the speaker as the
“conceptualizer” construes the situation. It is
well established that constructions differ as to
which level is relatively highlighted in contrast
to the other. Some constructions (e.g. cleft
right/left

constructions) are connected exclusively with

constructions  and dislocation
the dimension of information structure, and are
often grouped together under the name of
information packaging constructions (Hilpert
2019). In contrast, the primary function of other
(e.g.
construction) is to describe a state of affairs,

grammatical constructions resultative
having little to do with information structure.
Essentially, between these opposite extremes
lie ‘hybrid’ constructions, one example of which
is the passive construction. On the one hand, the
passive has been seen as reflecting a specific
type of event construal, which essentially
involves the process of agent defocusing
(Shibatani 1985). On the other hand, the passive
is thought to crucially display a feature of
involves the

information packaging, as it

reversing of canonical order of the two
arguments and is susceptible to discourse-level
constraints (Birner and Ward 1998: 194-205).

As for the existential there construction,
many studies seem to have counted it as a

typical information packaging construction. We
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have seen this in 2.2, referring to two types of

paradigmatic  contrasts that include the
existential there construction. In addition, the
main interest has always centered around issues
such as the definiteness effect, i.e. the constraint
on the definiteness of the PVNP (Abbott 1993,
Birner and Ward 1998, Hannay 1985, Milsark
1974, among many others). Despite this trend,
the existential there construction, just like the
passive construction, has an event-description
aspect to it. In fact, in order to account for the
peculiar features of MT construction, it is
necessary to consider the dimension of event
construal rather than information packaging.
Below, I will explore the nature of MT
construction by focusing on the propositional
meaning of the existential there construction. 3.1
will propose to assume an event construal
associated with the existential there construction
in general. 3.2 will sketch the peculiarity of the
PVNP referent of MT construction and then
that MT

conceptual mismatch between the constructional

argue construction involves a
meaning and the lexical meaning, claiming for
the marked status of MT construction in the
relevant paradigm. 3.3 will show that the marked
status of MT construction is supported by the
result of a corpus survey on the relative
frequency of MS construction as compared to

the transitive variant.

3.1.

Existential There Construction

Event Construal Underlying the

The present study builds on a hypothesis
about the event construal associated with the
existential there construction in general ([there +

be + PVNP + PP]), which is stated as follows:

(13) The existential there construction presents

an event/situation description as a fact



recognized from the perspective of an
outside observer.

(14) implicatures by (13):

(i) the observer (mostly but not
necessarily the speaker) is not a
participant of the event/situation
described

(i1) the fact provided is to be shared with

people in general

The validity of (13) could be confirmed by
comparing (15a) with (15b):

(15) a.

b. Icould see a vase on the table.

There was a vase on the table.

Sentence (15a) describes a particular situation,
backgrounding the potential perceiver(s) without
whom, in theory, the situation cannot be
properly recognized. Still, the backgrounded
perceiver usually does not count as part of the
situation described (see (14-1)). This implicature
is clarified by comparing (15a) with (15b),
where the “perceiver” is explicitly mentioned as

a participant of the situation described.?

3.2. A Mismatch between the Existential
There Construction and the Mental State
PVNP

Let us turn to MT construction. What makes
it conceptually distinct from most other
existential there sentences is the fact that its
PVNP refers to a mental state. As is often
pointed out, a mental state is different in nature
from other entities (e.g. individuals and events)
in that it is inherently inaccessible to anyone but
the individual who actually experiences it (i.e.
experiencer). In this sense, a mental state is
something internal to its experiencer. This is in

stark contrast to the relation between a perceiver
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and something perceived where the latter is
typically the This

discrepancy is one of the well-discussed issues

external  to former.
in linguistics as this property of mental states
can have its linguistic correlates (e.g. the first
person constraint on mental state predicates in

Japanese; see Uehara 1998).

We have seen in 3.1 that such a
“perceiver-perceived” relation is compatible
with the constructional meaning of the

existential there construction as outlined in (13);
it perfectly fits the construal under which the
perceiver plays the role of “outside observer”, as
we have seen with (15a).

By contrast, the aforementioned intimate
relation between a mental state and its
experiencer is not as compatible with the
constructional meaning of (13). In more
theoretical terms, there exists a conflict between
the meaning of a word and the meaning of a
grammatical construction in which that word
appears, and the conflict is to be resolved
through the process of coercion by the
construction; the experiencer, who is inherently
in an inseparable relation with a mental state, is
adjusted to be someone who, from the outsider
point of view, observes their own mental state as
if it were a fact that can be shared with other
people.

Still, such a “coerced” outsider can never be
a mere perceiver of the scene, because the PVNP
referent conceptually requires identification of
the experiencer of the mental state it portrays.
Take (16), for example. To make sense of this
sentence, one needs to know who 1is the
experiencer of the mental state (“‘comfort”)
because it is contradictory to state that there
exists “comfort” in a particular thought without
anybody who could experience that comfort.

This is sharply contrasted with there sentences



such as (17), which is most likely to imply that
the existence of a vase is not dependent on, or
restricted to, any particular perceiver(s). The
propositional information is naturally to be

shared with people in general.

(16) There was comfort in that thought. (=12a)
(17) There was a vase on the table. (=15a)

This explains why, as we discussed in 2.1,
MT constructions could be accompanied by the
for phrase which specifies the experiencer; it
helps identify the experiencer evoked by MT

construction.

(18) For the Kolman family, there is some
comfort in knowing that -- even though
Gilberto Nunez was not convicted of
murder -- he will spend time behind bars.
(COCA2018)

In (18), the MT construction is not used to
describe the existence of a particular mental
state as a general fact. Rather, the experience of
a mental state is presented as a fact specifically
for the victim’s family, i.e. the experiencer of the
comfort.

There are also other ways to identify the
implicit experiencer associated with MT
construction. When the MT construction is in a
subordinate clause as in (19), the experiencer is
manifested as subject of the main clause. In still
other cases, the experiencer is interpreted to be
the protagonist of the story who is referred to in

the immediately preceding context, as in (20).

(19) Peter said there was comfort in knowing
that others are experiencing the same
problems. (COCA 2012)

(20) He thought he would be able to see her
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again next summer. There was consolation

in that thought.

3.3. Markedness of MT construction
Let us have a renewed look at the paradigm

exemplified by (12), repeated here as (21) for

convenience:
(21) a. There was comfort in that thought.
b. {I/she/he} took comfort in that
thought.

It is now clear to see that the crucial difference
between the two variants lies in how the
experiencer of the mental state (i.e. “comfort”) is
expressed in each construction. While the
experiencer is encoded as subject of the clause
in (21b), it is made implicit (or “defocused”) in
(21a). Considering our discussion in 3.2, it is
predicted that the latter has the marked status in
the paradigm because it represents a construal
where the main participant of the situation is
deliberately defocused, costing the addressee
(reader) extra effort to find out who is the
“defocused” experiencer.

The hypothesis that MT construction is the
marked alternative to the unmarked transitive
construction in the paradigmatic relation has
been supported by a corpus survey through
COCA (Corpus of Contemporary American
English). Six nouns were selected that frequently
appear in the two constructions: comfort,
consolation, pleasure, pride, satisfaction, and
solace. Their instances were collected where the
noun is followed by in because it is the
preposition most commonly attested in the
paradigm. As to comfort, solace, satisfaction,
and consolation, all the examples attested in the
corpus were considered. About pleasure and

pride, which exceeded the other nouns in



number, 500 randomly sampled examples were
examined. For each noun, examples of the
transitive variant (e.g. She took comfort in that
thought) as well as those of the MT variant (e.g.
There was comfort in that thought) were picked
out in order to calculate their distribution ratio.
As for the transitive variant, instances with the
transitive verbs take, find, seek, and feel were

counted. The result is summarized in Table 1.

Table 1. Distribution of Mental State Nouns

(1) (i) Percentage

transitive MT of (ii)

variant variant
comfort 1522 216 12.4 %
solace 725 27 3.6%
satisfaction 337 130 27.8 %
consolation 79 24 23.3 %
pleasure 335 21 5.9%
pride 276 5 1.8 %

Each noun occurs at least three times more
frequently in the transitive variant than it does in
the MT variant, suggesting the markedness of

the latter in the paradigm. *

4. Concluding Remarks

In this brief paper, we first pointed out the
existence of MT construction which shows
peculiarities that cannot be reduced to general
properties of the existential there construction.
We then sought cognitive factors motivating MT
construction, arguing that, contrary to the tacit
assumption in the literature about the nature of
the existential there construction, the observed
phenomena are properly explained in terms of
how a mental state experience is construed
rather than information structure organization.

One remaining issue is that not all mental
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state nouns occurring in the PVNP of the

existential  there  constructions  constitute
instances of MT construction. In (22), for
instance, the experiencer of the emotion denoted
by the PVNP sadness is not the outside observer
but the person indicated by the prepositional

phrase.

(22) There was sadness in her eyes.

MT construction and instances such as (22)
could be connected in some way by virtue of the
the

structure  including

the

shared schematic

expletive there. Considering semantic
discrepancy between the two types, however,
exactly how they are connected in the speaker’s
mind is no straightforward matter. I will leave

this issue for further study.

* I am indebted to the audience for their
invaluable comments at the 40th national
conference of English Linguistics Society Japan,
on November 5 in 2022. I would also like to
express my gratitude to James Crocker for his
This

research was supported by Japanese Society for

assistance in proofreading the paper.

the Promotion of Science, Grants-in-Aid for

(C) [grant number:

Scientific  Research
19K00697].
NOTES

! The paradigm typified by (10), unlike the other
one, is also motivated by conceptual (semantic)
distinction. See Lakoff (1987: 558) for further
discussion on two interpretations and how they
are distributed among the three variants.

2 As motivating factors for grammar in the
framework of CCG, Boas (2013: 242) refers to
“properties of human interaction and cognition”,
which correspond to information packaging and

propositional content, respectively.



3 The implicature status of (14) can be evidenced
by its cancellability in the immediate context, as
in a naturally-occurring example (i):

(i) There was a car accident yesterday, / was
in there too. (COCA 2006; italics are mine)
4 It should be noted here that the there-variant in
the paradigm exemplified by (10) behaves like
an unmarked option: it accepts a wider range of
nouns than the “bare” existential variant (=10b)
(Kimball 1973) and it is “by far the more
common option” than the have-variant (=10c)

(Biber et al. 1999: 956).
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1. Introduction

As is well known, some English expressions
may be construed as conditionals even though
they do not contain the marker i (e.g.,
Dancygier and Sweetser (2005)). Among them,
this  study the

imperative (OCI), where an imperative and a

investigates or-conditional

declarative are connected by the conjunction or.

(1) a. Stop or I’ll shoot.
b. Stop! If you don’t, I’1l shoot.
(Jary and Kissine (2014: 154))

The speaker in (1a) orders the addressee to stop;
otherwise, they will be shot. The string “or
DECLARATIVE” can be roughly paraphrased
as an if-conditional as in (1b). Simply, or in this
case behaves as an adversative link (cf. Lakoff
(1971)).

More notable is that the imperative of the
OCI the

instruction to the addressee; if the addressee

directly communicates speaker’s
does not follow it, an undesirable situation for
the addressee (and sometimes the speaker) will

be realized. This is clearly demonstrated in
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example (2).

2) a.
b. #Open the window or I’ll kiss you.
(Lawler (1975: 371))

Open the window or I’ll kill you.

In (2), the right conjunct can denote an event
such as killing but not kissing. This is because
kissing someone is generally considered to be
desirable/beneficial. Clearly, the imperative of
the OCI expresses an event desirable to the
the

possibility of an event undesirable for the

speaker, while the declarative shows
addressee.

It follows from the above observations that
the OCI is used as a kind of ultimatum (cf.

Davies (1986: 204-206)).

(3) Come on time or the boss will get furious.
(Takahashi (2017: 117))

The speaker in (3) commands that the addressee
arrive on schedule; if not, the boss will be mad.
The message thus includes a warning or
ultimatum, and the right conjunct provides a
reason for the addressee to comply with the
speaker’s command.

The functional status of these OCIs can be
treated in terms of speech acts: the imperative
conveys the directive force such as command,
and the declarative provides a reason that the
should follow it. Although the
literature has pointed out the pragmatic aspects
of the OCI (e.g., Lakoff (1974)), there is no

detailed account of why it behaves like an

addressee

ultimatum. That is, more explanation is needed
of the functional properties. This study argues
that the OCI is one instance of what Kanetani
(2019) calls the REASONING construction,
particularly on the basis that both convey



different units of speech acts.

The remainder of this paper proceeds as
follows. Section 2 overviews the constructional
analysis of OCI proposed by Takahashi (2012).
To deal with a remaining issue in his proposal,
Section 3 introduces Kanetani’s (2019) approach,
based with  the
conjunction of a reason can be classified into
two types: CAUSAL and REASONING. Then,

Section 4 proposes that OCIs can be considered

on which constructions

the latter type and illustrates the relationship.

Section 5 concludes the paper.

2. Takahashi (2012)

Since Lakoff (1971), it has been observed
that the conjunction or is classified into at least
two types: symmetric or in (4) and asymmetric
or in (5). The two differ in whether their
conjuncts are reversible or not.

(4) a.  You can boil an egg, or you can make
some sandwiches.
b. You can make some sandwiches, or
you can boil an egg.
(Takahashi (2012: 161))
(5) a. I want you to be quiet or the security
guards will put you outside.
b. ?The security guards will put you
outside or [ want you to be quiet.
(Takahashi (2012: 160))

If the symmetric or-construction in (4a) reverses
the left and the right conjuncts as in (4b), it does
not significantly change the meaning. On the
other hand, the asymmetric or-construction in
(5a) cannot interchange the conjuncts in (5b)
without affecting the meaning. Therefore, the
of the
or-constructions is semantically/formally fixed.
Given this fact, Takahashi (2012) argues that

order conjuncts in  asymmetric
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the OCI is an instance of asymmetric or, and he
bases his argument on Goldberg’s (2006) notion
of the “amalgam construction.” A construction
can comprise distinct constructions if they are
semantically compatible with each other. The
application of this analysis to OClIs is as follows.
OClIs of at
constructions: an asymmetric or-construction (X
Y),

declarative

are amalgams least three

and
the

imperative construction (X)),
(Y). Thus,

s a

or
construction
mother

asymmetric  or-construction

construction of the OCI, as confirmed in (6).

(6) a.

b. 1 want you to be quiet or the security

Eat your oatmeal or you’ll be sorry!

guards will put you outside.
c.  Your money or your life!
(Takahashi (2012: 160))

Despite the fact that different constructions
occupy the X slots in (6), they hold in common
that they convey the speaker’s command: eating
the oatmeal in (6a), being quiet in (6b), and
giving the money in (6¢). Therefore, the OCI, or
the string “IMPERATIVE or DECLARATIVE,”
the
the

is a manifestation of higher level

construction, namely, asymmetric
or-construction.

Note, however, that although Takahashi’s
(2012) analysis comprehensively treats various
subtypes of the asymmetric or-construction, no
detailed account is provided of how the OCI
gives a reason for the addressee to comply with
the imperative, as in (7). It is a fact that the
conjunction or followed by a declarative can be
paraphrased as a reason clause.

(7) a. Come on time or the boss will get
=)

b. Come on time, because/for if you don’t

furious.



come on time, the boss will get

furious.

Since this paraphrasability is simply an observed
fact, what matters is to consider why the OCI
receives such a reading. Therefore, Sections 3
and 4 focus on the relation between OCls and
because/for clauses to reveal how OCls gain the
reading of “a reason for the addressee to comply

with the command.”

3. Reasoning Constructions (Kanetani (2019))
(2019)

approach to conjunctions of reason in English

Kanetani takes a constructional

such as because, since, and for. Very briefly, he

proposes the following two  schematic

constructions: the CAUSAL construction, which
expresses a causal relation between the main and
and the REASONING

construction, which mainly coveys the speaker’s

subordinate clauses,

conclusion and the premise to support it. Let us,
for example, consider the conjunctions because
and for. both
constructions as in (8) and (9a) (henceforth, the
CAUSAL  because the
REASONING because construction), while for
can instantiate only the latter as in (9b) (the
REASONING for-construction).

Because can instantiate

construction and

(8) The ground is wet because it has rained.
(Kanetani (2019: 1))
It has rained, because the ground is wet.
(Kanetani (2019: 1))
b. He came back, for he loved her.
(Kanetani (2019: 53), with modifications)

©) a.

The sentence in (8) has a CAUSAL construction,
where the event of raining causes the ground to

be wet. On the other hand, the expressions in (9)
are REASONING constructions in that, for
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instance, the speaker in (9a) concludes that it has

rained based on the fact that the ground is wet.
The subtle but crucial difference between

CAUSAL and REASONING

resides in whether they consist of one or two

constructions

speech acts. That is, the former expresses a
causal relation as a single speech act, while the
latter conveys the speaker’s conclusion and the
premise to support it as two distinct speech acts.

As evidence, Kanetani offers the data in (10).

Is the ground wet because it has
rained? /¥ (Kanetani (2019: 46))
b. Has it rained,f because the ground is
wet? Ny (Kanetani (2019: 53))

(10) a.

The arrow in (10a) illustrates that a rising
intonation works at the end of the interrogative,
and it is clear that both the main and subordinate
clauses are inside the scope of the matrix
question. In this case, the speaker does not
question whether the ground is wet or not, but
rather whether the rain has made the ground wet.
By contrast, the arrows in (10b) indicate
different intonation patterns: The main clause is
pronounced with a rising intonation and the
because-clause with a falling intonation. Simply,
with the assumption that it has rained, the
speaker merely questions whether the ground is
wet or not. The contrast in the interrogatives
reflects the different speech acts in the CAUSAL
and REASONING constructions.

A further argument for the distinction is that
the REASONING construction is compatible
with main clause phenomena such as
topicalization or rhetorical questions. There has
been a general consensus in the literature that
main clause phenomena are unacceptable when
they occur in a subordinate clause (e.g., Lakoff

(1987)). Indeed, topicalization disallows the



CAUSAL because construction to be licensed in
(11b).
(11)a. Sam is not going out for dinner
because his wife is cooking Japanese
food.
(Hooper and Thompson (1973: 494))
b. *Sam is not going out for dinner
because Japanese food, his wife is
cooking. (Kanetani (2019: 76))
Sentence (11a) gains a wide-scope reading of the
matrix negation, where the causal relation (i.e.,
the fact that his wife is cooking Japanese food
causes the event that Sam is going out for
dinner) is rejected. More crucial is that such an
expression makes the topicalization in (11b)
ungrammatical.
Note, however, that the rhetorical question in
(12) may occur in the REASONING because

construction.

(12) The Knicks are going to win, because who
on earth can stop Bernard?
(Lakoff (1987: 475))

The question in (12) does not serve to ask about
who can stop Bernard, but function to state that
nobody can stop him. That is, if a main clause
phenomenon can be realized in a subordinate
clause, the clause will be regarded as one unit of
speech act. What matters here is, as Lakoff
(1987) argues, that whether or not this main
clause  phenomenon co-occurs with a
subordinate clause relies on whether or not it

constitutes the speech act of a statement.

(13) a. *I’'m staying because find out which girl
pinched me.

b. I'm staying because consider which
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girl pinched me.
(Lakoff (1987: 477))

The imperative in (13a), as an instance of a

prototypical imperative, functions to
request/order the addressee to find which girl
pinched the speaker. In this case, the imperative
cannot occupy the subordinate clause.
Contrastingly, the imperative in (13b) is licensed
because it does not behave as a request or an
order but rather serve to indirectly convey the
statement that the girl pinched me. Therefore,
Kanetani (2019: 52) represents REASONING

because/for-constructions as shown in (14).

(14)

REASONING because/for-construction
Syn: C (Clause)., because/for C,
Sem: SA (Speech Act); is a premise by
which to motivate SA,

In summary, the English conjunctions of
types of
constructions: CAUSAL and REASONING. The

distinction is made in terms of speech act

reason have two schematic

formation: The former expresses a causal
relation as one unit of speech act, while the latter
conveys the speaker’s conclusion and the
premise to confirm it as two distinct units of

speech acts.

4. Analysis
This section illustrates that the OCI is a
REASONING construction in Kanetani’s term.

(13

As observed several times, the form ‘“or
DECLARATIVE” can be rephrased using a
because/for-clause as in (15b). In other words,
the left conjunct conveys a speech act like a
request or command, while the right one

functions as a reason for the addressee to



comply with it. More striking here is that the
functional property is found in the asymmetric
or-construction in (16).

(15)a. Come on time or the boss will get
furious.

b. Come on time, because/for if you don’t

come on time, the boss will get furious.

=)
You’d better leave, or somebody’ll
(Davies (1986: 215))

b.  You’d better leave, because/for if you

(16) a.

slug you.

don’t leave, somebody’ll slug you.

It is safe to say that the reading “a reason to
comply with the speaker’s command” is not only
peculiar to OCIs but also to asymmetric
or-constructions. This seems puzzling but less so
when the conjunctions in the attested data are
considered to be REASONING constructions.
Clearly, the functional property of the OCI (as
well as asymmetric or) is derived from that of
the REASONING because/for-construction: i.e.,
forming two different speech acts.

To confirm this, this study argues that the
OCl is parallel to the REASONING construction
in the following ways: (i) compatibility with a
rhetorical question and (ii) asymmetricity
between the two conjuncts. As for the first, it is
in Section 3 that the REASONING

construction

clear

licenses certain main clause
phenomena such as rhetorical questions. This
can be seen in the OCI and the asymmetric
or-construction, as demonstrated by (17).

(17) a.  You should not eat that cheese, or what

will we put in your sandwiches
tomorrow?
b. Don’t eat that cheese, or what will we

put in your sandwiches tomorrow?
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(Declerck and Reed (2001: 402))

The data in (17) confirm that the left and right
conjuncts convey different kinds of speech acts,
namely, the speaker’s command or assertion and
the reason for the addressee to follow it.

As for the second parallel aspect, we have
seen in Section 2 that the two conjuncts in
asymmetric or-construction not
interchangeable (cf. (5)). This is true for OCI as

well, shown by (18).

are

(18) a. Choose your financial planner wisely

or (you’ll) suffer the consequences.

b. ? You’ll suffer / Suffer the consequences
or choose your financial planner

wisely.

(Takahashi (2012: 160-161))

More notable here is that the two sentences in
the REASONING construction are not reversible,

as (19) indicates.

He came back, for he loved her.

(= (9b))
b. #He loved her, for he came back.

(19) a.

Thus, it is argued that the OCI (and asymmetric
or-construction) and REASONING construction
share (i) compatibility with a rhetorical question
and (i1) asymmetricity. This allows us to assume
that the asymmetric or-construction is a type of
REASONING construction. More especially, the
REASONING construction can be classified into
at least two types as shown by (20): The first is
like the REASONING

because/for-construction, which serves to offer

something

the premise by which to confirm the speaker’s
assertion, and the second is like the asymmetric

or-construction, which expresses a reason by



which to motivate the speaker’s assertion or

command, or what the speaker primarily
conveys. Then, OClIs fall into the second type.

This is summarized schematically in (20).

(20)

REASONING Construction

REASONING
Because/For-Construction
Syn: Cs, because/for C,
Sem: SA; is a premise by which to
motivate SA,.

Asymmetric Or-Construction
Syn: X5 (Cz or NPz) or Y (C] or NP])
Sem: SA; is a reason by which to
motivate SA, of the speaker’s assertion or
command.

y
OCI

Syn: Imperative, or Declarative;

Sem: SA; is a reason for the hearer to

comply with SA, of the speaker’s

command.

With this representation, it is possible to give

a proper treatment of the noun type in (21c).

@21) a.

b. 1 want you to be quiet or the security

Eat your oatmeal or you’ll be sorry!

guards will put you outside.

c.  Your money or your life!

=(6)

If the sentence types like (21a) and (21b) are
assumed to be prototypes of the asymmetric
or-construction, the conjoined noun phrases in
(21c) are analyzable as being coerced into
forming two different speech acts (i.e., the
speaker’s command and the reason to comply

with it). This is attributed to the constructional
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status of the asymmetric or-construction, where
the two conjuncts have two distinct units of
speech acts. Further evidence is provided by
(22).

(22) Choose your financial planner wisely or

suffer the consequences. (cf. (182))
As shown by (13), an imperative as a main
clause phenomenon may occur in the right slot
of the REASONING construction, in which case
it must function as a kind of statement (Lakoff
(1987)). This is seen in (22), where the
imperative does not order the addressee to suffer
the consequences but rather state that it will
happen without the proper choice of a financial
planner. Because of the functional similarity to
the REASONING construction, the left conjunct
of asymmetric or serves as what the speaker
mainly conveys (i.e., assertion or command) and
the right one as a statement giving a reason to
obey it. As result, the OCI can be construed as
an ultimatum.

That said, it might be plausible to regard the
functional property of the left conjunct as the
speaker’s command rather than what the speaker
mainly communicates. However, this is not

necessarily borne out. Consider (23).

(23) They liked this house or they wouldn’t have
stayed so long.
(Taishukan’s Unabridged Genius
English-Japanese Dictionary)

The left conjunct in (23) expresses the assertion
that they must have liked their house, but not a
command. Clearly, just because there is an
adversative link does not mean that the left
conjunct always functions as the speaker’s
Rather, it is best

direction. schematically



represented as what the speaker mainly intends
to convey, such as an assertion in this instance,

or a command.

5. Conclusion

This paper has tackled how the OCI conveys
a kind of ultimatum, more especially, how the
right conjunct provides a reason for the
addressee to comply with the speaker’s direction.
It was argued that OCIs and asymmetric
or-constructions are REASONING constructions
in Kanetani’s term, particularly since they can
be

Moreover, the OCI and its mother form two

rephrased  using  because/for-clauses.
distinct units of speech acts: The left conjunct
conveys what the speaker primarily wants, such
as an assertion or command, and the right one

gives a reason to support it.

* 1 would like to thank all those who have given
comments on my presentations. I am also
grateful to Yukio Hirose, Naoaki Wada, and
Masaru Kanetani for their valuable comments

and suggestions on an earlier draft of this paper.
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e B FA S B3 5 R A BRI DR
FEPEIZ DN T
(On the Asynchronicity of Bare Infinitives in

the Complement of Causative Verbs)

A 52—BE (Souichiro Muraoka)
H AR (Nihon University)

F—U— N RS, FUEAER, 7 A
7 &, [FIREPE, AT

1. iXt®»ic
BUREEEIZ I 1T D AEhE & AR B,
REENREH SCIC R R EF A B D . & DJFRIEA
EFIEE - MR EROZEMSEME (=(1a-b)) &
KT LZhx <, EHBE & o REEE
(=(lc)) 27 (cf. A4 (1980: 140)).

We {made | had} them march into
the mess hall. (completed)
(Akmajian (1977: 440))
b. We watched the prisoners die.
(completed) (ibid.)
c. *John {made / saw} Bill leave
tomorrow. (Hornstein (1990: 154))

(1) a.

LrL. (2) X9z, HEREEOFREAE
SIS D RIREEICE LT, — 3B 2eT
e TIE, T ORBAIEHEIIENLDR RO D,

(2) a. "Yesterday 1 made John leave
tomorrow.

(Franks and Hornstein (1992: 45))

b. He made him leave on Wednesday on

Tuesday. (Anderson (2005: 35))
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c. We can’t now let Gazza play for
England in the future.
(Felser (1999: 54))

Her early trauma made Mary seek
therapy later in life.
(Safir (1993: 59))

Z DIREFEIZ OV T ALRE (2013:84) 13 1
FLOD L D 7ol 248 L TRy — I
A B FA OO JF A B Rl SC I, EHIOIT 4 &
L DOWNE D EBUTHRER 2203 72 < | & BT
BRI U ST, 3 D UVIERIFFCER Y s> 2 &
DHIRENT-HAITHWSLND LW H KA
ZECIE, A (1980) HOMRIHEIX (2) OH
Bl TE 500, £ARE (2013) O
AR DA E R L & O ORI 2= F
THATX A0 HONTHEITI., £ L
T, 2d) DFEEAEFIFRFEEZ RS —FH
T, (Qa-c) IZH BN 5 IEFRIRHEZ R TR
EFOMERIL, FEEENZOFEAEFELREA
Fizary ba—LTEL2HRICBOND Z
L EIRET S,

2. EAEE & MEBFMSUCBIT D REAR
EFDT A7 g
2. 1. RERETFMICITIT 5 5EhbEtE
FTFEAEFNET T AT MZoOWD
T, (la-b) TR L7z & DI, &SN & 2%
B3 O T A E G ST B0 T ARy
NEFRT, oMM, Ba) DL O, B
MIEEZIC R oD, 20T A7 O
UM, (3b-c) DX ST, JFRIBAREFM LT
IRENDFHGITHMBEICE SR LD Z
EMTEHZ LIV EIEEND,

(3) a. She was drowned. (completion)

(Declerck (1981: 97))
b. He had them beat the carpet. (=They
beat the carpet.)(Palmer (1987: 175-6))
c. I saw Tom get into his car and drive
away. (=Tom got into his car and drove

away. + I saw this.)
(Murphy (2004: 134))



ZOFPNEIE. @) OBINE B EIES D,
LUF o f Tk, Bkl £ <E JET A TE Rl I3 3
(et A R T 2%, T OTERMMEE G ET 5K
TR e RPN 75>“G%<7L£b‘o ZNHDEGE
FENS | R - IREENE ORI A E
(ZTEREIEDT AT Mt FRFS & F A 5,

(4) a. *She was drowned, but 1 rescued her.
(Declerck (1981: 97))
b. *She made him shave but he refused.
(Givon (2001: 45))
c. *I saw her drown, but I rescued her.
(Kirsner and Thompson (1976: 215))

2.2. AR EFMIT T 5 FIReE

AR DI Y | S AN E Rl S 5eRe D 7
AT MRz RO, T OSERMEICINA T,

JFIEAERIM SO, (5) DX Hic, TEhEhE
EDOFRIFEAERT LS LTS

(5) a. *Last night she {made / let} him go
(Mittwoch (1990: 118))
b. *(Yesterday) I saw the man cross the
(P4 (1980: 140))

tomorrow.

road tomorrow.

ZDOZLIFZL OEFHBEREICL o THEIET
HZENTED, 7, FIBAETM LR
itk 2 R4 2%. (6) DX T, T ORI
ERT D58 T AREmEMICICTHND Z &R
TEARV, ZhiT. BEICH-> TYZOES
FIRBIMMNETHZER0MET D
EIIMBRIC TE WA TH B,

(6) a. *We let him [have eaten supper by 4
o’clock]. (Akmajian et al. (1979: 41))

b. *John saw Bill have left.
(Hornstein (1990: 154))

[FIAE DR R A]
DERA[L

EHERMA LI B R 6D, =
PRI, _ERCOfEREN A O] & [FRE

LB - THRRCmMe 2352 813w
PRI X WD L ICERT A,

(7) *Have finished War and Peace.
(Culicover (1971: 77))

S BT, JFRIEARERFH S, (8) DL H I,
be +-ing ZHWNWAHZ ENTERY, Tl
(6) &IAIERIZ, be+-ing 2 FHiEhFH DK 3 HF
LV bMELZRTHTH LS, FRORRBAE
PEDY (9) DML R B D,

(8) a. *The movie made her be crying.
(Takahashi (2012: 132))
b. *I saw John be sleeping.
(Declerck (1981: 91))
(9) *Be standing now!

(A« ZZH (1994: 251))

:n%wﬁﬁTxﬁi‘%ﬁmﬁﬁO%&W
PEOEFEITER LTV b, #EITRIE— I
%Eﬁmmﬁ_ﬁ%ﬂ%%ﬁ#é&%ﬁé
LTS (cf. Jespersen (1931:§12.5)), < 4LIZ
X LT, E#E (2014:101) BLOEE (2018:
199-200) (2 ZaviX, FEHERFLLFT O REF D
TERIXFRBH T 5 — 5 T, FLYERELIRE OB
%ﬂ@%ﬁiimuié&woo&%
(2014) X (10) OFNZIBNT, (FEEZIC
E%%é:kﬁ?%fﬁ%ﬁ%uﬁﬁf%@
WE WS T FEEANAD R
(1931) OFLEHBEL TV D,

. Jespersen

(10) a.The plane was landing when it
exploded in midair (so it didn’t land).
(Rothstein (2004: 39))
b. When the electricity went off they
were watching TV.
(Hirtle (2007: 202))

T OBNTETIEA LT L b EYERELLRE



DRMERFET 5 H D TIEARNZ & ERT,
ZD—J5 T FEHERFLIRT ORI A RGE L 72\
HEITTEDNELE L7220 O VX FE HERR lC 22 an ]
T HMEITH - RETOIT4 - HokFIL, W
FICTFE LN TH Y, D174 - ik
FONRERFICHETR TH D AT, 2017
oo MR B AR EERF LI B4 U T
FHUE72 5 7euy (cf. 12 (2014:101)), (9)D
EITEOmE XBFERINROEB TN
T TR ITIRDU T B R LUAT
DARPLFES AL D T2 8D FEFERFLARTIZ M -
T UEOITLEITI LD A LW D) BFIARAEE
A EEEFICRT LR DLTEOTH
Do TOX DA, AL TERINDOA
KT & FITE o THOHIE FTRE 72 FAH T
R AIE LR B ARV v S — iR A K il
% (cf. 2R (2014: 111)),

S BT, JRIEASE Gl SC D[R] RpE & F23IE L
DL EmERE LT, BN OFEAE
S SE T AR EF B FISNIEH S5 2
ERBHIFTHND, ZO XS B (1) DX
N, FEEBFSMASLTCHEA I, ETA
TERIS AR & TR ) & T 5 55T,
ARINd, 20X REETIE, B
EETAREFILIEL L bR KAERL, EFLT
R RFREEICER L2V DOTHh D, 72721,
HRENR DR E R STIT, 2oL H e
SETITHBL TE 220,

(11) a. Please, God, make him have arrived,
by the time I get there.

(Kayne (1984: 43))

b. Please let him have arrived, by the

time [ get there. (ibid.)

S0 &5 kR ERT R T R, Hex 72
RE TSNS, £, BB
Wi B TRERIZOV T, (12) 5T
£ 50, KA RT B LR 5 LT,
AR EFT 2 LBTED,
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(12) a. You mustg have completed the work
by the next April.

CriAftL (1977: 346))

b. We hope to have finished the job by

next Saturday. (=... that we will have

finished...) (Swan (2016: 90))

[FRED Z N, ETEOMA L A6 5,
BIARO@Y \EITH-> THERZITY> Z &k
MBI AR ATRETH D120, Wi, 52 TIED
MELIIERENRW, (13) TiE, KKz
FITRALLET L L TR TENRET
<, RkERTH, FRINLTWD,

(13) Have finished War and Peace by

tomorrow. (Culicover (1979: 77))
F 72 FIE AR E M ST be +-ing 2 W 23R
Bl (=(8)) & —MXAUICAFR SRV, (14D
£ oIz, EHIBEG] & be+-ing BAKEEKTE
Bl LG L TV D 581TIE, RIRFEICERC S
L e s, L, mEEE
DHETIT, FRROBNITIARE Sz,

(14) a. Let’s let Othello be thinking of his
next move at this point in the play.

(Gee (1977: 480))

b. We’ll try to make him be singing

“Coming through the Rye” when Mary
walks in the room.
(Akmajian et al. (1979: 40))

F7-. BDROMEY | be+-ing DAL H %
ANZFELE A s D s, (15) IRKREFE
TRELILESTLHZ LT, (9 &R,
ETIT e RRERTH, ARIND,

(15) Be studying your Spanish when I get
home! (Akmajian et al. (1979: 37))

ZO XD BREFH/EFEENS | FUAE TN TR



PECRIREE A R T Z LA T, —fixmIc Ik
L ERBRINDFET AREFR be +-ing 23R
FEAREFAMSCICHNLRTWAHIL 72 E
HiEh A T & B B & O FREE KT
B, BREINDLZ Enbing,

2.3. FEAREFAL to FREFADEKRNZER

I JRTEASE R & FAEL T 2 HaEpI e %
FFo to REFDERIZOWTHERT 5, &
H(1996) (2 KA, BEEATZA O — Ak %
FUTCEEF L, (16a)% W, HERZ R T BB
G 50 OB ZRI D L BERIT R Y -
BRrolo bW O Bm T, (16b) W5
Lo,

(16) a. The police made the crowd disperse.
(2 (1996: 305))
b. The crowd were made to disperse.
(ibid.)

FIAR DO BRI ZER T, (17) bR 5N,
REDEZE D L FRRFICEEZHE S
A2 (17a) DA ZRICEE IS 5E(1C
L (17b) VB3 D (cf. Lauer (2010)),
made the house
(Lauer (2010: 10))
b. The hurricane caused the house to
(ibid.)

(17) a.The hurricane

collapse.

collapse.

JRFE AN E 5l 2 i SCUS & DB OFFE L LT,
[ [ (2018a: 171) &, EAAYE) = 23T (make
Lo TRARSNDHIKFE) &, ZRITET
THAERE DMT 178 (JRIBAEFTIZ X -
THRIRSNDHEKS) O, 24 LT 70
D 7p L BB E DT AR D Lo & | R
BEPIT OV TAR BT 5 Z &N
RAESALTWD Lo, E7-MH (2018b:
163) ([ LHIE, (18) 1T T to REFAALED
BhEA O%E, EEIO RS L Misto HkFED

46

MR e AU BNELHZ EMNAIEET
boTo v HPRER MU T 5 £ TIZmW ST
JER TR I, T L bW < B THII ST
DFEENRNLT D R0 ENS, Th
LOFFEEENG ., JRIBAE I R R 2 |
to NERIIRFRHIZEZRT LWV R D,

(18) a. John forced Mary to do the dishes, but
it took hours before she did so.

([ FH (2018b: 162-3))

b. He caused him to leave on Wednesday

on Tuesday.

(Anderson (2005: 35))

3. HERBFORBARETMIIZEBIT S (FF)
[ & EHIERE (BERE) Ol
3. 1. EERBFORBAREFMIICKIT S
(FF) [RIREE

ATETCHERR L7= & 5 12, R A E il 1 X [R]Rf
AR L FFHZEEZRTHIIIELE RS
%, £ LT, EHi#G & ORI ZEE £ THA
IZIE, to REFNRHANGID M, —HOSAT
WFZEIX (19) @ X 5 72 EHiEhE & O FREfE] =
ERTIFIEARET 2SS E 35, REiCr,
ZORBAEHEICONTHIT 5,

(19) a.Her early trauma made Mary seek

therapy later in life. (=(2d))
b. We can’t now let Gazza play for
England in the future. (=(2¢c))

£9°. (19a) OEBAEHEICHOWVWT, hT @
<L ORI Lo CHE R ENDIE
R ORI R DRIIME CTh D, o FT
U~ DI S iz b RIS G N SR E
L7=&81EE 212 Wiz, (19a) 1X, M8
DRTZUNDHIBEDRE R (BRF) 124
TV—=lZtov—%2Z TS Lo X1
R T RIFFRIAEIR A I RE T d D & T T 5,



1. (192) OEERYIEE

causative action (past)
and later in life (past)

|

l
Mary sought therapy

Z D77, (19b) TlE, we MEFTE-CHRERIH
B Th O | R OFEROREIHE O EE]
iE & RRFIZ, TENREEA T T ROBIZ
RAICHGE TN TERV I ENEDR
Lz, 20, ABH (2013) o~ 5 k5
(2, (19b) (FEEAT A & BT 2 &M
AR (A E->T) Vo2 &%
KT LEZOND, Lo L, #EMFREED
M TIE. (2a-b), (5a) & (19b) (BT HE
AL PEDEWNEZHIT H Z LN TE R,
AAIGE Tl EA BN O JFUR A E Falfli ST $
T IR, 1% H T D LFEN LFED
R ESYAEICa b e — L TX B35S
IZDI, FFEEND & EET D,

3.2. EHiEFE @FEEE) OFHIEME
FHIFEFEO AHEMEIZ L0 | R AR T

FREAEFANBERIND Z & &2 XFFT 546

ELTUTDOLE D 2z oinsd,

(20) a. Yesterday the witch made John arrive

last night and leave this morning.
(Rothstein (2004: 159))

b. The writer had the protagonist have

been married three times.
(Bjorkman and Cowper (2013: 5))
c. The director has the chorus be singing
when the show starts.
(Bjorkman and Cowper (2013: 2))

Rothstein (2004) <° Bjorkman and Cowper
(2013) (X2 H OFBATEEICOVTEK
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ZLTOWRWA REDA 7 +—~ 2 Ml
I ZAUE, BRI E e TE 5 2
ENG, BIEICEDF G2y hr—/LTX
D%, (20a) L@ L E e EShbd &),
I 512, (20b) OFRBATEPEZOWT, 1EF
E7 473 a BV CEMERETHY . B
HICHEZRET DI ENTED (cf. Wada
2019:317), £ D7 ARIZKFHAISAT 2R T
SETREFDHNLINTNT S, SUEM &AL
RENTWD, £72 (20c) ([ZHEEL L =6z
W, SR (2004:157) 1 (21) D X9
REBCEBIC BT AR E R THAITIE,
JFIEAE M SCIZEBT D be +-ing O N
BOLIDHENI,

(21) a. We’ll have John be thinking of her

long lost love at the opening of Act 11
(Gee (1977: 480))
b. During the play, Mary had the frogs be

here.

entertaining the dwarfs.
(Johnson (2014: 23))

Ritter and Rosen (1993: 526) <° B (2002:
198) |2 LALiE, FEAZENET have DAL
IZIE, (22a) IR T L DIT, — AT die 72
EDOIEREEFNI AV LIRS, (22b) D
L BRERGBEATHNIEFRIND L0 9,
WETH > THTAEIT-720, ACHEO T
XRWIZ EETDH I LB ERRTIIITO
T EIETE RV, BT E O SR
IZBWTIEARETH D728, (20b-c), (21) X°
(22b) IIERBEIND EEZ LD,

(22) a. *Ralph had {Sheila / his goldfish}
die. (Ritter and Rosen (1993:526))

b. Ralph had Sheila die in his movie.
(cf. Ritter and Rosen (1993: 527))

S 5|2 Ritter and Rosen (1993) (2 LAviX, fiff
BeBE have (XAl SCIZERE A B2 &



I, AT e EFE (20010 148) 1% TS KA
EONS ELMIIMBELTE LT ERED
KIBIZHWDE LIV LW ERTH
UL, (23b) DX H T, EEEA M SCITE D R
HENE have 1IAFR I N D LR _TW 5,

(23) a. *John had there be computers
available for all the students.

(Ritter and Rosen (1993: 541))

b. God had there be birds in every

continent.
(&1« =P (2001: 148))

ZOXHICEEERE HEEE) HERES
HZHEIEICaY hr— L TEL5EEICDH, —
IXBIIZIESCER) LI S N DB b AR S
LHZ WD, £z onfEEIC LY,
G R [FIREME 2 3R 3R AS E 7l 23 FE Rl IR &
RITZENTEDEFEDOND, S DHITA
PR (2013: 84) B DR~ 2 B[R] e 2
REETE L, T E TRTE R ACEE
P OFEREREAEICa Fr—/LTE
% EiEE AW TAHIEE 2 mD 5 2 & TLIE
[ IR & 2 3 IR AS E Sl A SC2S A & L 72
ShdtELdoD, 2L T, ZOMikE
O FHIEPED & 2 F THRAIAD DN L -
T, ZIVE CTRICIEFRIRFM: 2 R TR E
L OSTERICREADN S 5 L HERI SN D,

4. £

M A O I A B D
JFIAETNL, FEfGTECRIREAZ RS, L
L B OB AR E R 31T D FERIREME
B LT, 2 DRI EFR D AT £ < .
ED L~V 2 E TR ERFNE
TZENTELDOMIIOWTELEINLTZ
7otz ARWFSE T, FERIREME 2 & 3%
BFA ORI AR ETAM IR AN S N D EREE %
AL, HRENEIOEETH HEEE N, Y
FOMBEESRORN A BEIEICa Y ha—)L
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5 cost & V- _EHHERBRDOE

(On the Semantics of Ditransitive-Cost)

it B (Soyoka Tsuji)
I QIR SVAPY S NES
(Wakayama Medical University)

U — I MO, R H L
FERCEIRR, 00 K0k

CEE SN

1. IZIT®HIZ

U HBUREME ST, NP«(X) Verb NPi(Y)
NPy(Z) E WO A LD | ZOH.LEY R ER
I%°X causes Y to receive Z’ & S 415 (Goldberg
1995), ZD7-® . RO _H HRIFERBL DA
([ZHBWV T, X (He/She) #3Y (them/ him)
\Z Z (money/ a letter) 52T HHE TS &
fRIRT&E %,
(1) a. He gave them money.

b. She sent him a letter.

& AN #hEE cost Wk D KD 7pFk
HBLClX, ZOMRPA D L7270,

(2)  a. The book cost him 10 dollars.
b. The accident cost him his life.
ARFEFDHMIIL, ‘NPx cost NPy NP’ 723,

EOLIREMAERL, FOXHIcfho &
HEGEEB LD 2D a2 50T
THZLETH D,

2. FEATHISELR Y
Pinker (1989), Goldberg (2002), Croft (2012)

50

S IE, BE cost & E AL FRLD K 9 12~
TWo,

Pinker (1989):cost (.,
bet, refuse, ask, save, charge, fine, forgive, deny
EWVW o THEAWFEEEOMETHY . 3)
D& REREET,

spare, envy, begrudge,

(3) “X has the potential or desire of causing Y
(Pinker 1989: 111)

Goldberg (2002) : cost [Z(4)D &L 9 7¢ " FEH
MIRERE SCIZA U B L, giving OETH D
taking away % T 5,

(4) Mina cost Mel his job. (Mina causes

“Ditransitive cost means faking away, which
is in the antonymic relation to giving.”
(Goldberg 2002: 332-333)

Croft (2012) : cost [ Verbs of costing & IFE
N5 H HAREEE (flllZ1E charge, set back
WD) O—ETHY, DL RERE
x7,

(5) “Acquisition of goods causes recipient to

(Croft 2012: 377)

(3, 4, 5HHTRINTWVD L 9 ZREWT cost
CHEHAMBERAOBRA S THATE R
RIBEZ2 N, Ls L 2 — R A TR LTI EH %
HTn<E @onkric, BEENTWD
F0 b S EIERFEROL AN ELER P
FEMLEICAT D, L0 biF, FRROL G
BEEEHMREICA T AL, 3, 4, 5SHYOEKRD
TERRER & BB L7V,

(6) ‘NPx cost NPy NP, NP, & L TAEUL D
44 5l ) DA (BNC, Wordbanks £ V)



a fortune, my life, a game, promotion, his

sons death, the loss, an __effort, two

minutes...

ZDZ LMD, ‘NPx cost NPy NP2 1%, HiZ
ESEICBED L ERS kb5 EWVWIHE
TR, INETIBESINTWND LD
b INWVER 2 R0 Tl HMEERE ST 0
MmEZEZ LD,

3. BR& 72 Z A 7D cost ~EBRIFERH

a—NRZKDAEEITH-T2E T A, cost
CHEAMEERBICIE, KE<L ST T3ISDR
WA A TRobDHEZLZND, TNULE
TYPE 1,2,3 £ L., 5|2, EHEHMGENE
THLOOMBEIZE > T, FoEE 1-1,
1-2... L VWO B TRL TV,

E9°. TYPE 113 i)y (X) &5 L7
DER LIV T D01, HDHA (Y) I,
BRI ) (Z) D] TEER
T, [BENRI»ND ] Z L %FT TYPE 1-1
23, cost HE HHUFERBUTI W Tl b msE
THET 2,

(7) TYPE 1-1 4:8%

a. An everyday grey suit cost me twelve
pounds.

b. It cost him six hundred dollars to get the
holes in the trunk fixed. (both from BNC)

TYPE 1-2 ]

a. Learning that skill cost me many hours....

®)

b. You can go to court and you’ll probably
win, but it will cost you three years and
$ 3 million. (both from Wordbanks)

TYPE 1-3 57 7/

a. It cost her an effort to let him have his

)

way and his will of her.
b. I am disabled; they cost me much labour

to raise from seed. (both from BNC)

51

e —— )

%12, TYPE 2 1%, (Mo roHskdFEe
114 X) IZEoT, YAREELE-V Y]

otV 4560 (2) ZkH ) T LaRT,

(10) TYPE 2-1 58/ KU)7e b D
a. This action was to cost young Joseph his
life. (BNC)
b. ...this is costing me my health and will
(Wordbanks)
c. The mistake cost the Enquirer several
(Wordbanks)

possibly cost me my job.

million dollars...

TYPE 2-2 (3 2-1 IZEL TV AR, T & &
AT L TWebDZd i TIiER < Tl
HPDOHPRECITA (X) ITE-T, Y 28,
BONDAREEOH S TZHELWVE D (2)
TR eb ] TEERLTNVD,

(11) TYPE 2.2 555 FIREMED N o T2 b D
a. It was a lack of discipline and could cost?
(Wordbanks)

b. ...it was that last 10 minutes in the Lenin

us promotion.

Stadium which cost them eventual
victory against Spartak Moscow. (BNC)

c. Mutola’s generosity ultimately cost her a
medal. (Wordbanks)
KHZ L& Nose 75 Z&EEBEZINLL
M B DHEERCITR (X) IZL5>TY R

AGRE ) 5] Z&b, ZoxA

THFHTE D,

(12) TYPE 2-3 i A7 &
a. It’s regrettable that an own goal cost us
the match...
b. I was going well in my second run but I
lost time at the 11, 15%, 23
and 24™ gates, and that cost me the race.
(both from Wordbanks)



% =12, TYPE 3 (%, [0 HRES
T2y (X) I2EoT, Y, BROSF LT
4 (Z2) 28D Z RS, ADTBITD
[¥82<) 1X. TYPE 2-1 TE&En5 [EER
LOERS | T &S, TYPE 2-3 THRIND
AN D ] 2o, fERRETHD &
Ezxohb,

(13) TYPE 3-1 8%
a. His tenacious belief in the venture by
keeping it running cost him heavy
(BNC)

b. ... he was willing to enter upon an

personal financial loss. ...

adventure that cost him the death of his

son. (BNC)
c. The most appalling aspect of the whole

performance was the failure to eradicate

the indiscipline that had cost them defeat

against Wales. (Wordbanks)

KOAH) T, Y BEEHED &0 D /U
(13) LR U723, Z oAgasns, PR
DFREFRREER T DT TIIARL, YIRS
NHXTIVT 4 2R,

(14) TYPE 3-2 ~F /L7 «

a. On bad language, which cost Chelsea
their two red cards last Saturday...

b. It was a decision that cost him a ten-year
prison sentence and a subsequent life of
self-scrutiny.

c. ...a DVD copy will cost you five years in
Jjail. (all from Wordbanks)

cost _H HAJRERBLUI., TN FE TITHEES

NTWLEY L ORNEHET 52 L
NTEDHZERNbroT-, 345D K570
1T CHE SN EMTIL, cost “EHHM
FERBDETERO S (#4711 K
2-1) L2MEZBIL TV,

4. REEAREREREDLDOH
4.1. FELBI 7 L — A

E9 LTcost “HHERMGERBN, ZZFT
L DEWEREDLONEBEZ HICHTIZ-
ClX. Fillmore (1977, 1982)<° Fillmore and
Atkins (1992)i2 £ % [PBEEGI 7 L—2L4) OF
ZITWAFIR T %, DF D | sell, buy, charge,
cost 72 EDRGHG 2 B4 % #hal D Ik 2 B
fET DI TEWENRT D FICEEEZ L,
OOLMOIAHENENFICEET S &)
97 mEEGIOE R (7 L—25) 2
VETHY | lHx OBEGENIL, L7 L—25%
WaEE L-oo% | BRA Y THEHRR LITEN
Wb, EWVWIEZSHTHD, BEIG 7 L—
LiE, AT LS M TRES,

Py

e

1Bl 7 L—A

ZDOT7 L —AIZFB T, The book cost him 10
dollars D X 9 72 XN E R A K THDIL, T
D KPR TH D,

4 A

AN —

I/ZD (/ Buyer)
/

% Goods //

B2 :pEgEs 7 L—AaizBir b
The book cost him 10 dollars @ & /5.



[ bought the book & 95  Buyer & Goods L 7>
BLALI2 W IUUZ for $10 =<0 from her 72 & D4 %
1B LT Money X° Seller &t 25D & (3E
VY, cost & W FRIAIZIT Seller & B8 S
DT EMBTEAR, cost H HAFERBLILME
Bl 7 b—LaME 45600, Seller 1358
BIIEFLLTEY, T AN, &xr X
o TRihESED ] ZEETITRsTND,
AT, THEa (X)) 23 HDH A (Y) 12, &
& (Z2) O EISED] EEVZ LD
EMTE, cost ~H HAYFERBLOL T EKIZ
BOTHRLFLIRLD (T72b5H, TYPE
1-1) LWx 5, BEETIHASD L HICERTZ
EMTE D,

(15) cost —H HAYFERBLO 0 FE
“X causes Y to pay Z.”
(X: Goods, Y: Buyer, Z: Money)
(=TYPE 1-1)

T ZOMOERIZLED I I ITHELNLD
MEEZEZDICHIZY, K2 TRIND The
book cost him 10 dollars & V™ 9 RPLIE, LLF D
(i~Mi) D & O ITHEEE Y DI 2T ATRE (=
alternate construals (Langacker 1987)) T& %
ZEIZHEBRLIEV,

The book cost him 10 dollars.

1)  “The book caused him to pay money.”
i)

iii) “The book caused him a loss of money.”

“The book caused him to lose money.”

(M) DIEZ T, ZNENLLTF O XK 9 IZHER
RLTCWDEEZDLZ LT XA TDE
REMGDHZENTE S,

1) “XcausesY to pay money”
—  “~to expend Time/Labor”

(=TYPE 1-2,1-3)
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ii)

—

“X causes Y to lose money”
“~ to lose a Valuable thing” (= TYPE 2-1)

{

“X causes Y a loss of money.”
“X causes Y a Loss” (= TYPE 3-1)
“X causes Y a Penalty” (= TYPE 3-2)

“~to lose a Valuable opportunity”
(=TYPE 2-2)
“~to lose a Game” (= TYPE 2-3)

iif)

4.2. oo “EHAIFERIL L ORE

FRETRZZEDIC, Z< OEW%AEZET cost
T HHEMGERIEN, ETOEKRIZIOEY E
HEGERESCOHLE E SN TWD X causes
Y toreceive Z' LITIRELS Ei-THBY, Z
DORESLOHFTIIHmO THANTHH L H I
Bbonsd, LnL, SHEHIIRLEE XA T
I, WL 2ot “EHIFERDL L | ‘3§<
B - L CW A ENHH T LR L
BETW,

4.2.1.TYPE 1 & take _E HRIFERH
TYPE 1 (X(16)D K 9 72 take —H H HFE
ﬁ&iﬁé@lbfwéo (BE&ENPND 2%
take THETZ L IXITIE V0, TEEfE ) & 155
JICBE L CiEdt @EE’JE BLDHIENT
x5 (F=720, HRAns TR 13 cost
L0 Y take DF DI D NCEBEETH D),

(16) a. ...

to write.

his first symphony took him 21 years

b. He was very weak and it took him a lot of
effort to say it... (both from Wordbanks)
4.2.2. TYPE 2 & lose/deny —E& B FUFERH,
TYPE 2-1,2-3 OHliX, (17)D KL 512, i
Zlose ICEEHA CHRILZ L 2RE D,
(17) a. ...it was the colour of his skin that /ost
him the job.



b. Conran’s Debenhams deal may have lost
him his cool status, but he doesn’t care.

c. A goalkeeping error has lost us the game.

d. I think what lost us the match against
Spain was the dejection from losing 1-0
to the Americans. (all from Wordbanks)
F£72. TYPE 22213 [ZIFTWMHERN] &

W) I OWT (18)D K 9 72 deny —HEHF

RERFLLFM L T D,

(18) a. ...the cracking goal which denied them a
first Premiership victory this season.
b. But in which event did the penalty deny
her a silver medal.
(both from Wordbanks)

4.23.TYPE 3 Lfio> —EHHFERHR

TYPE 3 (Z51) 5 [{E/F T ¢ 295
B2 EE AT T 4 22 TROES
Ziice sy, IZITR6ES] &)
BRI HEANEESCOFLETH D, TD
728, TYPE 3-1 ICOWTIX(19)D Xk 51
bring, cause 72 &£, TYPE 3-2 {22\ Ti(20)
@ X 9 |Z bring, earn, give 72 £ (A[fHEH & D H)
FlZ L > T, TYPE 3 O cost .5 HAJFEZRE
EFRU &R ERE D,

(19) a. His bravery brought him a horrible death
at the hands of republicans.
b. ... and ultimately it caused us and the

project significant loss.

(both from Wordbanks)
(20) a. ...when Sinclair’s hand ball on the line
brought them a penalty. (BNC)
b. That sort of behaviour could earn him a
red card. (Wordbanks)
c. ...so the judge gave him 16 years in
prison. (Wordbanks)
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5. BbVic

cost i HAURERBUIFISMIR N Z 21T,
FTOEWHR IR TELLITEN
DI, L LI TAHAIUL, EOEKRICIX
JER O RBH Y Mo " EEFELRI L L 3
WEE L SZ ERbhotz,

Ltk cost X U, KIS THEDM]
EINtTHIZEwmLbNT I enoizfho —
#HHFEBGICOW T, ZOEKETELH
L. _EAWEE 2RO TED LS e
AT 2 5D TN DO FRET LT LZER
H 5D,

BE IR
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Characteristics of Denominal Verbs as

Revealed by a Coercion-Based Analysis”
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1. Introduction

A denominal verb (DNV) is produced by a
syntactic category shift, conversion, in which the
relevant category change is indirectly signaled
by its inflectional and combinatory behavior
rather than its internal composition. With respect
to its semantic aspect, whether there is a limit to
the semantic variation of DNVs remains unclear.
In this respect, Kiparsky (1997:380) formulates
the canonical use constraint: if an action is
named after a thing, it involves a canonical use
of the thing. For example, bottled in (1) has the
canonical reading in that the denotatum of the
base noun is the location to which the wine was

transferred to be preserved.

(1) Yesterday we bottled the wine and it is
drinkable right now.  (Baeskow (2021:3))
However, English DNVs may receive a
context-dependent interpretation, as exemplified
in (2), in which bottle and door deviate from the
canonical readings based on the typical uses of

the base noun referents.

(2) a. We were stoned and bottled by the
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spectators as we marched down the
(Clark and Clark (1979:785))

b. The new laws would increase penalties

street.

for drivers who door a cyclist.
(Michaelis and Hsiao (2021:123))

This semantic versatility of DNVs is best
confirmed by their having a wider range of
semantics than denominal affixed verbs have.
For example, let us compare summery with
summer-izey based on the semantic groups of
Clark and Clark (1979:768-781):

(3) a. summer in Paris (ibid:772)
a'. summerize in Heidelberg and Baden
Baden (OED)

b. summering your stove
(https://www.thefireside.co.uk/summering-your-
stove/, accessed Mar. DD, 2022)
b'. Let Hutzler’s summerize your home
(OED)
(OED)

d. I fully summered myself into vintage

c. summer cattle

fashion and have almost entirely cut out
fast fashion from my life, something

I’ve been working very hard on.
(https://www.youtube.com/watch?v=_4F4 BOD
JZE, accessed Mar. DD, 2022)

(3) illustrates that summer-izev is semantically
fixed to the duration (‘spend the summer’ in
(3a")) or goal (‘make summer-like’ in (3b"))
meanings, whereas summery can further express
unclassifiable meanings such as ‘keep or feed
(animals) during the summer’ in (3c) and
‘become absorbed in’ in (3d). The semantic
comparison raises the following questions: (i)
why DNVs show such a semantic diversity and
(ii) why denominal and affixed verbs that share

the same bases can co-exist, especially in cases



when they seem to have identical meanings, as
in (3a/a’) and (3b/b").

To answer these questions, I assume that the
semantic diversity of DNVs typically involves
the enriched construal resulting from
the
meanings
(Michaelis  (2003),
Audring and Booij (A&B) (2016)). Based on
this assumption, I argue that the usage of
DNVs be

motivated and thus forms an amalgam-like

construction-based  coercion: semantic

of

morphosyntactic context

enrichment lexical in

innovative must pragmatically
formation serving a certain communicative
function. In section 3, I show that this analysis is
supported by a series of examples in different
which

acceptability. Before discussing the pragmatic

linguistic  contexts, show different
motivation accompanied by the use of DNVs, |
outline what I mean by construction-based
coercion and then briefly propose the
plausibility of a coercion-based account on

DNVs in the next section.

2. Coercion Revisited
Although examined by many studies of
various theoretical backgrounds, coercion in
nature involves a “mismatch” between the
inherent semantic properties of a selector and the
lexical semantics of a selected element (cf.
Lauwers and Willems (2011)). A selector can be
a construction, a word class, or a temporal
marker, resulting in a particular context, with
which the selected element is not expected to
combine. Depending on the degree of top-down
influence of selectors on selected elements,
A&B (2016) distinguish three types of coercion:
coercion-by-selection, coercion-by-enrichment,
and coercion-by-override.
the

meaning is a part of the semantic repertoire of

In  coercion-by-selection, resulting
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the coerced item, and the context selects one
interpretation from a range of alternative

readings. Consider the following examples:

(4) a. drop/want the book
b. discuss/finish the book
(A&B (2016:629) with modifications)

Although book has alternative readings as a
physical object or informational content, some
of the possible readings are incompatible in (4a)
and (4b). The verbs drop and want fail to match
with the informational content reading in (4a),
just as the physical object reading does not fit

the semantic frame of discuss and finish in (4b).

In coercion-by-enrichment, the original
lexical properties are preserved but are
augmented or wrapped with the new

specification in context. For example, in (5a),
the verb or construction requires an activity
predicate as the complement so that the
utterance meaning is enriched by an implicit

predicate informally represented as [...].

(5) a. Mary began [...] the book.
b. Mary began the book after it had been
sitting on her shelf for years.
(A&B (2016:627))

The acceptability of the anaphora to the book in
(5b) shows that it retains the lexical semantics,
suggesting that the reading event is merely
augmented in context. In this respect, Fabrizio
(2013:178) observes that once converted into a
verb, a noun loses its referential index, and thus

fail to introduce a discourse referent, as seen in

(6).

(6) Mary chained the chair to the wall. *It was

heavy. (intended meaning: ‘the chain was



heavy’)

By contrast, in coercion-by-override, the
construction acts as a strong force on the lexical
semantics, so that it “modifies, replaces, or
removes properties of the coerced item (A&B
(2016:628)),” leading to intercategorial change
in words. In this type of coercion, the lexical
semantics of the inserted item does not strictly
contribute to the entire utterance’s meaning.
Consider the following example:

(7) This is so 2013. (A&B (2016:632))
On the form side, 2013 in (7) is modified by the
degree modifier so. On the semantic side, what
is predicated by so 2013 is not necessarily
occurring in 2013; notably, it does not matter
which year is inserted in this construction.
Accordingly, the whole construction acquires an
‘old-fashioned,’ the

expense of the lexical semantics of the inserted

idiomatic meaning, at
item, and 20/3 formally, and semantically
functions as an adjective in this construction.

I assume that the category change involved
in the formation of DNVs occurs as the result of
coercion-by-override when a noun is inserted in
a constructional slot intended for items
belonging to the verbal category. A major
argument in favor of this analysis is from the
idiomatic meaning of innovative DNVs. The
following caused motion construction is an

example:

8) a.

b. They sort of felt like Steve Jobs had
railroaded them into that deal.

(Michaelis and Hsiao (2021:124))

c. The thought of “helicoptering” my club

Liberty swam the woman to shore.

into the pond crossed my mind.
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(https://www.conwaydailysun.com/outdoors/golf
/courses/golf-column-avoid-the-eruption/article
6de5519a-ed69-11ea-85ab-2bb5967af15a.html,
accessed Aug. DD, 2022)

Although the verb swim usually behaves as an
intransitive verb, in (8a), it combines with a
direct object and a directional expression. In
Construction Grammar (e.g., Goldberg (1995)),
without positing an additional lexical entry of
swim, the independent form/meaning paring of
the caused motion construction allows the word
to gain the combinatoric behavior characteristic
of the construction. Similarly, the idiomatic
denominal readings of ‘induce someone to act
forcibly’ in (8b) and ‘toss something vigorously
into something’ in (8c) are not strictly derivable
from the nouns. Instead, these idiomatic
meanings are attributable to the semantics of this
entire  construction as an
This

analysis, often referred to as constructional

independent
form/meaning  pairing. constructional
coercion (accommodation), captures “the insight
that many novel verb uses are nonce uses: they
serve an expressive purpose in a particular
context but may never become conventionalized
(Michaelis and Hsiao (2021:124)).” Such a
contextually determined meaning of the DNV is
the semantic and pragmatic property imposed by
the construction, which is typical of the relevant
type of coercion.

If DNV formation is a result of a coercive,
online process, we should observe that the
interpretations of DNVs are regulated to some
degree by the syntactic frames in which the
relevant nouns are embedded. This result occurs
because a coercive process does not exist
without the coercing construction or context.
Consider the following examples (adapted from
Nakajima (2018:69)):



) a.

b. The system filtered out junk mail.

The system filtered all email.

e

* The system filtered junk mail.

&

Sunlight filtered through the window.
. *Sunlight filtered the window.

a

Although all the denominal interpretations in (9)
are related to the shared knowledge of filters, the
distinct senses (removal, passing) are products
of syntactic context: the interpretations of
removal and passing in (9b) and (9d) require the
use of directional particles such as out and
through, and if not for them, as in (9c) and (9e),

the sentences are not acceptable in the intended

meanings. These examples confirm the
inseparability of denominal interpretation and
syntactic profile. Notably, denominal

interpretation and syntactic profile are so tightly
connected that denominal readings are often
unavailable except in a single
argument-structure configuration. (10) is some
of such examples (adapted from Mclntyre

(2015:1420)).

(10) soldier *(on)/pig *(out)

The denominals in (10) are not acceptable

without each particle despite differing in

transitivity. If DNVs were products of an
(e.g.,
independently

autonomous  morphological  process

zero-derivation), they would
appear in any syntactic context such that they
could be fully interpretable.

A

explains the tight regulation imposed by the

coercion-based  analysis effectively
syntactic pattern in which a nominal word is
embedded. However, this analysis also is not
watertight. First, coercion is a purely semantic

notion, and how it relates to category shifts
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remains unclear (Lauwers (2014:216)). More
precisely, coercion refers to a case in which an
already entrenched construction combines with a
right formal type but the wrong semantic type.
For example, water, as in a water, has nothing
that is formally exceptionable. Second, it is
necessary to capture the intuition that the use of
a noun as a verb without any overt marking is a
marked usage of words pertaining to
well-established, prototypical verbs (Lauwers
(2014:215)). For example, when the mayor tried
to Richard Nixon the tapes of the meeting is said,
using Richard Nixon is more informative than
using erase (Clark and Clark (1979:802)),
evoking an image of an unscrupulous politician
attempting desperately to cover his/her tracks. In
the next section, from the coercion-based
approach, I offer a plausible explanation for

these problems.

3. Analysis

Because there is no construction combining
a nominal base with its verbal slot, I argue that
the syntactic specification of the verbal slot may
be overlaid by a certain pragmatic motivation. In
this respect, amalgams, non-standard variants of
standard constructions, may be relevant. These
innovative constructions combine otherwise
incompatible subparts of other constructions to
serve a peculiar function (Lambrecht (1988)).
This analysis can be supported from the
perspective of Levinson’s (2000) M-principle:
what is said in an abnormal way indicates an
abnormal, non-stereotypical  situation  or
unfamiliar, infrequent concepts. In fact, this
perspective allows us to explain the following

examples:

(11) a. *Mary guitared a song.
(Hilpert (2014:138))



b. I guitared my way across the US.
(Clark and Clark: (1979:801))
c.  When this was over Grace sang and
guitared a song for us.
(http://blueskyschoolca.blogspot.com/2019/09/re
d-pine-camp-2019-by-blue-sky-learners.html,
accessed May DD, 2022)

(11a) is not grammatical as long as it expresses
an unmarked situation: what we usually expect
or playing a song with a guitar. This is because

the usage of DNVs must be pragmatically

motivated and express a certain marked situation.

By contrast, (11b) and (11c) express something
more than what individuals usually expect to do
with a guitar: in (11b), guitar is used in the
verbal slot of the way construction, which
encodes an agent’s movement along a
self-created metaphorical path by means of
performing a particular activity to overcome
some obstacle (Goldberg (1995:199-217)); in the
attested of (11c), the

coordinated with sing in the context that

example verb is
describes a series of acts and performances of
songs at a campfire. These constructional and
linguistic co-texts enable the coerced item to
have more meaning than merely playing the
guitar: ‘making money by playing the guitar’ in
(11b) and ‘reciting while playing the guitar’ in
(11c).

Another piece of evidence is from the

duration verbs (cf. (3a/a")):

(12) a.
b. ? Karen Saturdayed in the country.
(Clark and Clark (1979:802))
John Sundayed in the country.
. *John Mondayed at the office.
(Nagano (2008:96), with modifications)

Karen weekended in the country.

e o
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The verbs weekend and Sunday in (12a) and
(12c) do not
weekend/Sunday. Rather, they refer to, for

mean merely spending a

example, spending elegant time in an
extraordinary country. This is because the
non-conventional marked forms of the nouns in
the verbal slots of the intransitive construction
allow potential hearers to experience the
subjective imagination evoked by holidays. By
contrast, the described situation in (12d) is
spending (or working) time at an office on
Monday, an everyday situation. Therefore, it is
pragmatically blocked from using the marked
construction for describing such a common
situation. The same reasoning can apply to the
degraded acceptability of (12b): generally,
compared with Sunday, Saturday does not relate

very well to the image typically associated with

holidays.
The argument implies that even if
conceptually referring to the same thing,

denominal and affixed verbs that share the same
bases can be distinguished at the pragmatic level.
This distinction is reflected in their selectional

restrictions on direct objects:

(13) a. summer/*summerize your stove

b. John summered/summerized my car.

(13a) shows that when denoting the goal
meaning (cf. (3b/b')), the denominal, and affixed
verbs differ in that the former can take certain
entities as their direct object, which usually do
not need summer specification, whereas the
latter cannot; a stove is not something that needs
to be summerized and works the same in the
winter as it does in the summer. This is enabled
by the pragmatic motivation accompanied by the
usage of DNVs. Specifically, the verb is attested

in a headline of a feature article, which explains



the risk that stoves can become damaged over
the summer and suggests that you should
prepare them for the summer. On the other hand,
(13b) illustrates that the affixed verb can be used
in the goal meaning, and the denominal one, as
such, can have multiple meanings: potentially an
infinite number of interpretations without rich
contextual information. My informants provide
different interpretations of the verb, such as
‘give the car a break for the summer’ and ‘take
the car on summer vacation.” This semantic
flexibility reflects the context-sensitive nature of
interpreting innovative verbs and should be

discussed with their pragmatic characteristic.

4. Conclusion

I have clarified that construction-based
coercion can be convincing in explaining the
semantic versatility of DNVs and its tight
connection with the syntactic pattern in which
they are embedded. To supplement this analysis,
I argue that the usage of innovative DNVs must
be pragmatically motivated and thus forms an
amalgam-like formation that expresses a certain
non-stereotypical situation. Of course, what
pragmatic motivation is at work in the formation
must be specified. Here, I leave this issue open.

The

implies that what knowledge or information is

discussion in section 3, however,
accessible in the context must be considered. In
this connection, Clark and Clark (1979:800-802)
observe that when the effort demanded for

interpreting an innovative verb outweighs any

economy of expression, it bears a playful nuance.

Consider the following examples:

(14) a. It’s Monday. (I know, I don’t need to
remind you.) First day back at work or
school after a nice, relaxing weekend

(...) or you're so Mondayed out you
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can’t be bothered to lift anything heavy
(...)
(http://www.vertigoshtick.com/2010/03/, access-
ed Sep. DD, 2022)
b. This is the Mondayest Monday that ever
Mondayed.

The verb Monday in (14a) is difficult to interpret
without referring to the contextual information:
it is used in the verbal slot of (all) X-ed out
construction that refers to a state, ‘exhausted
from X-ing to excess,” and in the preceding
discourse, the information about what a role
Monday generally plays in a whole week can be
discerned. Thus, it is understood to mean to feel
depressed thinking about Monday. (14b) is a
conventionalized expression that has been used
in an internet meme. Its meaning is typically
similar to that of (14a), which may be the most
straightforward interpretation inferred based on
the primary function of the base noun. However,
in another situation, it can also mean to start a
fresh week while making a certain resolution.
Which meaning the speaker intends to convey
depends on the specific situation relevant to the
interlocutors. These examples show that the
noun that can be a DNV needs to belong to the
class of relational nouns, and it must be a
role-designating (frame-evoking) one in the

context.
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(2) You can bring wine or whatever.

(DI T, WRIUTIL [(TA ) D
a7~ ERRESD, UL, FEEOMHEZ R T
H7% & or whatever X, or something (21372
WERAERA TS L) THh D,

AFETIX. or something DAL & X415 or
whatever % | # R E SR O BWGRAVFFMEIZ -
T U, or whatever D FE ﬁﬁnﬁ’ﬂ%ﬁ'ﬁi%ﬁfﬂ‘?
LZEEAMNET D,

ET2HTIX., BATHRICTESE or
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whatever DFEMFRAVEIRZ MR L 4 DT F
&5, IRIZ 3HIT MAEEEE or & whatever
DEWIRIFE LR~ T 5, £ L T4HiT,
EURTRAORRE A 55 TR A B IC B T | or
something & O EWEZFERM LN 5 or

whatever DR Z5m U S HilcE L AT,
2. or whatever DEEHGHIE RO 5

A TE V=R TNT T AT =D
1THFFEIZ T2 <,
HBEFAIAFZE (Brinton (2017), McColm and
Trousdale (2019)) H##l+ 5, ' £ LT, or
whatever ERIEREZIRD 4 DICE LD 5, 1.
T AV = 2. ~y UBERE 3.7 7 A B
Hre (R 7 T) 4. iEERE (AL,
P INDiE, EBIZEHAIRTWD or
whatever D EHHEEE L R —E L TV | &
BRIF X AN L7 b 0 Tlde< | EE
H7ebDOTHh D,

e HEmieEak whatever

1

21. A7 Y —TER

or whatever |Z, DT =R T L7 X5
F—[Afk, MIZ2ER LT, HEFERHWE
WM T 2 Y —ZBRT D O %R 3 (Wagner
etal (2015)),

(3) ...it would be like cousins brothers or

sisters and parents or whatever
(Wagner et al. (2015): 712)

(3)? or whatever |Ef & L TR I HHNED
Bi5& cousins brothers or sisters and parents %
FHNVIC, BE Lvoleh 7Y —od
Rz TWD, 2oL, =T L
T AT E—EERDIERNRERETH D
& Pichler and Levey (2011) 5 (3 =T 5,

2.2, ~v VHRE
or whatever |X, NIEMES ZInz. BB I &
MoFs~y VERBHELTHET D



(Overstreet (1999), Aijmer (2002)) ,

(4) Because I know when I first moved down
here in like what? -nineteen eighty-six or
whatever. (Overstreet (1999): 116)

(4)D or whatever (%, 1986 FF-% H\FE W R

2 TW%, or something & [FIERIC A EHES 2

BA D~y VRATHD EgfrafvTnd

(ibid) .

23. 77 A NEERE (PE O 7HT)
or whatever (21X FE v 7 KT I 518
XN & 5 (Brinton (2017)),

(5) One may not like England or France?
Because of imperialism, past war, war debts,
or_whatever. But suppose burglars were
braking in to the houses of friends.

(Brinton (2017): 276)

(5) T, or whatever T, /1 XU R& T T
ZNZHDONWTORL 2V EEEZ K& 2, But AR
TR BDFEEZ BD TN D,

VEARTINVZI AT U —BRITH, D
MY 7 2T I EDHHEENH D & Pichler
and Levey (2011)[Xa =T\ %,

2.4, BRIERE (ERE.D)
i LFORFRD T MER]
) RREE A (R % 5 (Brinton (2017)),

or whatever (3.

(6) Idon’t want to talk to you. It doesn’t mean
that 1 hate you_or whatever. I just have
nothing to do with you.

(COCA spoken 2017)

O)YD X D IZWB B BRSNS DFEEIZIB N T
fEH X35 & & or whatever [ HERS.L 7R RESE
ZAnZ %, —J7 or something 73 HERH [N 7R BE T
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ZInZ D LV ) FRLIRIT RS T 570,

2.5. EBHRIIBWRDOLSEDOE L ®

AHITIX, SEATIEZ S 512 or whatever
DFEHRIE®RZMR LRKEL< 4 DITx
Wiz, EIERE (HERIL) 1. or whatever
DFEMRIIER & LT > TV D3, 2D
it EWHERICB W T, FHElE SN D or
something R°ZDMDY = X T NVT s AT
H— & DEWTH LTI,

3. R ER D BRI
AREIClE. or whatever D= RASFE A L V) BH

ORI HERLE T O BRI R
T,
3.1. HRER or

ZAVE T, or l&, mmElEHeeE & L CHEAIS
PRZBEM T ONTEBEN I TE, L
7> L Ariel and Mauri (2018, 2019)i%, &A1
P D or O UEME) © T FeEny
B 2oL BELE, or &I,
7RIS S B S AU 72 B4R 0 N BE AR 4 [
XFIZEL L HIIEE D (Ariel and Mauri
(2019):41), Bz X AorB £ 5-72& X, or
FTARBNORDEMRAT TV —ZR5AD
Tl MR EE 2RI EDBHEKD &
2 D77,

Ariel 51, or B SURAIICHHDILD Z & T,
Z DR % 2R & FIREIC T 5 2 & 2R,
or whatever |[ZRTHI TR L7z £ 9 12, BEDE
HAREEZ Fi D, 21 D OB WRIZSTIRICRAF T
Do AFTIX, Ariel HOFRET D REME
AR E LT FREHIRER] & or DEK
MIRHE L L Cigim et 5,

3.2. #BRLER whatever

whatever (X any LRI U ["RED7 U —F =
A RX|] ThHsHET % Hom (2000)D FiE% .
AR IR 5, Horn(2000)1%, 5 & Hisdt:



HH(NPDany & 7V —F = A A(FC)any Dt
— L7 iR E 7, 3 AREITIE, 20 ['RE
D7 Y —=F a4 A] (DN THEBRT D,

F 9" whatever [T any THET Z L 23K S,

(7) Pick whatever card you want. = Pick any

card. (Horn (2000): 102)
(7)Ti, any & whatever & [ ENTH | &0
MEBOERZHE FITER TS, [7Y
—FaA X (BHER) | LT, FE. £
LSRR (indiscriminative) 7238 4R % E R
LTW5,

[RE|] O#f&% ., Kadmon and Landman
(1993) DEZFGMOAAT 5 & AEEa
(@an) [ZIXHWVWEWR TRAL ] BHY .
any lZFDHWENE RAL LV EIETF D,

(8) a. An owl hunts mice.
b. Any owl hunts mice

(Kadmon and Landman (1993): 359)

) a.D L D IZAERFAZMH LT anowl &

EoLE ELFR T rny) &
W RAAL U EEZ TS, —J7. (8) b.D
XIolCanyowl L F 9 & EIT, — N7

=84k e iaih&wﬁm@77m7&
EOPINEZD T, AL U EIRT D, £D
JRRAY  (widening) DM X whatever 12 % X4
TiXE %,

Kadmon 523 EiRT 5 H 9 —D0D any OVE
'H. 78{k (strengthening) (Z-DV T, Horn X
LFD LD 2B L a 2T T D

(9) Iam looking for a bicycle, any bicycle, that

works. (Horn (2005): 8)
(9)® any bicycle 1, [(#EI<725) EARH
A CH RV 23 L, abicycle DEM AR
fLLTnd,
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Israel (1997) 1 Z Oifb &\ 5 HE % |
any |FARMEEEEIH  (polarity sensitivity item)
T, REMZMEZ RS 0T 5, REE
IFREEEMED Z & T any 1T, FEHRRAIRED
g s (end point) %ﬂ—‘ﬁﬁ E75>Hj§?€§> LE 9.
FEHERI R & 1% DL~V TIEET
LRRENET, '“)?k CIRb TEREIND
KO —FWDZ L THD, WOFILA0)IF
e BAR2S any TREDHZ EERL TS,

(10) Norm can’t solve the simplest puzzle.
=He can’t solve any puzzle.
(Israel (1997): 211)

(D) THRTIEY F Lkl whatever THERYE 5,

(11) He can’t solve the simplest puzzle.

=He can’t solve whatever puzzle they have.

£, (12)TRT L OIS, FEHamAIREE O
A Bt (BESRE) NED D &0
Ui & TR D

(12) He can solve the most difficult puzzle.
=He can solve whatever puzzle they have.

(He can solve any puzzle.)

(11) (12)2> 5, whatever 1%, [ b H | & [y
HEEL VN & D FEHIRRAY R O MR 0D i A5
EEDHIENTEDHEF D,

AFCld, whatever O EMERAIVFEFEIX, TR
EDOTZ7 IV —FaARX] THY, ZHUT N
EOT KA U &IRT, 2 < O HBiER%
AT ZEThDHETD,

4. BE

A Fi TR LI BRRRAOREIE & . 3HI T
L 7= or whatever O #E FimE bk % B 1) C
# UL $Afl & &4 D or something & DE %
ERT D,



4.1. A7 Y —FRR
ERFREVEFE B LS & or whatever [T
REDZ7 Y —FaAf A &z ] LLT

HALTWD, whatever ® [IimzE TR
A EINT D &V REE —fREY7R
TAV =2 REJRFTHEEZH S L& %
Y g

...it would be like cousins brothers or

(Fi-8)

)

sisters and parents or whatever

A7k @ B #E cousins brothers or sisters and
parents &\ 9 By B — AT WL
HOUE TBR) L) 73 —Thd
23, or whatever (X, HHE 5 DEKE] IZAD
B E ) AR LRV EDL L 2R
LCHT TV —%KR&ELJRT 5,

—J7 or something [%, Fijk D BRI
B2 L C— kM2 bAL 7 ) — 2 4E
% & Channel (1994: 119-143) 13347 L T\ %,

4.2. ~v VKR

or DEMEMIVEFEN S B 5 & | or whatever
T H00 ) 252 DT, ~v Utk
REAFFOE VR D, —TJ7, whatever D Wi
AIRFMEDN S L% & | or whatever 1326 < O HH
BREZRLTCAENIZHRM L TND EH
D,

(4) Because I know when I first moved down
here in like what? -nineteen eighty-six or
whatever. (F-48)

(4)T or whatever M2 TV D DI, 1986 4

[IEWEDRS LIVRWR ZEWESH V15D

WS ZETHD,

—7J5. or something ™ some N FFOIFIE &
{B(F)D EBREEEIL, whatever D7 U —F =
A APEPBENND TEWVELHVIRD ] &
KIZLFTEPFHIZHDVWENSZIRZ D,
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or whatever (%, or something & ¥ & RffED S
M inxbEEZOLND,

43. 77 X MERE (FPEYZKT)

My 7 & T S HEEREIX . whatever D
7V —F a4 AR THEFEME (Giannakidou
(2001)) | ZFFoZ & LEREAHT B D, [HE
LT TR 3T 28RS S, 20
MM D [T RTHFORL L) BEN
ThEYI7ZKTIEDLLEEZDND,

(5) One may not like England or France?
Because of imperialism, past war, war debts,
or_whatever. But suppose burglars were
braking in to the houses of friends. (¥5-48)

(5)T. or whatever A hE > 7 Z#& T LT\

H D%, i< But LA, BIOFEREIZ 72> T

LDIEDPOLHLNTH D,

ZZT, ik whatever (or 2372\ VHL

KO 3, FREIC M E v 7 28T S ¥ 58

BEN D D &9 Kleiner (1998)DFEH %2 7.5,

=6
1=

(13) Whatever. New topic. How do you feel
about interracial dating on campus,
(Kleiner (1998): 610)

(13)?® Whatever. D 1Z#c< New topic. 1%,
by 7 0EANZH/RLTEY, Whatever
TREEZY VB Z TWDHZ LR b5b,

—7J5. or something & & {pE DD Y =
FIVEY AT B —IZONTIE, FEREHE D
EURFRAVERE Tl 72 < HEODOHBIR DRZIC
DL &V ) FEERIRREN, By 7 DT &
WO FERFRIER ZEN TN D K5 Th D,

%1 21X or something ™7 7 A FEEHEIX, or
whatever 23FFD F &y 7 A& bW D HEHE
L0, & FITEE 0T AT R 7241
2 HILD, WICHET D01, 34ICK DA
FEITH D,



(14) <$1> it’s like a cemetery or something.
<$2> Yeah it looks like a scene from like
the
<$3> A film or something.
<$1> +the Adams family.

(Vaughan et al. (2017): 217)

(14) TIEHEMID or something DT, <$2>7°
7]/ O Yeah Z k7, —_[8] H @ or something
BT, <$3>3 Wk O @4 (the Adams
family) %2 2 CTHWHBIRICEEEZ 2R ST T
W5, ZDX9IZ, or something L[ & T
B E T 27 7 A MEREDERL > TV D,

F7o. MERREEE or © UM &, R E
v 7 a7 S D EE R E bR o B
STV, ZOZELE, Y2 X TN
AT U Z =R TE AR STV D | B
O L BHENH 5008 LR, or DL
WL, 77 A MERETS T Tl < OO E
BRETHLRONATED, VR T NI AT
YHE—=ERDR Y T =T N DELEN L
EThAH,

4.4. BIFRE (ERBD)

FAER MO MR 1X, whatever 23, {T:
BEORRZEEFICENRD Z & EHEESIT
bd, HEICZORREREZND Z &
Z.FELFOEY 2 T25 2 8 LU,
ZOFE LFORY O &8 THEELL ) 215 <
EBEZBND,

(6) Idon’t want to talk to you. It doesn’t mean
that 1 hate you_or whatever. I just have
nothing to do with you. (F548)

6)D X 5 72 TRIZE 1T % or whatever 72 5 1%,

[ESTHRW &V FRWVEIE R H M

5, OO SIX, FEHEEEK whatever

WMoxd RG] LFRCHDOTH D,
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(15) A: You should try a herbal remedy.
B: Yeah, whatever.

(Oxford Learner's Dictionary Online)

Yeah, &9 [EIE & HI2fEH 415 whatever
AL TRILA 2N E WD 2 & 2 fax 5
ELTHHEND ) LR~ TS,

Z ZC. or something & DIEWEE 2 5,
or something (X H U HOFEFEIT A CHEIZfE
&35 08, or whatever TIIABEN T35,

(16) Can I buy you a beer or something?

(17) ?7? Can I buy you a beer or whatever?

(17)DFFRE DL X1, or whatever 23 & E T
HIEBR LSS LD LW FEEATA & D
MICFEEZELSEDHEOELEELLND,
Fo. FREWEKRES LTO or 28, HH
EBREMFICERL LG THEEL) 2T
H LT D Ariel & OFEfiZTY LF 5, LA
OB TIX, Turner 23 Eliza |Z Eliza 7> Liza,
ED LI ITHERIZIRVONZFHR TN D,

(18) Turner: Eliza? Or Liza.

Eliza: Eliza or Liza.
(Mr. Turner, cited from Ariel and Mauri (2018):
952)

(18)C Eliza |Z Turner ®ERIZ%} L. Eliza T
t Liza THEHHLTHIWEWIERH
HRINZM IR T 2 & C LI B2
TWh, 7 U —F a1 X&) BREMEZ £
> whatever (%, or 2> 6 MRS e BT A5 <
23, or something TiEH HBREZHFITE X
T, or B HERLL X TE )R,

5. &

AKFETIE, V=X TNV AT X —or
A IR & R LR O E R
FRHVRFED D230 25 U, FLIRBLE S

whatever D &g



% or something & O E W% /R L7, or
whatever O8GRI HRIL, BURGmRAIVRE &

DOELVIZEBNWT. RO LIICELEDDHZ L
KT 3 —FERL

or whatever: Y& % AT RAA & RIT
HHEREZ T ZET AT TV —% KT
D 24 D

(or something XUl Z 5 L CT—ixI722 I
BT TV —%21FED)

J\y‘,/

or whatever: TE/AVHHB®EINZ R LT, R
NI ZM<Inz b

(or something TR DFFAE AR 2 TAHED
SEBERD)

77 A MERE (hE Y Z7#T)

or whatever: T X TEWRL LizEwno Z
xR T, MY I EETIHED

(or something 1X, FE v 7T X0 HAH
HAT 21 7281 C OBEEE D BRNL D)

EAFR M (HERL)

or whatever: L5 DEIRAZHFICERN, F7f
LFOMPYES T4 & T, mE.L7RE
Exinx b, £, MERLS) X, BHL
HORFATALEDFEEAELIED

(or something 1% MBS0 70 BEFE 1348 2 72
V)

INHEEEE X TR LIZ1) EQ)D
HENIBZDENEZERD L
something| (%, 7 /L a—/L7z KDALY
WS — g BN T T — &R R,

[wine or whatever| |, [/X—7 ¢ —I|ZFf»
TLDbDIHAMZ->TRN) D KVIA
WAT TV —%{5x5bH, £ LT or whatever
1%, SUIRIC L » T THERE.L ) &) & F
BADAREER®H DL EEZX D25,

TR EE TR O IREm AR DS | BB FR B0 B R

['wine or
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EEEST L Z LITEROZ L TH D, L
L. 24U FE T, or whatever 2Mrx 2 [HERS.L) )
EVVO ERIE. FEHFRIERR whatever |2 HLf
WZBEM T AT Thot, £z,
whatever DJ&IFZR H LSO BEBRERRIZ, ¥ =
XTIV AT X —or something DFALL &
L Cbi, lRloRI E L THEED LD
T oTz, ARETIE, HRESE or 28 TR
B2z e L FREMEKR] 285,
whatever [ [RED 7 U —F a4 & L9
EHGmIOREEROLEEL, b % or
whatever O FE M FRHYE R &R O Thim ©
52 LT, ZOEWHEREFER LT,

F 72 AFE Tld or whatever ZHL Y _EIF 7273,
VIATNZI AT UE—EEDOFy b D
— 7 LT HITIE, FNENORELE
R B TR D BIRIR B R ME D B 529 2 R )]
WRPEHETHD EER D,

* RFEIXES 40 RIS Témﬁ%%ﬁ%
[N, BEZMAT-bDOTH D, A4
éK%L«%Eﬁ%k%@%H%%%%
A HROOHEAE, S ER AN RE
RS ATV, £, PR RIFIC LR
HT70 0 ZHRHOE 218V, :@i}%’i’fﬁ
DT, BHOBEERLET, B, ARl
T RMEREDITETEEDOEEIZLD 16
DT D,
b2
AAEER whatever X, I B
m:&J%hzéD—%ﬁf&é
2. 7‘JT:1) — BRI, ?Ev?&l% IZB94 - T
BNEICERT 57280 AR R D —
Ofi&<\%K%@%%tk%x5;k%
TX 5,
SOMEINERE any AV 2R TNVT T AT
v A —or anything D& LDV TR 2 L
DD,

L. S5
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HEAEENF remain #E-> THEL S [R%ET]
KT 2 DOEMRMEREST
(Two ‘Uncompleted Action’ Copula

Constructions with Remain)

A %% (Tsutomu Iwamiya)
KRR FRFPE (Osaka University)

F—U— N WSOE, dERsEhE], SERA,

TN — ¢
ZHEEm, /YA

1. IITHIZ

HEENR remain ORREIZ w2 w0 %
I REUTFROME AR T 720, sEfb RS
DRATERFA(V-ed) 13 DHFE L L THR
gy, To RiEwA] (to be V-ed) (ZHLAIA
o, FTIIBESE un-2 M+ 52 LT (o
FU. un-V-ed ZTERTHZ L T), ZOEK
HifI % 5T TRIE LTHANLT D08, BED
FoELE L COPHMETE V. AL, W
Thb RET) OFKRZR L, BRSURIC
Jits UEBRGEIL 2 7019 5 . remain un-V-ed &
remain to be V-ed D 2 >0 FAEAHGEAE LD E
ke LU >N TR 5,

mE. ARMBERT DEET — 21, FI
News on the Web (NOW) Corpus, I
Wordbanks D 2 DD = —/S A2 K o THERL S
NTEY, WITNE news ZHLETHT 4+
—< A REEEREN T — 2 2 LT
V5 (NOW Corpus (2B L CIIHFERE OT —
ZDRHENE), £, K6 EFD, 3HT
RYHET — 212202243 H 1 BA 5 21 H
Ozt =T 5,
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2. Remain un-V-ed O kA 584 ST

B IERE un-Z 300 U7 3 al B 25 5 (un-V-ed)
X, be BIRALIZMT % | go, come , become, seem,
appear 72 E | Fkx TRE 5B O FASAHRE
L CmWAREMNZBHBL 3 %5 (Schonefeld
2015), & Vi, remain OFHENE un-V-ed
O YE . (la) O X 912, EKRERE]DOHE
GyFiIE (V-ed) TIEMHIT & 20\ ERAHRR
BN UIX LIE4 U % (Huddleston & Pullum
2002).

He had
throughout the meeting.
(Huddleston & Pullum 2002: 1440)
b. ... women and children remain seen by
authorities,... (NZ 2019/ NOW Corpus)

(1) a.

remained {unseen/ *seen}

Huddleston & Pullum (2002) (%, (la) @ seen
D3 remain DG L L TRRD LAV DI,
seen DNENFEH OSBRI E T, TR & 270
SNV THDHLELTVDR, 20—k
bidd £ 0 725t & I3V 272, (1a) D
remain seen % UREBICAY D RBLD AWK & S
HDIE, BITRELITE LRV EBES N
% 5845 Lo k= (completed events) | %
AT ESFTEZMEEICENR VN E N D
remain OFEMWHIFIOT-® (C8E 2021a), %4
FZNRICFB W THIFE S LTH LD DR
EEBEZBND,

ez, =a——F v RoLtEo1 i
CHEHZOEHO B MTEEE (L OREDR
SN TWVWD) EWHlkEEZERT (1b) @
remain seen X, D V-ed 3T T IRFEIZZEAL
WAL DD, DF Y EOREEHNTE mi
RUVRRE~AS R ELT 5 2 & BN FSITHEE
SN BT, FREOEMEZRIT . remain
DOIRFRE L THERIND,

FARENGA O £ 53T (V-ed) TIEEHT
TRWIERGET | OEMRZ RO remain un-V-ed
D F AR B BARE G B LD T A D5



T %~ finished, done, BUE « WS - BAFRE 72

EDREITADSE T 23T developed, proven,

solved 73 EIZHEHERE un-3MINT 5 Z &2
o TRWAEFEENBEBL SN D, 2 HRAIT,
AR [588E) 2R3 b00, URIZIG T
T IRFET) BRI, A remain O
fiFh & LTHE O LT WA RIS
X . seen DI completed, heard, written 75
EMbHD P EEEMBOEREZ S > TNTH,
FHREIZ72 D un-Veed &\ 9 43 ETE B AR O H
BEEE DN DI, ERSAEEME L E LT HIE

& A EHERE Liill\ﬁu
ended, erased 72 E3 & %,

7272, 20 [RZET ] OFEWIL., un-V-ed
T EMEEIC LI E X DR AT HDITTIE
72< | (2a-b) D X 9 72 remain to be V-ed &\
AT | FARENF D £ 5 < lIdfE A

TERVERBERTINS, 4

(2. ceased, concluded,

(2) a. That remains to be done. (OALD)

b. A key issue that remains to be clarified
for improved targeting is an understanding
of

diseases.

its heterogeneous contribution to

(Nature, US 2021/ NOW Corpus)

AT, 2N S OAFEN 2 2 DO ERAHFEE
AR L W ISR DB OE W TF
FET DO, 23— AT —Z |2 HS < FFEAF
TIZL > THBMNIZT D,

&fimTJ%T?20®I%ﬁ RS
HEENEA remain O ERAFEIX, —RFAIX
ITHERERICAE L D D EREE R L (Blber et al.
1999, LDOCE) ., 5&ift &7~ & & fllaiZ & 41
72N, (Ba-c) DWTIORILUZIBNT
RO FE TIIEN T 5 Z L3 TER,
— 5 C. to be V-ed. un-V-ed DT ILHDHf
AR E WD & TEMDREZED
FETHD Ga)) HIEARHAEOEETH
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% (Bb))., THLMNTHREROEETHD
(Be)) £V D [ERFET ) OEMAE S ORIN
D AYA RN

(3) a. Major questions remain {to be answered/
= unanswered/ *answered} about his
(Cobuild)

b. Now only a small area at the north end of

work.

Melcor's land remains {to be developed/
= undeveloped/ *developed}.
(US 2018/ NOW Corpus)
c. ... the allegation against his client
remains {to be proven/ =
(CA 2019/ NOW Corpus)

unproven/

*proven}.

LU, 2250 ERFET | 2R FAEMERE
LOBERIZZERIZFE T &V 9 b Tidlen,
RIEF A 2L 5 RBLOLGA ., HIOERK 23R
7% AGENT, DF D 'ER~FEZE (3a), L
DBA%E (3b), H LN CTONGE Be) « 179
BRAEZLOB ="FDOFENTEIND —TF
T, un-V-ed DHIFEIZHW ORI T
ITADBKRET THDENIFEEOLNPRI
ns,

(4) a. Portrait of Lisa Gherardini (Mona Lisa)
remained {unfinished/ ? to be finished/
*finished} during Da Vinci's life and was
never exhibited when he was alive.

(AU 2017/ NOW Corpus)
b. New coach Moreno has experience at the
top level with Barcelona and Spain, but he
remains {unproven/ *to be proven/
*proven} as a head coach.
(US 2021/ NOW Corpus)
c. The construction workers that were at the
scene remained {unharmed/ *to be
harmed/ *harmed} as no injuries were
initially reported.
(US 2020/ NOW Corpus)



ZDD ETF D FIIRFBIDOEETH Y,

FLERIELIREMB T T 4 o FiZhHoTe

MEIDPBARATHD ET 5 (4da) DEIRIL,
to be finished % % L T HIp oo b D &

8% (DED XY 4 T Z ORRIE % FERL S

OB BH -T2 LIRS D), £, 10 be
V-ed ZAHREICME D B TIZIAZ EFEICL

HEHF LD LI,

T zIX, Ta—F& LToHhENIEH S
nTWawn, TEERIEXENEEDOEETH
STz &V D (db,c) TH Veed 21T T <
RNIEFAE 2 MG O REB AR SN,
(4b) IZBWT DRI OFERILJE A D AT
1272 < EFEHE (Moreno) (2L > TS
HHDTHY . ZHUL unproven DIEIRTH
% prove &\ 9 AN, FHRA4E A B R
&V BOoDHEEERT S &V o HlE
THWHENDLZ ENOLBEMITOHND (ex.
1t'll take time for me to prove myself to you,...
[24, 2006/ TV Corpus]) ,

Fo BRBGICB O TEER AR S
L0 LbRT LAY L@ERE SR
Wz, BEERD AGENT DIF(EITIA E O B
T, (de) IZBWTAERZ W2 RBUIAR
Wk L%, O

(RGBT DE%ZRL, RO T
X TE 220 2 DO ERAHGERIL (remain
un-V-ed & remain to be V-ed) DM LK
5). BLUOEEODFR ZHE>TELLZ
NENOWIXOMBIE (6). ZLLTITRT,
725, (6) 1£ NOW Corpus D HEpE DT — ¥
Mo, V-ed D 30 f5LL LD HB=RT W0
D ERERFBRBDIHAL L TV DHFEDHDH
BIBEBE L TWDR, ) AT 4 7 DE
OB, FEEN L F TR 2 6 ¢ 7 L
Za oA (raw frequency) 7% 3000 LA E
kS an b —va B LTiX
Wordbanks % W THAFE L T\ 5,

72

(5) a. [NPy remains un-V-ed] (NP=THE PATIENT)
<> [the (intentional) action to X, has not
been completed by being V-ed]

[NPy remains to be V-ed] (NP=THE
PATIENT) < [the intentional action to

b.

Xi has not been completed by being
V-ed, by a (potential) agent]’

(6) 2 DD EIEAFER IO EL S

BASE REMAIN | REMAIN | REMAIN
UN-V-ED TO BE V-ED
V-ED
answered 258 384 1
(WB*)
solved 137 75 0
(WB*)
finished 771 15 1
addressed 731 168 1
detected 721 1 0
proven 480 132 0
diagnosed 402 0 2
developed 368 33 0
told 181 41 1
harmed 132 0 0
done 95 151 2
(WB*)
called 92 17 1
said 75 41 0
investigated 26 198 0
achieved 7 34 0
clarified 5 97 0
demonstrated 4 39 0

WB*=Wordbanks (Z & 5 H %%

(5a-b) DFEFEDIITINED A - FH (NP,)
. WY Veed ORAREIFANETIT41C
Lo T, REE L, HDOIWVIIIEELE LT
LI &N EZTD, OF Y Z#EHE (THE




PATIENT) & 72% (Jackendoff 1990), & 6 23/~
T LI TRIFET ) OEWREFFO A A GENE
UE un-V-ed THALT HZ EDBLNH | E
FEDFEY N AGENT IZ K-> TR ENDNEF]
B (WLEME) 2R3 5E . to be V-ed DG
DI H4FFi D, Wordbanks Tl, 72 & I,
(some) work % ik L& LC, remain to be done
ISENFARNZ 72 D RBLDS 45 il B D DIt
L. remain undone % T Z3RBLIT 2 B L )»
B BIVIRN, £T2. () D investigated, proven,
clarified, demonstrated 72 £ Z N, ik (%
BNE) DS whether <2 if 73 £ CHE i 25 BEHi
ThHIHE D, to be V-ed ZAfiFEIZ L DIEK
DA TEEH S35 (NOW Corpus O 5555EE
DT —Z BT, whether L7113 if iz +
it & LT remain to be {investigated/ proven/
clarified/ demonstrated} % iREFIZLE 5 FBLIL
FET 79 BlHE 6D OITX L, remain
unclarified/

{uninvestigated/ unproven/

undemonstrated } % ¥ 9 FRELUT 8 #i) . ZAuid,

ISP FAA > TA U 2 BRI AT GIEDME
RSEDITEDY 72 <) LIE LIS~
SHEMEHRREINDTIZDTH D,

(7 It {to

uninvestigated/

be

*investigated} whether

remains investigated/ =
her act was meant as a disruption tactic to
aid escape of the said terrorist...

(GB 2021/ NOW Corpus)

el 2I1E. (7)) Tk, BENHOHMNSHM
BEAITO DT RINTE LT (da) D7 —
R LB  AGENT DAFEEIL S < E THEIER
(potential) T& % (5b), £7= (3a-c) [FER. (7)
DHiFETod 5 to NEFAI % un-Veed |Z1E Z #2
Z T RBUIRFR S DD, ZHLid remain to be
Veed DFEWRD. remain un-V-ed O EHEAH aEAS
(&K O—FE L THAEINTWNLTD
EEZ BN D (PP B 2019: 137), KER,

= NRATFT —H|ZTEBW T, remain to be

73

understood <> remain to be negotiated 75: £, ¥
EREAZ2BEHIZ XY un-DFHIND KN 72
Bt wRITIX. remain to be Veed DFHLTHE
MT&E LN, SEREZMNE->T remain
un-V-ed DRBLTHEHTE RN —2(HT &
A ETR0N (understood O¥E . under-£ N9
BIAREDR T TS TWaD e, £
negotiated DY5&, n DNHELH Z L THEA L
NERRFEVDTER S ND T2, un-V-ed & L
TOEFEENFONRNEZEZBILD),

WIS K. remain un-V-ed O FER& A RE
LT, RO I Ty TR
SET ) T RBLE UCOEFITAEEE G
ARIRICISE T T, EOTHNEILTH D
remain to be V-ed &L EWAH L, ZHERE
o< D723, 26D 2 DO EREAREE
LI Lo THEAH I N D mWAEME & LA
PRI, Tl 2 ORERCEEFE D> B SCRIRO IR
HERTE DD TH - Th, Fooy el AR
WHEDONDERRIEHL LT &
U9 Goldberg (2006: 6-7) DEFRICIES LA
DETH WTHNHHAOELE L TR D
NHRETEA D,

L
HE o
PIAVEY

4. #EFE

Afalx, 1587 ) OEWREFF 250w A il
RIREICME D Z B IXTE R\ remain £V D
HREENEAIDS 0
to be Veed L9 2 ODERE EHZ LTk
D, WTnh DRET) OEWEZERT, AP
PEOEVEL AR Z &% a—R2TF
— 2 MW FEERZEIC K> T LT L
7o

7o 72 ARSI ORIRE OB RMEE & AT
HHFFEIL. FEAR (1984), Quirk et al. (1985),
Huddleston & Pullum (2002) . Zf#E (2005) 73
&L R SOEE LA RITIE, Bl 0
go, come , become, get &\ T=th o sE L
IZBWTZ OBV M2 2 BREIKI D &
DD, FIoENE N OB RN 2 > TR

remain un-V-ed ¥ 3O\ remain



BIEATA. to ATEF., AJENE O %55
EED XD RAEEEEE O SEERBLVERE
(7207 (DFE D | Wi DS RDMEAE
To0M) ZRETDH LN, AROBEL
RAHIEAH D,
"Plug et al. (2015) (2L % &, — B2 SREME
FHI (register) TlL. academic, news,
magazine, fiction, spoken &\ N> TZIEIZ 7 +—
vl (A= R TES LT
HERT — AN ENT T OFERIRICX S
IWTWDEEZRY | 72L& 213, Corpus of
Online Registers of English [CORE] T,
sport report, recipe, opinion 73 £, 33 O ik
THHINDEET —F ZHNCINET S
ZEMNTED), BRAITANIRETHEMT S
2O a—sNATliL, NOW Corpus Tl
Nature (2b Z:f8). Wordbanks Tl the
Smithsonian 72 £, —HBOFEMHIREEN S
DT —=Z bIEE N TN D,
2 fmEx OFHHIFR 2 2% 3 closed, shut, locked .
S0k - I - BRBEZR & o N OIEENZ ) A il
[R 2 33 suspended, imprisoned, locked up,
divided, locked away., F&HHRY « FF IR 2
29" committed to ~ , concerned about ~ 72 £
FRESHF X L COIEEIHIR A2 KT Veed
X, BEF un-Z D72 &b remain DHf
FEE LCRERWVWEEE Th bbb, MEhE Ol
EFG A2 D A T 4 A L7 V-ed
Zmsh, ED XD RREaE (V-ed) 758
FEENFA remain DAHAEIZAE TROTUWHDITOU
TOimiT. A5 (FIRF) 220,
3 Seen ZAHFEIZME D EASMHFERIL (remain
seen) 1< NOW Corpus b DFEFERE DT — X T
BT 13 6] (remain unseen 1% 400 I8 7).,
F 72, finished, done D¥EFERE & L ClRIEEIC
MT2D5E T %&KT completed 1%, "She
began writing the book in November, 2008 and it
remained completed for two years before she
decided to publish it on her own.(CA 2013/

74

NOW Corpus)’ &\ o 72, writing 23& >~ 7=
720 CIROENE (publishing) 24V TV
WEREDIRRBICE ML T D 2 & 2R 30k
72T, remain OffiiE & L THRINLD
(NOW Corpus D HGEE DT — X212\ T 5
%, remain uncompleted 1% 43 ),
4 LDOCE, OALD 72 &£ | #E(Z X > T remain
to be V-ed (%, remain to be done & FL#Y)
DEFINTHE T HI2 505, Cobuild O FE LR
(= have not yet been done and still need to be
done) 1TiX, BWEFREZ (O BUETE TR DT
FXXCBEH I, ZOERMEEREN O
IRET ) OBERPPEI RSN TN D, 72
B, ZORREGERIL T DAL, i
K (1984: 637) 72 &, o0 d W AIBIREI 7 &
WZbAHbid,
S NFESNTVDHOD) FEEMIN
TWRW | OFRT, A& FeE (ZEE) &
9% remain to be named £\ 9 FKEBLUX, i
IR S D (ex. Commission members
remain to be named [US 2021/ NOW Corpus]).
BRI, EEOME R &N - B
W, ZOAFNERIND Z L IEHRSITEE
T&EL7eD, [ZOEHBBOT I, WET
HEEH ST D] &V D ERD remain
named &\ 9 REUTHEAIEH S5,
L P o = O
unfinished business in Massachusetts. (US
2021/ NOW Corpus)’ & W o7z XIZEIT 5
unfinished business 78 £, V-ed X° un-V-ed H31%
DL FA A REEH L WD HENIEE 6 (12
BWTA T hah Ty,

7" Harry, are you all right?’ " That remains to be

‘...legal marijuana remains

seen.” (Harry Potter and the Prisoner of
Azkaban, 2004/ The Movie Corpus) 73 &,
"Nobody knows what will happen” D EM TE
% (GEHEAL) L TU2% remain to be seen O X
DA T 4 A LFEKBLITIT (Cobuild Idioms
Dictionary) \ ¥ AGENT DAFTEIZMLT L &
MESNRV, Ll B LA T 4 A



LARBLL L TOERTHEMA STV RN
EZIX, ...whether or not the team will succeed
in their manhunt remains to be seen by viewers.
(AU 2016/ NOW Corpus)” ® X 912, BijfE
by o TITHE DI REND Z L b dH D,
SRODT—ZN20224FED3 HDIZLHD 3
T [ CUEE S A7z RIS DWW TR ARSCH Cfil
U723 ,2023 4F 1 H 1 BIREAUC L remain solved
DORBUTHFERENZ 1 FISZ LTS (ex. The
80 year long quest in finding birds remains
solved in the forensic scientists said it was a
slam dunk. [US 2022-09-22/ NOW Corpus]),
S iR OmES T R LT D Veed
(un-V-ed &Te) O X 5 723wl LA & B s
D, BRI (KD IEFEHREKREZ HO
EEZONDTW), MishE LTHAZ LW
WS =23, Tl 2L tall D X
I RIBARFTTIZ, AREED O L S 2
AHIELS 72D Z EBE LIZ Weh | 258
Sz, FNTY, “L.. the Statue of
Liberty remained tall after 126 years that month
(GB 2012/ Now Corpus)” &\ o7=, LW EK
REBEREROHAOFTRA LGS LT
W& AAXTIC B O (the Statue of
Liberty) DR EREEW LKL bR 725
T SR Tl remain tall &> 5 EASHHRE
BUIRE N5,
10 2 FHiTE & LTV % Schénefeld (2015) 14,
be BiFd], remain % &%, get, become, go 73 X
DOEAEENFAD un-V-ed Z N, ENTZIT D&
FEMEZE B OOV T a— R & EORFEHT
—Z &R L TWD0, TN OHEREE)F O
MREIZ LD & 5 I ERAIRIDFET 25012
DNTDBEEIIT- TRV, BRI, “If
employees feel {funderpaid/ *paid} and used,
that will drag down motivation in a work force.
(CA 2013/ Now Corpus)’ 72 &', feel <> seem &
N T EE BN D EAS MRS . HEEAEE under-
DIPIN S v, BRSO LF O BB bk &
T35 (under-V-ed) D& D3MiiaEE LT

Kb ID 2 &2 mTIEITE S (2021b)
N5,

B TR
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SCIESFER 29 MRS MBS R,

EHES (2021b) Tunder-Veed 2/ U 2% k&4
RS, TR AR S B R
21 %] 254-265, HARIMEFE TR,

BESE (R T2 5.2 1253 2 155
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HAFEIZ 1T % HFE B SR DA KR D B4 7l
[z T’
(On Japanese Verbal Nouns Originated from

English Prepositions and Particles)

RS (Ikuko Hasebe)
4y H- (Noboru Kamiya)
HLPE K (University of Tsukuba)

X—U— R §iEE, NG, B4, 55
SRS (LCS), AR T A —H2—

1. (TLTOIT
A TiE, (1) BRI 2 5B ORTNERR
AZEALFNZHRT 5 AAGEOE4 5 (Verbal
Noun (VN), Martin (1975)) ZHv kif, =
DEFMESHEE (Lexical Conceptual Structure;
LCS) IZOWTHHT 5,

{XT/&/%/%%///?#/F
Y NIAVY THABOTKRIE
W%% 4//A/Aw7%§4xm

Aoy D, FIofedRm—nn (v 7T
4//7)— WA S T2 A g
==} T 5, 24’ vFE A F T}
To5, BN Ty T FT Y T5D,
HIFREEE 2 A — =T 25 T TH T~
T5 A2 —xy FLV)

(M

WIZBTFD 1) X T, TH——]
mEo@AF (FHRE) 13, Qa)lchrd 2
in, on, over 7% & DO HFED FiEFCALALE
[ZHR L., & 2R OALERRECNL E 2R %
KT LMD, 2b-dITRT LCS DWW m
RO LEZOLND, !

7

2) a.
b. [yBE[IN/ON z]]
c. [yBECOME [y BE [OVER z]]]
d. [y BECOME [y BE [OFF / UP /
DOWN]]]

in, on, over, off, up, down

ZOEERE 2 AR T, (DO FILQ)
ORI FRO T FES (2l (1996))%
#4LCS 4 L, BE Do A1 v hC
(2b-d)D[IN / ON / OVER z]X°[OFF / UP /
DOWN]AMfi e (cf. $211 (2002)) &b Z &
X VIR EIND ERET D,
(3) [y BECOME [y BE [ 11
Flo, HIZHBND THR—=ND Ty FITA
Y5 EEOMEGEED [R—1N% 7 v

FNA T DI DX D RAMAED NN E —
X, R L G2 (1996) THDH L ERL,
ZDOHEMAREDRE — o DIREITIL, A AGE
\ZEAB OB M XT A — % — (Boundedness
Parameter) O T %[0 bounded] (Kageyama
(2001), 52110 (2021)) AEELREHIZRZL
TWH Z E&xEmT Do

RNz, (B L Q@) plrT 5 7
T BT 5) OFBEIZONT
HiRET 5, BRI, (DICAT L9
ek NonboEETHNT [T /7#
E)J (o35 LWHRBBFRIND

@D Lo, Ty T 5] W‘ﬁ‘/%i
ZoJ 75)%@5@ R EAETHHEAICIE. IR
HIE HAGE TR éﬂfcﬁb\ @%3@&:0

ARG EN :zh%o» NGB E &R THAIC

. (2b-d) DR HAIRAESCAE R A2 EK T LCS Tl
tc< VT L BRI E R B E LR
(4b)D LCS ZFiH, (4b)23(3)D LCS &I
BT, WA LCS THA SN T
bbHEEET D,



WkE (T T FT ) T D,
cf. go {up/down} the stairs

(cf. WDOT YT HTL L)
b. [y MOVE [UP/DOWN]]

@) a.

AR T O X D Il ST\ 5, 5 2
i CIXRE RO HGE 2 W 2B R B E
PEDS R < AT B 2O FEEERIRLAIZEE 5 L T
HIZ bk wiamT Do i 3HITILE 2 fiDEwR
IS E 2. (I mTLtawuméﬁﬁL

I OBGRIIE R A T Do o 4 HillIAR
DEELOHTH éo
2. HAGEIZRT 5 HGEHE DI E

$%Ti mf%rbt&;ﬁ%@@%
FAD N & BRI R T D RIS, HAGE
fé%;mﬁwﬂxawm%%ﬁﬁ”
L TIR A < BIZ2 L, JE5EH KO KFED
FEERSLERICOWTIELT 5,

FP. Ga)llztT 5 HEFEICH RS D EMGE
1L, GOITRT K DIZ, Jull7e % Rk DGk
(A1) OfFIZE D 6T, B LV B4 5
fbENT 1425 2720 oMLY
(~%) EhEl e L CTHWONZY T2 (o«
FANZOWTIHEA - ZIL 201)EZHK),

(5) a.copy, memo(randum), Starbucks, running,
check in, take out, lunch, up(load), to go
b. 2t— (9) 5. A% () 5. A
BNND, Fo=TFhH, Fovl
ATDH, TAITINTH, 7
F45. 7y 7 (n—=F) 5. togo
T5 (=Fbhwd) (Gbid—#k. H
A - gl (2011), HJI (2018) L0,
THRITEEHICLD,)

29 LizEE koA EEITELS . DHED
HlTHLHEEZOND, T212L, [~%]
A O RIT B CTIXREM T (A - 5

(2011)) ., I*1 > %) O X 5 e BlTFFR S/

78

W, Fo, IRTNAMCT v I AT D] D
£ 9 7 BEFE O MENE R OBV TR OB | B)
ﬂkTﬁMﬂﬂﬁUO%@%ﬁéh,”TT

(ZA T D) DX D ITAREAE D I % B4
ﬁﬂbié LixTERN,

I HITIE, (OITRT X 91T, (Sh)yDfEHFE
(PR 28 Tae—Hk O X ) ICEARE
D—HaM Lz, 77425 Ok)

BB LT T 52 ERHFRINDIE
MO, ZHOMERGEE [4H— =72 @

KO REAFELT 52 &R0, Tgoto v
W=V DR ICHKFEETDEF HAGEOE
BOMKERLETHILLARTH D,

(6) a. T E—HH AEM. Rz =7
TATT U MR, ZVTER. T
(v) 7Fa (—F) 7%
b. A=/ —RRGh TN b RS

TV, goto ¥y LoN—
HAGEIZB W T, HEEOEHGEEX S LI
ToRETERRII 2 O AEPEMER B W E E 2 D,

(DIZ 7R T 5555 O T E FA 0 22 LR ok

T HEED . (Sh)R(6) DI & [FEkIZ, AFERIC
Bl aEHA T N TE D, WA
(2005) CEEF (2019) TiX, JEFEORTE I H
KD HGEED T E AL D A4 50 OB 534
SNTWD, Bz, FEEOFTEF in ([ZH
Kkt BTN ALy T— DA
VXL JEIT 7R 2 BEEE O RTE O B L
IEREF LoD, (6a)AER. (7a, BITRT LD
WCHEALFAEER LTZD ., (TO)D [V 7 —)
DEIIZEMPEA SN T2, £z, &
FEOBIEF] under ([CHETHEHELE T
TayD [ 7o 2 =74 —7 14— %, (Tb)D
(T =T =T 4= —EXT—] DL
IR REBRBEELAF BT D,

7 a VUV AAf vy T — vFa—F
FA A (FasLs) (A=~ /T X




— /T 79V R} 7 x—T 14— (FHh)
b Uv (R Ay vvy) F—, T
B=T =T 4 —F—ERF—

c. [F—AAL N R=T [N
— 71 [A 2 F—X] (E¥ (2019:

36) ; FHRUFEEDLICL D)

(7a)®> TV AA > % 7 — (conditioner in
shampoo, two-in-one shampoo) | & [V F = —
To)D [F

(cheese in hamburger

A7 A A (cream stew on rice) |,
— A U=
steak) | 1L, TNEI, [VAADT v T —|
E )= Fa—FHTA A, [F—XAD
INN=T | He et HEEOFTE R H R D4k
KiETHD A R [F) &, BRGED

[~ AY | R T~Ftd] DL REBLOI
T, B¥ Q019 TE#EmINLTW\W5D, 72
B, 0D I R_N=TF A F—X | |ZET
HIA4 v F =L N R—= T F—XAD |
D TF—=XANY | EREFRIZ [heR—=7] 0z
KT BEAMREE LTI TV D,

S HITIE, FFEDOAZEAF RO [T > 7
RIMZT ) H EEFEO—FITHRY 5 D,
WET v 7 WoT v T E T By
ST

w)

(DH=e(7) MﬁJb»Tﬁ“ot 21T, ATERFRAZAL
SR DA SREEIZ BT, TSR D HEEEHRE
DAROER E FEPREESN TS —T5,
LD OAKEERICIL, HATEOEROE I /e
&L HARGEDOFERRDOHANEZ =D F FiEH 7
HZENARETHH EWVZ D,

T, A AR H ok OB A5
L(HDOFNXE S T25 9 D Bl zIE (D T (=
NI T) FToleR—= BN T T 5]
EWVOBNE, FT o Tm R =T T O 7\
HZEmFEL Iy TORIZASTRER
yf%V(MMDkwiﬁﬁ%ﬁT%¢:
EMNTE D, LoT, ()DHKFEHL D
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Yrtr b JCIT 70 2 HEEE O RTE F O AR A LEAA
SkDOBERREEZ R LoD, AARGEDFER K
ORAINZEOEFHHAIND LW D, 2D
T EEESE X RETIE. (HD X D IAbk
ENED X IR AT = AL XY BhE LS
NTWDEnEEmT D,

3. SAREBOENLF & B R

AEITIX, FREHRROELFID LCS &M
P L., JEEEH R DA KEEDENF LD A 1 =X
Ak\%%awﬁmﬁ DIF— /%%%#
295, FH1IHITHIRR7Z L5, ()OOt
KFED ILIT L D HGE ODHIJ%aMDT’%{ﬂ:ﬂ
(2b-d)D LCS Z#Ff>Z &, ZIus Dbk
FEIX. (3)D BE DA A = » MZ(2b-d)®D BE
DOFFERD LCS (IN 72 &) AT S i=@3)
DL H 7 LCS RO ERET D,

(3) [y BECOME [y BE [IN/ON /OVER z] /
[OFF / UP/ DOWN]]]
Bz I1E, Ba)yD [ A > F v F—r—F 5|

I%. BE OAf#EIZ(8b)D LCS ZAfiFE L. BE @
TiETHD ["—/1] & BECOME D 5k
A€ L7=(8c)D LCS o LR ET 5,

EFTO 727
) —
—1 Lto

b. [AR—/L BE[IN/ON/OVER 7 v

TSIV =T A

c. [A—/ BECOME [~—/V BE [IN/
ON/OVER By 7/ 7V —>r /7
= A

R—ID AT AN T
WA S T 2 A =N

(8) a.

T2 TCTHEHRTARE A, (8c)D LCS NITIE
BECOME X° BE 23&F £41, W 2 IZ5EMERI72
FRERTETHD, 5B (telicity) |
DU TIX, Tenny (1994) (2B T HiEma S
SNV, LFOFEENRZOREXZFT D,



FloleR—nn {EBF < HF R}
(BTl /7)) =izt
ST 2 A A ——} LTz,

b.  {BE TR} R 2 A —
N—=17 (BRTTHEZEE L
7)o

of. {BUET  *BUFER]) FFlniilR 24—

N—L7,

) a.

Ya)lE, T O OBEAFITIFEZROFEMMEL E
W% Rl LR ThH D, FG
Dkt 2 £ 3 [HRPH) & I3LERATRET
bHZEERLTND, ZOFEREL, HP
T 23 LCS N BECOME % f&fifi L T\ % =
LRI S, B Ob)D L DI, FEAK
REDMKRE S — R TH VD | ZEMBBEICSERS L
TWDLZERIMRMNLHHETHD &9 &
PR, ETEM R FERE R T [
M) LIEREETHY . Z0GE, THEPH)
IXLCSHDOBEZ i L TWDH EEZEZX HILD,
AUk LT MEmHIR A2 A —"—7" %) 1%
FREOMHEL — R TH D L 2RE Lk
WV, L7eio T, EEMHIREB LT T 5
(AR 33T 5 2 LR TERY,
91T bt K O, HEEORTE S
AREALF H Sk O B4 FH O —ERIE, ] 2. 1E(10a)
R(Ma)D £ 5 e BEhEEHEICIZ ., (10b)%°
(11b)D K 5 7 fthBEE JHVE S FEETH D,
(10)a. (AR IYRBRAL L VX7
v IRy A} L (2—F
42— R
b. BT (AR VERAL V¥
Ty NeEveIilAv) L,
(O RZ EWREICA 2
YOR—=TNT A RAIZA Y L,
b. AT (WO EREHIA
INUR—=T T4 R F ) Lz,

(11) a.

2D XD IR EMARIZHOWTIE,
(1996) 2425425 Mlifkik) 1Tk & 62
HZENTED, Bl2IX10a)X(122)D &L 5
72 LCS ZFF o0, (IR (5
(1996)), 2F V., FrFEG%EHDOFED LCS
\Z B FGABINT 5 & BfEomEHIC
L VA2b)D LCS ZFEMNT HZ LN TE D,
Z @ LCS 23(10b) DA BhFA VA I YS9 %,
(112)D B Bhaal F LD 5 (11b) O fh B FH 1 53
BRSNS, RERICEHA SN D,
(12)a. [¥vY,/Y x> b BECOME
[>*%>Y,/Y+x% > BE [IN/ ON
AR v U
b. [FL ACT ON ¥ ¥V U ¥/ v ]
CAUSE [ v Y /¥ ¥ 7 v b
BECOME [v x> /Y% /%7~ K BE
[IN/ON XK,/ T x 7]
(13) [y BECOME [y BE[ ]]]
—[x ACT ON y] CAUSE
[y BECOME [y BE[ ]]]
(cf. #11 (1996: 197))

fEALIZ LV B S 7= LCS 121X, CAUSE
72T, ATAEDITAEET ACT ON
MEENTND Z &0 D fhEF O FFEITE)
EETHDLZENRTHRISNDD, (14)DxfH
DHZOFRINIELNZ EREMFITHNRD,

(14)a. FFHAR—N%ETV—2lZF LT,
b. *EANR—LE T — AL
7=,

(14a)> TFL) @ X 5 72EEEIT ACT ON @
FiEL LCHEE CTH DM, (14b)d [5RJE
IF1T4E TIER<RERTH Y . ACTON O+
e LTI R CTH D, LI -> T, (14b)
IFIEERNTH B,

Fo B L ZOREREZ FZTLFERD B
INTWD LCS IT5EREITH H728, (15a)



DOXLEN LR L DT T vy I L0l
voLle) X 1Ty L3t TE 5,
HEOME TR T 1ERM) Lixdkiicar
W, MMz T, (15b)® k412 X BECOME
ERT 5 (M - /R (2001) 23, 2D
L FEEIC, T4 L) BIREER b2 RS
TMEREROTZOIZ(15)D X H T Tk~
i) T ENTE D,

{1FET %1 ER) AR {7
T xg ) Lz,
b. IIELETHRAIZELS TS,
ACT<%<> BECOME4;-> BE<p<~
(K20 - /1vPR (2001: 253))
c. WR—ILWRAEIZH v T Lz,

(15) a.

(3)’® LCS X BECOME % &#e7-%., (15a)
IXERB R ERE KT, Lol (16b)D &
I R BNTIRREE DAL TR BET OB E %
K72, LCS [L5EAE) 72 BECOME Tld7a
<. FEFEREMN 72 FRE KT MOVE H O
INTNWHEEZBILD, 2D MOVE % BE
DRI T % & . BECOME & MOVE @
FEREMEIC T JE A UL (16b) IR BRI A3
BThsEHBrsnbs, Ziux, (16D L
51 L TFY %) DITERBRBE Z /G L,

(BT A LW & TR TH 5,

{*80r T Bl BEBe A { ko
72/ T}, (cf. #o THEB % {
WEl->7- /T 8lo7})

b, *EE (T TTH /0T D),
(= (4a))

(16) a.

B (16a) 23T, [FEB ] Zhhsi & RS
WOBHLTEMR D, FIZIT TIHENS 4
BE~DREE 2 ABET 5 & sEfbtE a2 R T T4
DT DEHFRINDS LIRS,

(3N D BE OHFFSIZIL, AKFED LI
% ﬁu%ﬂ’?Tﬁﬂiﬂ75>i§?“u%&%ﬁ’?ﬁ%
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R %%a‘i‘%u MBI D, 2D DEK
IFENFTIRREITITREE DNIFAE L2\, Bl 2
. (172)D F%m LAT)D [ F—s3—
TN K| e EOARREREE S 1T R 20 | (17¢)
T, REDEREEZRT [HEVIC
) LIERARETH D, 2

(17)a. S HIEZHEVIZHE,
b. HOFEIHEVICH {(A—— /T
AL/ N
c. *R—=IANT 2L RAEHEVITHLA
— =17,
ZZE T, (DIZZET 2 95RO RTE G A

bR Sk O B4 T LCS (28 1) 5 BE O
ATy NOFFIZL VR INL, 2 b
4,50 O B AR IIE RSB S LT
DT EHEREEL, LN TR, ZORENS
SRR ED X O R AN G BN D D
Z [HHNERT A — 45— (Kageyama (2001))
DELENSiEwRT D,

Kageyama (2001) 1, ZHENOEEES
DX TTOENEHET 20 RME T A —
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W5, L0 BRI, BTE TR A O A
DFEEERD L THD ACT IZENN
TWDHDIZHK LT, BEH TIIHEADOESN T
(%4 D BECOME (Z& 1 | Tu$§w> BE
X0 T B ESE L2 OFRRIC
TWb, Z0OZ EiX18)Iz ./Téﬂ/bfl/\é

(728, @IIMAOELERT),

(18) [x ACT ON y] CAUSE [y BECOME [y BE[ ]
o >
HCRE [+ bounded]
O —>
H AGFE : [0 bounded]
(110 (1996: 290) % 4Z%)

A
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723, BECOME % LCS WIZFFORENGEE
B BB 5 BEAR TIRY LT 7295550
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%) ] 1X(202)D X 5 72 LCS #FFOR, Z O
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b. A~ : [y BECOME [y BE
[AT-INSIDE 111
((20a)iXE2 1L (1996: 216) X )
BT, AN KEEDBNA il ~OERIRIT 1T
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cf. hammer the metal
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1. Introduction

The main concern of this paper is the three
types of passives of the DOC (Double Object
Construction) in the history of English, as shown
(la-c). this paper, the

grammatical subject is indicated by bold letters,

in Throughout
the dative (recipient) argument is italicized, and

the main verb is enclosed.

(1) a. ba was gylden hilt gamelum rince
|... onhand
‘Then the golden hilt was handed to the
old warrior’
(Beo 1677 / Denison (1993:107))
b. Eallum pam sawlum is seo yld
forgifen
‘Age is given to all souls’
(&tat 192 / Koopman (1990: 208))
c. Item: as for the Parke she is
Every yere a dere.
‘Item: as for the park, she is allowed
a dear each year’
(AwardBolount p.205 / Allen (1995: 393))

(1a) and (1b) are so-called ‘theme passives’,

where the theme argument is the grammatical
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subject, but the two sentences differ in which
argument occupies the surface subject position:
the theme argument in (la) and the dative
argument in (1b). Throughout this paper, the
former is called Theme-Passive (henceforth,
Th-Passive) and the latter Dative-fronted Passive
(henceforth, Dat-Passive). (1c) is an instance of
recipient passive (henceforth, Rec-Passive),
where the recipient argument is the grammatical
subject and occupies the subject position.

One of the aims of this paper is to verify that
Th-Passives were observed with a certain
frequency through the ModE period based on a
corpus-based investigation, contrary to the
previous claim that they became a minor
construction by the sixteenth century with some
dialectal residues (Allen (1995))." This paper
also provides syntactic analyses for the three
types of passives of the DOC and their
development in the history of English, arguing
that the loss and rise of functional heads were
responsible for the demise of Dat-Passives and
the emergence of Rec-Passives, respectively.

The organization of this paper is as follows.
Section 2 overviews the observation by Allen
(1995) on the historical development of passives
of the DOC. Section 3 summarizes the result of
a corpus-based investigation of Th/Rec-Passives.
the

development of passives of the DOC in terms of

Section 4 accounts for historical
the rise and loss of functional heads. Section 5

concludes this paper.

2. The Distribution of Passives of the DOC

The three types of passives in (1) were found
in the different stages in the history of English.
Table 1 summarizes their developmental paths
observed by Allen (1995).



Table 1. Passives of the DOC in the history of

English
OE~ 13c  14c 15c  16c¢
Th-P
Dat-P
Rec-P
According to Allen, Th-Passives and

Dat-Passives were observed from OE to the
early thirteenth century, and then the latter
became less frequent and lost at least by the
middle of the fourteenth century. A few decades
later, Rec-Passives came to be found and have
survived into Present-day English. On the other
hand, Th-Passives became a minor option by the
sixteenth century and are allowed only in some
dialects in Present-day English.

Despite her close examination of the data
from a variety of texts which has led to the
observation in Table 1, Allen does not provide
statistical evidence for it in terms of token
frequency, which leaves open an empirical
verification. Honda (2013), who also points out
this problem, investigates the frequency of
Rec-Passives from ME to early ModE, which
supports Allen’s observation. However, a similar
investigation of Th-Passives has not been
conducted yet.

The hypothesis which will be tested below is
that Th-Passives were less frequent than
in ModE. The next
summarizes the result of the investigation by
using PPCEME (The Penn-Helsinki Parsed
Corpus Modern English)
PPCMBE2 (The Penn-Helsinki Parsed Corpus

of Modern British English, second edition), and

Rec-Passives section

and

of Early

argues that the hypothesis is incorrect.”

3. A Corpus-based Investigation
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Based on the corpora listed above, the
frequency of Th/Rec-Passives in ModE has been
investigated.> Among the collected clauses with
passive be, a past participle, and both of the
internal arguments, the kinds of configurations
shown in (2) are counted as evidence for the
NP; and

NP; represent the internal arguments and NP, is

existence of the relevant passives.

the passive subject; namely, for example, if NP,
is the theme argument in a given configuration,

it 1s counted as an instance of Th-Passive.

(2) NP, {be/being /to be / Rel be} V-en NP>

(Rel indicates a relative pronoun)

The result of the investigation is summarized
in Table 2, and some examples of Th-Passives
and Rec-Passives attested are given in (3) and

(4), respectively.

Table 2. The frequency of Th-/Rec-Passives
through ModE (per million words)

El E2 E3 LI L2 L3
Th-P 30 51 48 64 36 12
Rec-P 7 22 28 48 50 43
Th-P
.. 081 0.70 0.63 0.57 042 0.21
(ratio)
(3) a. And if any clothes be them, they

imnmediatly sell the same, ...
(HARMAN-E1-P2. 51.219/ El)
b. and at this Time the Men brought back

all that had been them.

(COOKE1-1712-1,1,433.209 / L1)

for I was three pound for an old

cloake, ...(COVERTE-E2-P2, 28.5 / E2)

b. They had not been the most
valuable domestic and social habits: ...

(OWEN-1813-2, 1,56.314 / L2)

4) a.



Table 2 shows that Th-Passives were indeed
on the way to their loss in ModE, but were
frequent enough to be taken as a major
construction, compared with Rec-Passives. This
verifies that the observation on Th-Passives by
Allen (1995) is not borne out. Rather, Table 2
indicates that the coexistence of Th-Passives and
Rec-Passives lasted much longer than expected
since the emergence of the latter, and that the
loss of Th-Passives possibly occurred in the
transition from L2 to L3.*

4. Proposals

This section argues that a functional head
was introduced in the structure of the DOC due
to a parametric change related to case
morphology (Nawata (2011)), which led to the
rise of Rec-Passives. Syntactic analyses of the
development of the passives of the DOC in the
history of English are also provided within the
minimalist framework in Chomsky (2000, 2001),
with slight modifications on the treatment of the

passive morpheme and v.

4.1. The Rise of a Functional Head

As is well-known, case endings, which were
rich in OE, were largely levelled in the thirteenth
century (van Kemenade (1987)). However,
according to Allen (1995), the reduced dative
suffix -e on the object of prepositions could be
found until the middle of the fourteenth century.
Based on this finding, Nawata (2011) proposes
that the parametric change schematized in (5)
occurred with the loss of the dative -e suffix. As
a consequence, dative NPs came to require
structural Case assignment via @-agreement in

minimalist terms.

(5) The loss of Inherent Dative Case
[PP PO NPdat] => [NP NP[uCase]]
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(cf. Nawata (2011:90))

While Nawata attributes the appearance of
the nominative experiencer subject of /ike to this
his

arguments and argues that this also affected the

parametric change, this paper extends
Case licensing of the dative recipient argument
of the DOC. When it came to be associated with
[uCase], a new functional head, which this paper
assumes is Appl(icative) (Bruening (2010) and
Pylkkénen (2008)), was introduced to license it.
Thus, the underlying structure of the DOC

underwent the change in (6).

(6) a. [vV [vp RECpat [vp V THac]]] (OE)
b. [vw Vv [ve [pp Po RECpat] [ve V THacc]]]
(EME)
c. [vp v [appip REConj Appl [ve V THowi]]]
(LME)

As shown in (6a), in OE, TH (a theme argument)
is assigned accusative Case under ¢-agreement
with v, while REC (a recipient argument) is
assigned inherent dative Case under its merger
with the verbal root V. Even after the decline
of case endings in EME, REC is still assigned
inherent dative Case by the null P head in accord
with Nawata’s proposal.’ In LME, as a result of
in (5),

introduced into the structure (6¢), where REC

the parametric change Appl was
and TH enter into an Agree relation with v and
Appl, respectively (see section 4.3 for details).
One of the consequences of the proposed
emergence of ApplP is that it accounts for the
loss of a certain word order pattern of the two
objects in active DOCs. It is observed in the
literature that while the relative word order
between REC and TH was free in OE, TH-REC
order with both being nominals was lost by the
middle of the fourteenth century (cf. Allen



(1995),
(2002)).

This paper argues that the underlying
structure in (6), as it stands, results in REC-TH

Koopman (1990) and McFadden

order, and that the inverted order is obtained via
Short Scrambling, by which TH can optionally
be scrambled to a higher position than REC as
long as they do not cross a functional head (cf.
Takano (1998)). This is illustrated in (7).

(7) [w v [ve TH [ve REC [vp V TH ]]]]
|

Short Scrambling

ApplP emerged in LME, so Short Scrambling
cannot be applied to move TH higher than REC,
as illustrated in (8),
TH-REC order.

leading to the loss of

(8) [vo v [ve TH [appir REC Appl [ve V TH ]]]]
S
&

__
Short Scrambling

4.2. Passives from OE to EME

Contrary to the analysis of passive sentences
in Chomsky’s (2000, 2001) framework, which
assumes a defective v head, this paper assumes
that v does have [u@] as in active sentences, and
that the passive morpheme -en functions as an
external argument with [ip] and [uCase] (cf.
Baker et al. (1989)).° Two ways are postulated
for -en to be attached to the verb: it is attached to
the verbal root in the lexicon or to some verbal
head in the vP domain. Either option can be
taken unless it leads to a derivational crash.

Adopting these assumptions has an
advantage of eliminating ad hoc stipulations,
such as upward Case-assignment (e.g. Holmberg
et al. (2019)) or optional Case-absorption
(namely, defectivization) of some functional
head in the verbal domain of passives (e.g.

Yanagi (2017)). The present analysis allows us
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the

implementation of Agree without any extra

to  retain standard  (downward)
specification of functional heads in the verbal
domain which is peculiar to passive sentences of
the DOC.

With the above assumptions, Th-Passives in
OE and EME can be analyzed as in (9), where
dotted lines

indicate Agree relations, and

irrelevant details of the derivation are omitted.

(9) [1p Trueyeee) [ve Vi [uo] [ve RECpa

—
<
=}
(D
B
-é
?
Q
%
o,
=
-E
S:
Q
&
2
—
—
fo—
—

o

In (9), v agrees with -en and T agrees with TH
with its EPP feature satisfied by movement of
TH. Note that if -en were attached to v as an
option, v would agree with TH and T with -en.
However, this is not allowed since -en cannot
satisfy the EPP feature of T, which results in a
derivational crash. The same result can be
obtained with the structure in (6b).

As

derived

1S obvious, Rec-Passives cannot be
in OE and EME since REC

inactivated under the assignment of inherent

1S

dative Case, so it does not enter into any relation
with T.

Given the suggestion in the literature that
Dat-Passives involve Topicalization of REC
which derives verb second (V2) word worder

(van Kemenade (1987)), (1b) is analyzed as in
(10).

(10) Eallum pam sawlum is seo yld

[cp1 [Eallum ...
[tp [s€0 yld]nom T [vp ...

]Dat FAM] is-Cl1 [FAM]

[forgifenn]]]

—I [FAM]-Checking

Following Haeberli et al. (2020), CP1 in (10)

hosts a familiar topic due to the checking



requirement of the EPP feature associated with
this kind of topic. Then, the dative argument
moves to [Spec, CP1] followed by movement of
the finite verb to C1, which results in V2.

This paper argues that the demise of
Dat-Passives in the early thirteenth century can
be attributed to the loss of C1 (which led to the
partial loss of V2) under the following scenario
(cf. Haeberli et al. (2020)). Before EME,
language learners were exposed to some
evidence for the existence of C1, that is, the
asymmetric position of finite verbs: they were
predominantly located in Cl1 (or C2, a head
higher than Cl) in main clauses, but in
In EME,
such an asymmetry became opaque due to the
loss of head-final T, which resulted in the
This led to the loss of

Dat-Passives since the projection designated for

head-final T in subordinate clauses.

inactivation of Cl.
the fronted dative object was no longer

available.

4.3. Passives from LME onwards

Rec-Passives emerged as a result of the rise
of ApplP in LME. First, to see that it did not
affect the possibility of Th-Passives, consider

the following structure.

(11)  [wp Viugr [appte RECiigjucase] Appliuo;

................ - 1
1

[ve V-enjigjrucase] THiigjrucase]]]]

In (11), v and Appl agree with REC and -en,
respectively. Then, T agrees with TH, which
results in Th-Passives.’

Rec-Passives can be derived when -en enters
the derivation attached to Appl. Consider the
structure in (12), where the strikethrough

indicates the lower copy left by movement.
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(12)  [w Vgl [appir RECiigjucase]

[
1
1
i
i

[Appr V-€Nfig)rucase;-APPlug)
1

................ J !
1

[ve ¥ THiigjrucasel 111

1
1
o)

In (12), v and Appl agrees with -en and TH,
respectively. Then, T agrees with REC, so
Rec-Passives are derived. It is assumed here that
-en on Appl and REC are equi-distant from v in
that they occupy the head and specifier positions
of the same projection. If v entered into an
Agree relation with REC, -en would be a
candidate for agreement with T, causing the
derivation to crash. Thus, the present analysis
can capture the coexistence of Th-Passives and
Rec-Passives from LME onwards.

Last but not least, the fact that the grammar
that allows only Rec-Passives has been
predominant since the L3 period (see section 3)
should be explained. One possibility is that this
kind of grammar utilizes a low applicative
structure in the sense of Pylkkénen (2008) as the
structure of the DOC. (13) illustrates the
derivation of Rec-Passives with a low
applicative structure, after which T agrees with

and attracts REC.

(13)  [wp Viug) [ve V-engigjucase] [appie RECiigjucase]
1 1

In this structure, Appl always agrees with TH, so
that Th-Passives cannot be derived any longer.
Why and how the grammar of English came to
use this structure and abandoned the one in (11)

and (12) remains to be explained.

5. Conclusion
Based on the corpus-based investigation, this

paper has shown that Theme-Passives were



found with a certain frequency through the
ModE period, which is inconsistent with the
observation by Allen (1995). It has been argued
that the loss of a functional head C1 caused the
demise of Dat-Passives, while the rise of a

functional head Appl led to the emergence of

Rec-Passives. The proposed analysis can
successfully capture the coexistence of
Th-Passives and Rec-Passives from LME

onwards, and the ban on Th-Passives in the
grammar that allows only Rec-Passives is
attributed to the possibility of its utilizing a low

applicative structure.

* An earlier version of this paper was presented
at the 40th Conference of the English Linguistic
Society of Japan. I am greatly indebted to
Tomoyuki Tanaka for progress of this study. I
am also grateful to audiences of the conference
and all the members of Department of English
their
All
remaining errors and inadequacies are my own.
NOTES
' Here are the historical periods of English
assumed: Old English (OE:
Early Middle English (EME:
Late Middle English (LME:
and Modern English (ModE:

Linguistics, Nagoya University for

valuable comments and suggestions.

standardly
700-1100),
1100-1300),
1300-1500),
1500-1900).
? These historical corpora are distributed over
the following periods: E1 (1500-1569), E2
(1570-1639), E3 (1640-1700), L1 (1701-1769),
L2 (1770-1839), L3 (1840-1914).

? More than 20 ditransitive verbs (such as ‘give’,
‘offer’ ‘send’, etc.) are targets of investigation
which are listed in Levin (1993) as verbs taking
both DOCs and to-prepositional counterparts.

* One caveat should be noted here: most of the
involve

attested examples of Th-Passives
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pronominal recipients. It is often reported that
they are more acceptable than those with
nominal recipients in Present-day English (e.g.
Stowell (1981)). This leaves the possibility that
the demise of Th-Passives occurred earlier than
ModE. A close examination of this issue is left
open, but note that Allen (1995) takes this
amelioration effect with pronominal recipients
just as a tendency due to discourse pragmatic

factors. Therefore, the result of the investigation

in the text is compatible with Allen’s
observation.
> The emergence of to-prepositional

constructions in EME can be a piece of evidence
that the recipient argument is selected by the null
P (cf. McFadden (2002)).

% The value assigned to [uCase] of -en will be
‘accusative’ if it agrees with v and ‘nominative’
if it agrees with T. Which value it is assigned
have nothing to do with the phonological
realization of -en and does not matter for the
present purposes.

TOIt s

intervention (Chomsky (2000)) does not hold for

assumed here that the defective
the derivation of passives of the DOC since
there is no compelling evidence for the
intervention effect in early stages of English due
to the lack of negative evidence. Thus, the
inactivated REC does not block the agreement of
T with TH in (11). Note also that some studies
cast doubt on the formalization of the defective
intervention in the sense of Chomsky (2000)
(see Broekhuis (2007), Bruening (2014) and

Keine and Poole (2017), among others).
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)7 Begin DY L ITEIFRHE~DBRFL
BBIZONT

(On the Diachronic Change of the Verb Begin
to a Raising Verb)

M 277 (Toshihiro Kasai)
At BRFRFPE (Nagoya University)

XF—U—R: a3y ho— Vi, &0 R
wil, REFHER to DIFRFEMELE, to REF
Hi O EZ AL

1. IIU®IC
A B SR B R O P AT B T, B
promise & threaten |L—fx(Z = hw—/L#)
& LTS, (DIRT L IICPRO &
Lo to NEFE 2 BIRT 5 Lot S,
(1) a. John; promises [cp PRO; to do his
homework].
b. John; threatens [cp PRO; to call the

police].

—Ji. 26 2 D OEEE ORI A L A A5
L 7= Traugott (1997)iZ Z4viX, #hF promise
& threaten [t % 2> b — L@l s LToD
MEZF > T, EBURIC X 5 ERE L
DEUTRER, Qa)dD &L 9 ZRIERED it °(2b)
D XD RAT 4 F LO—HH FFENE I
BT 240 EFEE s L ToHEEZRO X
IR T,
(2) a. It promises to be a hot and grueling
day.
(1992 Guardian [Hector] / Traugott (1997: 189))
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b. But if push ever did threaten to come
to shove, British and French nuclear
weapons ...

(1992 Economist [Hector] / Traugott (1997:
189))

[A£RIZ ., Perlmutter (1970)(X B CHGEIZ I 1T
2% @F begin 28 2 > b r— LEhEE L0 BT
ZEA O EZFFO L FEL TV D, (Ba)ll
B HEhF begin (X2 b — LB TH Y |
SREE LT Jill, WIHE LT to AN w4138
RLTWBD, —J5, (3b, )i F 5 B begin
[NHEZ S 220 ETEETHY 2D
T2 RERES BREALEIZ AR ATRETH 5,

(3) a. Jill began to sing.

b. There began to be a problem.

c. It began to be obvious that the trees
were dead.

(Perlmutter (1970), cited in Hendrick (2020: 4))

ZHSH LT, LR CRELK RS Lol
PEFEIZB T D EhE begin (X =2 > b o — L EE
ELTORELNRZT &Y BF#E e L
TOREIFBR BT RGEIZ 2 > THIO THIEE
S5, (4a, ITRT LI ICBEICHHREEN D
B3 begin 7% A A 2/~ 3 REAS B & LT
Ao TWeZ L zBETLE ZOFE
(FBBRTR OB Z 32T 5, (da)llBliT 28
il begin IZMENEIHIETH O | SHHLE L TH)
EFE. NS L THEEZEBIRL TW 2D DIk
L. (4b)lZ31F 2 EhFE begin (X H & JHIE T
HY, NWHE L TEEOAZERL TWND,
(4) a. ... hebegan pat mynster,

... he began the monastery,

‘... he began the monastery, ’

(coaelive, ALS [Maur]:216.1621)

b. ba sealmas beginnen fram ...

The psalm  begins from ...



‘The psalm begins from...’
(cobenrul,BenR:18.43.8.560)

F7o. OISR & O IZHGE threaten 13 ‘to
appear likely to do some evil’ D E A &K T
FED it Z O Bl RS IRV T
#E I N5, Traugott (1997)2 L5 &, #@hid
promise | HFHIZ T T o AFEN D OEGFE
ELTary be—L@iE e LTHY LG
DI EEEE O BIDNBIE S T- DI,
UTR LT BRIEGEEDR I TH 5,

(5) It threatens to be wet to-night.
(1846 C. Dickens Dombey & Son (1848) iv. 25:
OED online)

—J7. BhEA begin (ZBI L TiE. MEEEE I
3D BT SRR B S D, K
#SCTCIE Tanaka (2007)(Z381) 2 AR aE ek ik
to OIREMDOZE, BIOZENIZMHED to
REFAH OREEEAICRET 2 0 242 H L.
BWIP EEEICREE RN E ST Z T kY
o BTN TREIC AR o T2 LIRET S, LR
- T, @7 promise X° threaten @ X 9 72 E L
ZACDSEREN K & 72 D480 0 BT HEO BT
1372 < |, BhE begin OEE X to A EFIHTI O
EEbL L WD REEERI BRI L 0 4 0 BT
ESHEBL L L EET 5,

2. T— NAFHHE

i = — /32 YCOE, PPCME2, PPCEME,
PPCMBE ZfEfH L. to REFIHIZRINT 5
)7 begin (Z DWW TFAAEZIT o 72,1 £ DER,
AR U 7= B % ERENA ENEAEY I X
STHEULER, ZIUTEAY ZEI B
begin OAHE L CTEVMETIZIZZR B0 2oH,
Mo EFREOMBLEZ R RHLE 7225005
THD, HERMREITE LRSI, Kk
ITIE RIS D WA EELZ S FlO
HEEZRLTWD, 2
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7% 1: Begin with To-Infinitives

03 | 04 | M1 | M2 | M3 | M4
Animate
. 54 2 67 8 73 31
subjects
Inanimate
) 2 0 5 1 14 5
subjects
(%) 3.5 0 69 | 11.1 | 16.0 | 13.8
El E2 | E3 L1 L2 L3
Animate
] 70 | 101 | 74 | 138 | 111 | 151
subjects
Inanimate
i 20 29 23 43 61 48
subjects
(%) 222 | 22.1 | 23.7|23.7|354 | 241

VU EOFERR LY | HEG5E I EAY R
Z 9 B begin O ABIEIIIEF 1272 <
ZOEG HIFFIARNZ L3y 0 D, Fiz,
03 ORFHNCBIE SN D BAEMFFELIED 2
FlDH>E 1 BFlEE)THY, £ TIHEAY
F7ECd % mickle thunder 78 to A~ & EiPNIC
B FE > CTIEXME BN L TV D DT, fit
D EFAEZ 5> T & ZoR T ELRE
WEIITTH D, B D 1 DDA TEEA LD
B, 77 VEEORRT 7 A F) L ORI TH
STelzfItE LTS, Licino T,
REIZ BT 2 EhEA begin XA EREEE O HIE
DHEATH-T=EEZDBND,

and efne Oa

(6) paer begann to

and even then there began to
brastligenne micel ~ dunor.
crackle mickle thunder
‘and even then mickle thunder began to
crackle there’
(cocathom2, ACHom II, 12.1:113.122.2464:

03)

Z D% WIWIR SR A R A S H
BlOF L RNIEGREZIGD D, (TSI 5




FEICBUU DAY EEAZEOHITH Y . her
color of the face N FEE L 72> TV 5,

(7)  Hire bleo bigon to
Her color of the face began to
blakien ...
pale

‘Her face began to pale’
(CMMARGA,69.222: M1)

Z L C &I 355 TiE 10%LL EoEIEG T
BAMTFEZMNE O AOINBESND L)1
%, Q)P EMTIHFRICI T o BANY) 5
ZEIFITH Y | it DEFEALEICAER LT
Do
(8) ...itbegynneth to wexe
... it begins to wax
‘it begins to wax’

(CMMANDEV,27.666: M3)

Fo. OIRT XD ITEFED it & FFEIZHL
LB1H Z ORHNCBIER SN D,

(9) e first day of his cristnynge hit bygan
the first day of his christening it began
to reigne,

to rain,

‘the first day of his christening, it began
to rain” (CMPOLYCH,VI],139.968: M3)

(IR BN D & 912, IERHEFRICRD & E
RED it 23BN FA rain LASS & k3 2 B3 BLEE =
NHE97%5,

(10) and when it began to bee some what dark,

he went to the water syde
(HARMAN-E1-P2,54.292: E1)

% 7=, Early English Books Online (EEBO) % fi
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LA LR, ADD X 9 2B HED there
LT D HIN TR EFE BRI N D,

(11) a. ..., oruntil there begins to appear a
little skin upon it; (EEBO 1686: E3)
b. ...: there begins to be a confusion

amongst them already;
(EEBO 1690: E3)

Fail begin (BT 2L EOFRERE LY,
R REINC IR 2 I A 58 & £F 5 AFIR
Bl g  ERIEEEIC 72 0 B EE & ILE
TOHORBINBESIND Z LN oT, 20
Bletickkox, LFCIR&EiTarst e LT
Tanaka (2007)D AT 2@ L, a7
HZEICEY, 3y be— VAL LR
7o T BlE begin 2354 0 T ANEZEST 5
TALIZHONWTEET S,

3. to RNEFAIHI O#EEZE AL (Tanaka 2007)
Tanaka (2007)13 555720~ & 12 W th 9555 (2
2T, REFER to DOIERFEMED (122)7
H12b)~ &2 b L, RER D S R HE ~
ERE LT EFERL TS,

a. The Infinitive Marker 70 in OE
-EPP, +inherent Case (=P)
(cf. Tanaka (2007: 50))
b. The Infinitive Marker 7o in LME
(1) +EPP, +structural Case (=T/P)
(i1)-EPP, +structural Case (=P)
(ii1)+EPP,-structural Case (=T)
(cf. Tanaka (2007: 58))

(12)

T LT, (IBICRTREICESE, Acl
with Infinitive) % 3 & FP
(Faire-Pan)fi LD AT Z2 3k TN D, 3

(Accusative

(13) The infinitival morpheme functions as an

argument iff its Case feature is licensed



(via Agree or inherent Case assignment).
(Tanaka (2007: 48))

(1723 Acl 13D BARBI T 5 A3, i E)5i
made DRI RS EFE the knight Z 19 to
REFAG N L TWD, Acl T HEE
TITBIEE SRV, T OFFRIT(15) DM E
WZESEHI SN D,

cniht

(14) ant ich makede pe
and [
godes side wid
God’s side with spear’s point

‘and I made the knight pierce God’s side

to purlin
made the knight to pierce
scharpe speres ord

sharp

with the point of a sharp spear’
(JULIA 110. 238 / PPCME2: M1 / Tanaka
(2007: 31))
(15) a. [ppto[wp DP [,» Venne-v2 [vp tv ...]]]]
b. [ v1 [ve V [ppr to [ DP [,» Venne-v2
[vetv...]]]  (cf. Tanaka (2007: 50))

FJ (15BN T to BNFE SN PP N TE
T2 BB C . to IXREFIEREFR IZNTERE & 1 5-
T %5, (13)OREICLY , NEFFERITI)
HE L TCHIET A Z LI/ 572, DP OFF
ORFEMEDRRE I NTITE S TLEWIRE
ITEHET D, IRIZ(15b)D K S IZRLD vl &
D—FIZ L THEfMEGIhizE LT,
DP L RNEFEESR &9 2 DOHEE FF
T LT DT i HEE TR Al HESUTFEF S
NgproloZ EFGEng, £72. (16)D
X957 FP HEXOIRAT, (17)DEEICIES
TIPS,

bebead

I  ever from beginning-DATcommand

(16) ic efre fram frymde
oone
the-ACC lordly-ACC day-ACC
to healdenne

to hold

drihtenlican deaeg
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‘from the beginning, I command _ to
hold the Lord’s day’
(Wulf. 296. 5 / Callaway (1913: 45), cited in
Tanaka (2007: 33))
(17)  [ep to [w» Venne-v [vp tv ...]]]
(cf. Tanaka (2007: 51))

(ANZEBWT to BYREIZEASILT PP AT
T T2 BERE T to 1IN E R RE TR T NTERS 2 1+
5325, 2L T, (I3)DREICEY, A
TERERPINH L L THEBET %,

T D% BHIPMIREEIZ R D LR EFERESR
Di-enne 2 DH-e ~EFFE ST Z & RN IE T
EOBERETIMNHB L Z L ICESE | o
PSHTER & U TOME 2 R, ik 2 1 5
LRV VBRI, D E D T ~& Hor S,
EAE N (12200 B (12b)~E b L= 2 &
ZRELTND, ZAUTED Al HLOIRE
FERAYD KL H Ik LT,

(18) a. [rto[w DP[» Ve-v2 [vp tv ...]]]]
b. [te DP [ to [w tor [» Ve-v2 [wr tv

11111
c. [ vl [ve V [tp DP [p to [w tor [v

Ve-v2 [ve tv ... ]11111]

(cf. Tanaka (2007: 59))

F9°. (18a)lZH\ T to X EPP H1ED 2% 5
D72, DP 25 TP f5EH~& T @ EPP &Mk
BT T2 0ICBENLASb) D, FD%
IRAEDEZ . BRID v BPEE ENT=(18c)D
BEREC, v S TP HREHICH 5 DP & —E B
fRIZAD ., DP OB SND, —FH, %
MR SEEE LA ISR EFAERER NE A L, Jox
REFCRER DFBAT %4 LTV to DORITEF
&L TCOMRE L I LR, to 1T X B4
HBO T CAREFIERNINA L 725D FP
IEE LT,



4. ZHT

A& T /.72 Tanaka (2007)D55#T 2484 L
DD, Ay hr— )VHE L2 o T H)
& begin 23, 0 B REEES T 521
DNWTBELET D, £9. HREFETITIZIET A
TOBFNZBWTHAETFEEZR > TWDH =9,
5 begin [IAMHAZ LD =22 b v — L E)E] &
LTt &b, (IO EARE], (20)i2 to R
E R E O E A T,

(19) He began pa
He began thento seek

to secenne swyode
severely
Oa cristenan ...
the Christian ...
‘Then, he began to seek the Christian ...’

(coaelive, LS [Chrysanthus]:24.7342: O3)

(20) [pp to [w» Venne-v [yp tv ...]]]
IR CIIANERFIEERRED K L o RMEAE
VWIRAEIZE A SFL, -enne & L TRIULI N
%o QONTHBWTHIER & LT to IFAE 7
JTERERICNTEK Th D 52535, T
WZE D RNEFERERIINEFDOMEL LT
BERET 2 Z L1272 0 | EFEIIAERT TIE7R L
F)5A begin ODANHE R LT, a2 hr—/Lb
FHEDHINAIRE T o Tz,

F D% PRI CHEERIE T S Lo
to NHILLT TP 2T D& 912D L,
QD X HITFEFED to NEFHINIZOFE S
NHZENAlREL 72D,

(21) ... 1itbegynneth to wexe
... it begins to wax
‘it begins to wax’
(CMMANDEV,27.666: M3)
(22) [+ vl [ve begynneth [rp it [+ to [vp top [»

wexe-v [ve tv]]]1]]]

QRIZFBN T, to 1 T#AT 523 EPP FEED
I FEOT2 it 1X to @ EPP #ME A 729
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72 I TP HEEH~EBE}T D, ZOLHED
begynneth (30 EITENGI T D AMHZES
2NDT, it I 5T 2 ERTE RN,
L7=MRoTL it i IR T & —# L, EPP %
PEZ G723 72 DI RO TP FRERR~ L8 D
ERD, 2ok oz, to REFE OHEEZEAL
&) FEEERIEIRIC X 0 . Bhid begin DY
FFRESHBE L EFH SRS,

5. Fhan

A LTI, Tanaka (2007)D to /R & ralHfi D
HEZEL O 25 L. B3 begin O 21—
NAPEZAT o 1o, ZORER. HEFEO it 21
LB BRI to NERIHEIOREAS TP
~NEBET ORI L BT D 2 L ARRERAY
REMLE LB O, E£7-. EhF promise X°
threaten (ZOW T, BEURZ(LHBLH TR D
B HEEES U702k L, #h5 begin (2
B L Cid. EEABLE S LD R 2 B
promise X threaten XV H RN LB to
AEFIHE OGS K DRI ERIC &
ST B RENHE L LRwmATT S
nNo,
* A RS 40 [HIREITRT
L HBHBERFERICEEZMZ 2D TH D,
AWFFEAHED DIZER L, RERIGESEAE, B
BZIENGIIREGERY S EHN ., £
7o, WHEREER TIE, < ORERAETT LD K
EA ML THRHOME 2THW ., 2052
D TR OB ERT D, B, AKiwXIZBT
DAMHRR D TR TEEOEMEICL D,

2

PR LI a— 23U TO®Y) ThHhD
The York-Toronto-Helsinki Parsed Corpus of
Old English Prose (YCOE), The Penn-Helsinki
Parsed Corpus of Middle English, Second
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1. Introduction

This paper looks closely at sentences
containing path-related expressions in English
and Japanese, as analyzed in Hirose (2007,
abbreviated as H henceforth). We will analyze
the differences in the choice of arguments for
verbs in Japanese and English, and show that
these differences are partly due to the general
phonological characteristics of each language, in
particular the fact that in English, prepositions
are usually phonologically weak, while in
Japanese, which has a tonal structure,
prepositions are not weak and can carry the
accent. Specifically, we propose an analysis
employing the FORM SEQUENCE (FSQ)
operation mentioned in Chomsky (2021).

Pinker and Jackendoff (2005) argue that
argument  structure, reflecting  syntactic
properties of predicates, can be captured with
reference to word order, and therefore that word
order cannot be excluded from the syntactic
component. If, as this paper argues, it is
possible to find a phonological motivation for
argument structure, this would support the
Strong Minimalist Thesis (SMT), which, in one

formation, states that language is an optimal

solution to the problem of satisfying interface
conditions (Chomsky (2000) et seq.).

2. Observational Problems with the
Distribution of NP and PP Arguments

The English example in (1a) and the Japanese
example in (1b) below represent an expression
that H calls a full-fledged temporal path, where a
PP indicates a temporal path and functions

adverbially.

(1) full-fledged temporal path

a. That store is open [from 9 a.m. to 5 p.m.]

every day.

b. Ano mise-wa  mainiti
that  store-Top every.day
[kuzi-kara gozi-made]

nine.o’clock-from five.o’clock-till
aiteiru. !
be.open

‘That store is open from 9 to 5 every day.’

On the other hand, (2) represents what H calls a
defective path, in which the preposition from in
English, and the postposition made in Japanese,

are omitted to form an NP.

(2) defective temporal path
a. It will take [three to five days] for him to
recover.
b. Kare-ga kaifukusuru-noni
he-Nom

[mikka-kara

recover-Inf
ituka]

three.days-from five.days

kakaru-daroo.

take-will

‘It will take three to five days for him

to recover.’ (H: 548-549)

H analyzes the defective path as an NP



coordinated by an adpositional coordinator, 7o in
English and kara in Japanese. He argues that
the examples in (3), which show that the verbs
like take and kakaru cannot take a PP, provide
supporting evidence for his analysis of a

defective path as an NP.

(3) a. It will take [from three to five days]
for him to recover.
b. *Kare-ga kaifukusuru-noni [mikka-
kara ituka-made] kakaru-darou.
(H: 551)

However, (3) presents an observational problem:
Although H presents (3a) as an ungrammatical
sentence, the informant I consulted finds (3a)
perfect, adding that the choice between (2a) and
(3a) is “completely optional.” On the other hand,
the Japanese example in (3b) is less acceptable
than (2b) for any Japanese informants I
consulted.

Given the contrast in (3), I will posit two
research questions in (4) and discuss them in the
subsequent sections.

(4) a. Can the English verb take take a PP,

as well as an NP path argument,

and if so, when?

b. Why can the Japanese verb kakaru
not take a PP path argument?

3. Analysis of Path Arguments
3.1. English NP and PP

It seems no doubt that N and P, or NP and PP
are different syntactic categories in English.
For example, the verb take can take an NP, but
not a PP in (5).

(5) It will take [(*for) three days] for him to

recover. (H: 551)
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Jackendoff (1977) argues that N and P are

composed of different features as in (6), while

Baker (2003: 303-325) argues that N is a lexical

category whereas P is functional.

(6) N (+N,+V) P (—N, —V)
(Jackendoff (1977: 31))

Prosodically, however, NP and PP path
expressions show the same prosodic pattern as in

(7) because monosyllabic Ps in English are

weak.

(7) * *
(from  nine) (to five),
( nine) (to five),

(based on Shiobara (2022: 46))

In addition, NP and PP paths are semantically
identical (H: 549-440).

Based on the above, I propose the derivation
of path phrases in (9) adopting Chomsky’s
(2021) FORM SEQUENCE (FSQ) in (8).

(8) FSQ selects m members X; of W(orking)
S(pace) and yields: <&, X1, ..., X,>.
(based on Chomsky (2021: 31))
(9) With Pgom-Pi (Where P, = &), FSQ selects
Xi and X, of WS and yields: < (Psom), Xi,
Py, Xo>.

In “Prom-Pw”, Promis lexically dependent on P,
with the result that Pj,, does not enter the
syntactic structure and its externalization, i.e.
pronunciation, is optional. This optionality of
Psom can be captured in the same way that the
externalization of a coordinator and can be

optional:

(10) Merging of & and FSQ yields <&, X4, ...,



X,>, where X;’s exhaust the elements of
Y.
example, [(11a)] and then, optionally,
[(11b)]:

John lived [on a farm] [with his

The two operations yield, for

(11) a.
family].

b. John lived [on a farm] and [with his

family]. (Chomsky (2021: 32))

Under the of path

expressions, the P from in (3a) is “defective”

present analysis
(indicated by shading) syntactically, prosodically,
and semantically, not being incorporated into

syntactic structure:

12) SN
A% NP
take from N\
three "
& PN
to five days

On the other hand, in (5) the argument of the V
take is not a path phrase and the P for, as an
independent, non-defective P, enters the
derivation and projects to PP.

The syntactically defectiveness of the P from
in (12) is compatible with the observation that

the presence of the P does not affect the

Coordinate Structure Condition violation. This
is exemplified in (13).
(13)a.  * How many days will it take (from)

three to _ for him to recover?
b. * How many days will it take (from)

_ to five days for him to recover?

Note here that movement of the argument of

take does not degrade the sentence by itself.
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(14) How many days will it take _ for him to

recover?

Based on this analysis of path expression,
the answer to the question (4a) should be as

follows:

(15) The English V take selects an NP argument

but never a PP. In a Ppom-Pi path
expression, where P, is introduced into the
derivation as a coordinator (&), Pjom is
lexically dependent on P,, and not
incorporated into the syntactic structure,

getting optionally externalized.

3.2. Japanese NP and PP

Unlike English, NP and PP paths in Japanese
show different prosodic patterns because the P
made has its own high-low accent. Based on
this distinction, I propose that unlike Pfom, Piade
is always an independent, non-defective P and
Then, the

answer to the question (4b) should be that it is

enters into the syntactic structure.

because the Japanese V kakaru selects an NP
argument but never a PP, and the P in Japanese
cannot be defective.

The different behavior of path expressions
between English and Japanese is then reduced to
a difference in the

general phonological

properties of English and Japanese. In
particular, a monosyllabic P is usually weak in
English which creates rhythm through a series of
feet, whereas in Japanese, which has a tonal
structure, the P itself carries the accent, e.g., [p

ma lde].

3.3. Summary
The table (16) summarizes the analysis of

path expressions in English and Japanese.



(16) Path in English and Japanese

Psource- | Conj Syntax | Prosody | Semantics
Pyoal &= of Phong of P of Phong
Priom- P, Piom is | weak Pfiomis

Ps defective recoverable
Prara- Piara | Pmadenot | not Pade is
Ponade defective | weak recoverable

I argue that the difference between English and
Japanese is reduced to the syntactic property of
the P that does not act as a coordinator, i.e., that
English from 1is defective and cannot be
incorporated into the structure, while Japanese
made is non-defective. 1 further argue that this
syntactic difference is reduced to the general
prosodic property of P, i.e., that English Ps are
weak, while Japanese Ps are not weak having

their own accentual properties.

4. Supporting Evidence or Relevant Examples
4.1. Spatial Paths
The phonologically-based analysis of path
arguments given in section 3 was based on
temporal path examples. This section shows
that the analysis can be extend to the examples
involving spatial path arguments.
As is seen in (17), the P from is optional in
English whereas the presence of the P made
degrades the sentence in Japanese in spatial path

cases as well.?

(17)a. This hall can accommodate [(from)
100 to 105 people].
b. Kono hooru-wa hyaku-nin-kara

this  hall-Top hundred-people-from
hyaku-go-nin(-""made)]
hundred-five-people-up.to

Syuuyoo
accommodate can

dekiru.

‘This hall can accommodate 100 to

100

105 people.’

4.2. Type of Coordinators
4.2.1. English: and, to
In English, the coordinator and coordinates

not only NPs but also VPs and wh-phrases.

(18) a. [John] and [Mary] went to the movies.
b. John always [pushes the table] and
[makes the vase fall].
¢. [What] and [when] did you eat?
H notes that the coordinator analysis of 7o finds
support in the colloquial substitution of fo for

and in the complement of between.

(19)a. The labor union of that factory
organized few strikes between [1990 and
2000].

The labor union of that factory
organized few strikes between [1990 to
2000]. (H: 550, fn. 6)

4.2.2. Japanese: fo, te, sosite

In contrast with English, Japanese uses
different coordinators depending on what is
coordinated. For example, NPs are normally
coordinated by to, VPs by te, and wh-phrases by
sosite.

(20) a. [Tatu] to [Minami] (to)-ga

Tatu and Minami and-Nom
eiga-o miniitta.
movie-Acc  went.to.see

‘Tatu and Minami went out to watch a

movie.’

b. Tatu-wa itumo  [teeburu-o
Tatu-Top  always table-Acc
osi]-te, [kabin-o otosul].
push-and  vase-Accmake.fall



‘Tatu always pushes the table and makes

the vase fall.’

c. [Nani-o], sosite [itu] tabeta
what-Acc  and when  ate
no?

Q
‘What and when did you eat?’

(based on Shiobara (2019: 169-170))

Furthermore, it 1is noteworthy that the

coordinator fo can occur after the second
This double

occurrence of the coordinator can be analyzed in

conjunct as is seen in (20a).’

the same way as the path in English in (9),
repeated below. Double occurrence of the

coordinator o in Japanese is formulated in (21).

(9) With Pjom-Pi (where P, = &), FSQ selects
X; and X5 of WS and yields:< (Pfom), Xi,
Pio, Xo>.
(21) With &-&:0, FSQ selects X, and X, of WS
and yields: <X, &, X2, (&0)>
5. Theoretical Implications
One of the strongest implementations of the
Strong Minimalist Thesis (SMT) is found in
Nordstrom (2017), who argues that we need not
assume narrow syntax in the faculty of human
language. The phonological approach to the
selection of path arguments pursued in this paper
(section 3) in contrast employs the syntactic
structure and hence assumes narrow syntax, but
the direction

of giving a non-syntactic

explanation to the argument structure is

consistent with Nordstrom.

On the other hand, Chomsky’s (2021) FSQ
in (10) assumes that word order is involved in
the computational component and that it
operates when multiple elements are linearized

as in coordinating structures. The present

101

analysis of path arguments heavily relies on FSQ
and linear order in the choice of the P acting as
an adpositional coordinator (fo in English and
kara in Japanese). However, it departs from
Chomsky and furthers SMT in analyzing an
English PP path as identical to an NP path in
of the

difference in the paths between English and

terms its prosody and explaining
Japanese in terms of their general phonological

properties.

* 1 am grateful to the audience at the 40™
meeting of the English Linguistics Society of
Japan for their comments on the oral version of
this paper. Many thanks also go to two English
informants, and Chris Tancredi for comments
and stylistic suggestions. Needless to say, the
author is solely responsible for any remaining
errors or misunderstanding of the data in this
paper.
NOTES

! The following abbreviations are used in this
paper: Acc = accusative, Cond = conditional,
Gen

nominative, Q = question, Top = topic.

Nom

genitive, Inf infinitive,
2 A Japanese speaker pointed out that as in (i),
the V syuuyoosuru can take the goal phrase
hyaku-go-nin-made, or at least, (i) is better than
(17b).

(i) ? Kono hooru-wa [hyaku-go-
this  hall-Top  hundred-five-
nin-made](-0) syuuyoo
people-till-Acc accommodate
dekiru.
can
‘This hall can accommodate up to
105 people.’

In this case, however, the accusative marker -o
can accompany the path phrase, which indicates

that the phrase is an NP, not a PP (Fukui (1995:



116, fn. 16) as cited in Hirose (2007: 551, fn.7)).
Note that the accusative -0 cannot accompany

the temporal PP path as in (ii).

(i1) Okaasan-no kaifuku-no  mikomi-
mother-Gen recovery-Gen prospect-
tosite-wa [mikka-kara
as-Top three.days-from

ituka-(?*made)]-o

five.days-till-Acc

miteok-eba
estimate-Cond
ii desyoo.
good will.be
‘Speaking of the prospect for your
mother’s recovery, we can say that it
will take three to five days maximally.’
It remains as an open issue what the word made
in (i) is, if not a P.  For now, I take it to be an
optional element like ‘up to’ in the English
translation of (i).
3 The optional occurrence of the second
coordinator is not limited to Japanese. See
Zwart (2005) and Vermeulen (2008) for more

examples and discussion.
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1. Introduction

This short paper aims to explain the basic
behavior of the sentence final particles (SFPs) yo,
ne, and sa in Japanese declarative sentences,
with reference to the notions of S(peaker) and
A(ddressee). Specifically, it will be presented
that once Davis’s (2011) model of Context
Change Potential (CCP) is modified under the
notion of Public Commitment, the behavior of
the  SFPs be
straightforwardly explicated. Based upon the

can successfully  and
semantico-pragmatic analysis of the SFPs to be
presented, this paper further seeks to provide a
concrete syntactic structure for the particles.

The rest of the paper is organized as follows.
In the next section, we make a basic observation
about the distribution of the SFPs in question in
declarative sentences. Section 3 introduces the
basic framework of CCP by Davis (2011), and
points out some of its empirical drawbacks in
light of the issues to be addressed in the present
paper. In section 4, we extend Davis’s CCP by
the of Public

Commitment, and propose concrete syntactic

making recourse to idea

structures for the SFPs in question. Section 5

concludes the paper.
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2. The Distribution of Yo, Ne and Sa
this the

distributions of the SFPs yo, ne and sa in

In section, we observe basic

declarative sentences.

2.1. The Distribution of Yo in Declaratives

Let us first start with yo, which is, to the best
of my knowledge, the most intensively studied
SFP in Japanese (cf. McCready (2005), Davis
(2011)). McCready (2005) claims that the SFP is

pertinent to S’s strong assertion. See (1) below.

(1) a. S:Taroo-ga Kyoto-ni ki-ta.

Taro-Nom Kyoto-Dat come-Pst
‘Taro came to Kyoto.’

b. A: Uso!
lie
‘No way!’

c. S:Ki-ta (yo).
come-Pst (yo)
‘He came (y0).’

She points out that there is a slight but
significant pragmatic difference between (1c)
with yo and the same example without the SFP.
First of all, in both cases, (1c) publicizes S’s
belief that the proposition (p) = “Taro came to
Kyoto” is true. If yo is absent, however, there is
a clear sense in (1c) that nothing more than the
publicization of S’s relevant belief is involved.
In stark contrast, according to her, if yo is
present, the utterance has a sense that S utters
the sentence in order to persuade A with respect
to the truthfulness of p.

Let us be a bit more precise. Even though it
is intuitively true that yo makes the utterance
relevant to the persuasion of p’s truthfulness, it
does not encode this discourse function directly.
This is evidenced by the fact that (1c) with yo

can be felicitously followed by expressions that



exhibit that S does not necessarily want A to
come to hold the same belief about p. This is

shown in (2).

(2) Ki-ta

come-Pst yo believe-Neg-Ger

ii-kedo.
good-but

yo. Sinzi-naku-te

‘He came yo. You don’t have to believe it,
though.’

Another interesting fact about yo is that it makes
S responsible/liable for p’s truthfulness. This is
shown in (3), which is uttered after it turned out
that Taro didn’t come to Kyoto despite S’s

utterance of (1c).

(3) Ki-ta yo tte it-ta zyan!
come-Pst yo that say-Pst right
Usotuki!
liar

“You said he came yo! Liar!’

In this sense, we can assume that the persuasion
effect of yo is only ancillary: it derives from the
fundamental function of the SFP which makes S
liable to p’s truth in the eyes of A.

in declaratives makes S

In sum, yo

responsible for p’s truthfulness.

2.2. The Distribution of Ne in Declaratives

Let us turn our attention to ne. Saito and
Haraguchi (2012) assume that the particle is
equivalent to a reversed tag question in English
(see also Miyagawa (2022)).

(4) Samui ne.
cold ne

‘It’s cold, isn’t it?’

However, closer scrutiny reveals that this kind of

direct association of ne with a reversed tag
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question is not quite correct. See (5) below (see
also McCready and Davis (2020) and Oshima
(2016)).
(5)a.  A:Kore, yat-te.

this  do-Imp

‘Do this.’
S: Iya-des-u.

bad-Pol-Prs

‘I’'m afraid I don’t want to.’
c. A: Yat-te.

do-Imp

‘Do it anyway.’
S: Iya-des-u

bad-Pol-Prs

‘I’m afraid I don’t want to ne.’

ne.

ne

Clearly, the ne in (5d) cannot be translated to a
reversed tag question in English, since both “I’m
afraid I don’t want to do it, am I?”” and “I don’t
want to, do 1?” sound fairly awkward in this
context. Thus, it should be empirically obvious
that ne is not equivalent to a reversed tag
question.

Rather, the nes in both (4) and (5d) connote
that S assumes (it is obvious that) A holds the
beliefs about the ps. In (4), S assumes that A
that it
In (5),

sentence with ne so as to express that it should

thinks/believes is cold given the

temperature/weather. S marks the
have been obvious that S does not want to accept
the request by A, which has already been
publicized in (1b). Thus, the ne in (5d) has the
effect of publicizing S’s desire to emphasize p’s
truthfulness/obviousness to A. So (5d) could be
roughly translated as “I said I don’t want to do it,

already”.

2.3. The Distribution of S« in Declaratives

Finally, let us briefly discuss sa’s discourse



function. First of all, it seems relevant to S’s
belief that p, is true since the utterance with sa
cannot be followed by expressions like “I don’t
believe it, though”. See (6) below.

(6) Ki-ta

come-Pst sa  believe-Ger

na-i-kedo.
Neg-Prs-but

sa. # Sinzi-te

‘He came sa. I don’t believe it, though.’

In stark contrast, the same SFP is compatible
with an expression which publicizes S’s opinion
or assumption that A does not have to believe

that p is true.

(7) Ki-ta ii-kedo.

come-Pst sa believe-Neg-Ger good-but

sa. Sinzi-naku-te

‘He came sa. You don’t have to believe it,
though.’

Therefore, A’s belief about p is irrelevant to the
use of the SFP.

Another interesting aspect of sa pertains to
its discourse function that makes S irresponsible
for p’s truthfulness. That is to say, it exhibits the
opposite discourse function to yo. It makes S not
liable to p’s truthfulness. See (8) below, which is
uttered by S after S said “Taro came to Kyoto
sa” and it turned out that he actually didn’t come

to Kyoto.

(8) Ki-ta sa tte it-ta zyan!
come-Pst sa  that say-Pst right
#Usotuki!

liar

‘You said he came sa! Liar!’

Summarizing so far, we have arrived at the
following sketch of the discourse functions of yo,
ne, and sa. First, yo basically expresses S’s

willingness to take liability for p’s truthfulness;
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ne expresses S’s assumption that A believes that
p, which cannot always be equated with a
reversed tag question in English; finally, sa
pertains to S’s belief that p, but crucially, it
makes S irresponsible for p’s truthfulness. In the
next section, we introduce the framework of
CCP by Davis (2011), which will be of crucial
importance

in explicating the syntax and

semantics of the SFPs.

3. Introducing the Framework

In the context of discussing yo’s semantics,
Davis (2011) proposes an exciting framework of
what he calls relational CCP. This semantic
framework assumes that each declarative is of
type <c, <c, t>>, where c is the type for context
and <c, t> denotes a set of contexts. And each
declarative is further defined to take a certain
discourse participant (DP) or DPs, and suggests
or requests that in the updated context C’ p is a
member of S’s public belief set (PB). Thus,
annotating the context change from C to C’ by
<C, C>, we have the following basic semantics

of a bare declarative sentence.

(9) [[p DECL]] = &x.{(C, C’) | p € x’s PB in
C*H(S) <e. <c. et
= {{(C,C’) | p € SsPBin C}

ct>

Based upon this semantics of a relational CCP,
Davis (2011) further claims that if yo is used in a
declarative sentence, the argument to which the
function of type <c, ct> is applied is specified to
be (the set of) all of the DPs. Thus, a declarative
sentence with yo has the following semantics,

according to Davis (2011).

(10) [[p DECL yo]] = Ax.{(C, C’) | p € x’s PB in
C’}(VX € DP)<e, <c, ct>>



= {(C, C’) | p € All of the
DP’s PBs in C’} <, ¢>

An immediate virtue of this idea is that it
correctly captures the fact that not just S, but
also A, is involved in the use of yo.

However, there are some empirical facts that
cannot be captured by this analysis. First, it fails
to explain the fact observed in (2). That is, if the
semantics of a declarative sentence with yo is
defined in the way depicted in (10), expressions
like ii-kedo”  should

infelicitous after the use of the SFP, contrary to

“sinzi-naku-te sound
fact, since yo should suggest a CCP in such a
way that A believes that p is true in the updated
context.

Furthermore, it is not clear how the analysis
depicted in (10) explains the fact that yo makes
S liable to p’s truth.

In addition, the semantic characters of ne
and sa remain problematic to (10). Even though
the aim of Davis’s (2011) analysis is to explain
the behavior of yo and hence it does not
necessarily have to capture that of ne and sa, it
should be desirable that we have a unified
framework that explains the semantics of yo, ne
and sa in a straightforward fashion.

Taking these issues into consideration, it is
safe to say that some alternative proposal is
needed that subsumes the three SFPs to a single
theoretical framework. In the next section, we
will see that the aim can be achieved by
the CCP
proposed by Davis based on the idea of Public

modifying relational semantics

Commitment.

4. Public Commitment and the Syntax and
Semantics of the SFPs in Japanese
4.1. Setting the Stage

Recall that one of the problems inherent to
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the semantic analysis of yo in (10) is its inability
to capture the fact that yo makes S liable to p’s
truth(fulness). But what does it mean that S
becomes liable to p’s truth(fulness) when yo is
used?

That S is liable to p’s truthfulness means that
the same DP is committed to act in accordance
with the same proposition’s truthfulness. To be
more precise, following Brandom (1994, 2000,
2008) and Geurts (2019), I claim that it means
that S is committed to the other DPs to act upon
p. Let us call this type of commitment Public
Commitment.

Interestingly, Geurts (2019) claims that there
is another type of commitment, which we call
Self Commitment. A DP’s Self Commitment to
act upon p means that the DP is committed to
themselves to act in accordance with p.
According to Geurts, this corresponds to the
DP’s belief that p is true.

Notice already that this is precisely what the
DECL operator does: the operator introduces an
agent’s (public) belief about p to the relevant
semantic computation. Thus, it is natural to
assume that [[p DECL]] expresses a CCP in such
a way that a DP is self-committed to act upon p
in the updated context.

If there is an operator relevant to an agent’s
Self Commitment, then it is equally natural to
assume that there is a grammatical encoding of a
DP’s Public Commitment as well. We claim that
the functional element that we call + does this
job. + is a force modifier to be attached to
DECL, and specifies that p is not just a member
of a DP’s PB, but also a member of the same
DP’s Public Commitment Set (PCS), which is a
pool of ps which an agent is publicly committed

to act upon, as in

(11) x’s pcS :== {p | Vy € DP — {x}: x is



committed to y to act upon p}

Therefore, if this force modifier is adjoined
the

semantics:

to structure, we have the following

(12) [[p DECL F]] = Ax.{(C, C’) | p € x’s PB A

p € X’s PCS in C’ }(x)

Thus,

semantically a CCP defined in such a way that in

a declarative sentence with + is
the updated context an agent is committed to
themselves and the other DPs to act upon p.

Now we are equipped with the formal
apparatus necessary to capture the semantics of
the SFPs in question. In what follows, we seek
to explain the syntax and semantics of yo, ne and

sa based upon the semantics illustrated in (12).

4.2. The Syntax and Semantics of Yo

Let us start with yo. Recall that the SFP
makes S liable to p’s truthfulness. This means
that by the use of yo, S is publicly committed to
act upon p in the updated context. In short, if yo
is present, the argument of [[p DECL F]] is
specified as S.

Based upon this, I claim that yo is the
post-syntactic realization of the S-head in the
treetop. More precisely, I assume following
Halle and Marantz (1993) and many others that
the SFP is the result of Vocabulary Insertion to
the S-head which dominates +. Thus, the

relevant syntactic structure is to be depicted as

(13) [ForceP [Force’ [Force’ p DECL] |_] yOS]

and the semantics of this structure is to be

defined as

(14) [[p DECL F yos]] = {(C, C’) | p € S’s PB A

107

p E€S’sPCSinC’}

Thus, a declarative utterance with yo suggests a
CCP from C to C’, in the latter of which S
publicly believes that p and S is committed to
the other DPs to act upon p.

Notice already that McCready’s (2005)
intuition is correctly captured by this proposal,
thanks to the notion of F: together with S, which
is to be realized as yo post-syntactically, the
force modifier specifies that in the updated
context S is committed to all of the DPs to act
A’s

in

upon p. Therefore, involvedness is

successfully captured the wuse of yo.
Furthermore, (14) does not specify that not just
S, but also A should come to believe that p is
true. It only suggests a CCP in such a way that S
is committed to A to act upon p in the updated
context. Thus, the fact observed in (2), which is
problematic to Davis’s (2011) original account,
can be successfully captured by the present
analysis. Of course, S’s Public Commitment to
act upon p makes it easier for A to come to
believe that p is true, since S becomes liable to
its truthfulness. In a sense, hence, yo facilitates
the addition of p to the Common Ground

(Stalnaker 2002).

4.3. The Syntax and Semantics of Ne

Let us next focus on ne. Recall that the SFP
expresses S’s assumption that A believes that p
is true, which means that it is pertinent to A’s
belief about p the

Furthermore, it is S who assumes that A believes

in updated context.
that p is true. These two semantics of the SFP
can be straightforwardly captured by assuming
that instead of S, the A-head is fed to (12), which
encodes the discourse addressee in the treetop.
The A-head is to be realized as mne in the

post-syntactic process of Vocabulary Insertion



only when it dominates . Thus, the relevant

syntactic structure is to be represented as

(15) [ForceP [Force’ [Force’ p DECL] |_] l’leA]

and the semantics of (15) is defined in (16).

(16) [[p DECL + ne4]] = {(C,C’) |[p € As PB A
pEAsPCSinC’}

(16) says that a declarative utterance with ne
suggests a CCP from C to C’, in the latter of
which A publicly believes that p and A is
committed to the other DPs (including S) to act
upon p. This means that in (4) and (5), S
suggests a CCP in such a way A is committed to
S and the other DPs to act upon p (it’s cold/S
doesn’t want to do it). In (3), by suggesting A to
become publicly committed to act upon p, S
intends to ascertain that p is true, which yields
the reversed tag question reading.

Notice that in both examples, ne’s function is
the same: it conveys that S suggests a context
update in such a way that p is a member of A’s
PCS in the updated context. In the case of (4), by
using ne, S intends to convey that “A should
(have) acknowledge(d) S’s rejection already.”
Therefore, the present account explains the
semantics of ne in (4) and (5) in a unified
manner, with the difference between them

successfully captured.

4.4. The Syntax and Semantics of Sa

Finally, let us explain the semantics of sa.
Recall that this SFP pertains to S’s belief about p,
and it crucially makes the same DP irresponsible
for p’s truthfulness. In terms of the present
account, this means that sa makes S publicly
discommitted to act upon the proposition, while

keeping the DP’s Self Commitment intact. How
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can we model this semantics of the SFP?

The way we take is to assume that there is a
complex force modifier that we call +. This
force modifier consists of F and an abstract
negational affix, which we find in words like
“nonsensical” and “discommitment”. Together
with  [[p DECL]], the

semantically dictates that p is not a member of

force modifier
an agent’s PCS in the updated context. Given the
fact that the SFP pertains only to S’s belief and
Public Discommitment, the S-head is Merged in
the treetop as an argument for [[DECL p +]].
Thus, a declarative utterance with sa has the

following syntax and semantics.

(17) [ForceP [Force’ [Force’ p DECL] ‘|=] SaS]
(18) [[p DECL F sas]] = {(C,C’) [ p€ S’sPB A
p & S’sPcSinC’}

(18) neatly captures the core semantics of the
SFP in question: it is a CCP suggested by S in
such a way that S publicly believes that p while
the same DP is not committed to A to act upon it
in the updated context. This means that S
publicizes that they are not willing to take
liability to p’s truthfulness. (8)’s infelicity thus
follows. The facts observed in (6) and (7) follow
from the assumption that the relevant head is not
A but § (and the semantics of DECL). Ergo, the
the

semantics of sa in a fairly straightforward

present account explains syntax and

fashion.

5. Conclusion

In this paper, we showed that yo, ne and sa
pertain to a particular discourse agent’s
(dis)commitment. The specific discourse effects
of the SFPs are explained in terms of the force
modifiers + and +, and the S- and 4-heads to be

Merged in the topmost position in the syntactic



tree to feed a certain DP to the relevant semantic
computation.

Many issues are left untouched in this short
paper. For instance, ultimate discourse functions
of the SFPs should be derived by the
combination of the particles and the intonational
tunings associated with them (see especially
McCready and Davis (2020)). In addition, the
SFPs can also be used in other clause types than
declarative, such as imperative and interrogative.
These issues have to be addressed in future

research.

* This work is supported by JSPS KAKENHI:
Grant Number 20J20039.
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(An Analysis of the Coercion by Semantic
Head Incorporation and Type Identification)
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EEBWA, 5 A TRE

1. IZUHIZ
HAGEDINP O NPEZ LA 40D 5 6
(OIZZET D4 A3 R B2 W EER . Bkm

MET % FF-O(Hiraiwa (2011, 2012), —5(2011),

il (2022)), LAF. &ff (2022)I272 50
Z b Z [AKS B k&4 Al ) (Appositive Genitive
Noun Phrase, AGNP) & F-55,

(Ha.Tyx¥YD LH¥AX
b. FHO KK
c. XY OHIH
d. iPhone @ 256GB
e. FLUIFOfEHH A

AR TIE AGNP IZBISB SN D ERZ A 7D
B & Wb b aE ] Bl 4 (coercion)
(Pustejovsky  (1995), Jackendoff (1997),
Audring & Booij (2016)))D>—HHFlThH 5 &
FTIEL., @6 (2022) THRZE L7- AGNP Ofif
WMAD =L THDHEWRNFEELRA
(Semantic Head Incorporation)33 X OV A [
7E(Type Identification) % & W — )7 5585
HIEAE & U CTALIE DT ST~k Al
etz R~
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2. AGNP D4E
2. 1. NEHEE
F9°. AGNP (ZQ)D &L 5 KB AFHFIT &
DB —RIZG)DNEEE Z RO S RET D,

Q) [ne [ne1 =27 BD[NT ¥ V]D[np2 L W
A XD~ 78]
(3) [np NP-D-NP»]

2.2. MEHEEE L BRMNEETROTNH
AGNP Db o & S RHEA R MEE OO & Dl
ftth O[NP -D-NP,JEA G ) & 72 0 2R
DNPIZKRDHZ EThHD, ZNE T REMLE
U CIElF S mi O F8 AT 28 NP, Tl 72 < NPy
IZE > TUTOND E W) FERET LND,
AT D 1D | ZEtesiGilt(4a) . AGNP(4b, c)
& xRt S Tz,

4)a. KEORZ 21ft/*2 AMEY 7=,
b.T ¥ VD L A X% 2K/*2HE

-7,
c. AL D L YA X% 2H/* 2K E -
7.

ELITITAEROZRBMHEIZBE LT, (53, bR
TEIICNP,ZEME UNP, 72 L CH XA
RORBE I BE 5 2 700 —J7 T, ZDif
EXDOEREZ T 5, 2D LB NPy
DI N FEHIMEEEZ DL F R D,

B)a. ZOT v (ODLYAX) FETH
BN T,
b. 22D L YA XTETHENST,
(=G 2022:37)

2.3. [RERB#A 4A) & ERIREIE ST

Hiraiwa (2011, 2012), =5(2011) & 23454
35 X 912, AGNP O NP, & NP, |1/ rJHE
ThHY ., AFMREOETMIIED LR,
AGNP [ZXIG 5 Z D X 95 a4 5040)(6) %



B Q022) iz 2 b WIRE B K 4 & A
(Restrictive Genitive Noun Phrase, RGNP) &

®)a. LV A ADT ¥
b. KEEDH:
c. o~
d. 256GB @ iPhone
e. HEHAEADFLEYF

Hiraiwa (2012, 2013)/Z AGNP & RGNP D [A]
M DA FARNE OEEIC L > TREN
LHETE ZIRET 2FBIAEE ST 2 R T 5,

7 [ LAY -OIRF]2[RFD][#4 L A
v -olel

L2l @i 2022)Tim Uiz k oz, (DD
@%ﬂm_%%@zmmP%ﬁiﬁéki@
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(8a CONIBERENRKE LS TR D720, FEIAE]
SHTIC & o TIBENZ X T 2 50D 5%
#% T D0 B DWITIREZD AGNP (2
BRI EORIF AR S I 2 215720,

(8) a. BII[ATF— L HOH)EAfE > TV 5,
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a’. MBI A TF— L E A - TV D,

(AGNP)
._nmﬁﬁﬁ@%%K¢0t74/
. (RGNP)

i”;ﬂﬁﬁﬁ@%%ﬂf@ot?%
72, (AGNP)

c. FBRHIZ D oD [IUBBED L)% E] -
TL%X->7, (RGNP)

¢’ HMERTUZ 9 20 LD ILABE] % E
~>TCL% 7, (AGNP)

S BHIZIKO). (10075, AGNP RO FRE
Z FIFAHDIL NP, NP, EH 5 HFDRKIC
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0D MDD,
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FCIECNOF=Y =
aawiouﬁéo

WEEAEE L ox i

(1) ZDJE T[T > % Y 1D [wp[L
A XD[n 2/ H D,/ Pro]]]i’ L < 78
no,

(12) [entity T-SHIRTS o ]2 [Entity [Property
LARGE-SIZED] N [gaity THING(S).1]
ZZT ‘ADB’ T BT A OERSY E K
JJ. ‘ANB’ 1% TA 13 B Z[REERd
5] EEREND,

(13)
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. PI/I\NPZ
———
A NP N
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7 »
I

/ \ Pro
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i AY
F \
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¥ ~

(outiy FSHIRTS,] D (it [propery LARGE-SIZED] M iy THING(S)o]]

—J7. (1) &1 E5 72 v @45 Pro & {fb
720y AGNP @ NPy (ZIZE WA 3= 2R A
IZ X 5T Entity D¥ A 7% ORI
# THING(S)DS A S b, ZHUZkv b &
& L EBR X A 7 Property CTdh > 72 NP, D3
R B3N EBIT D TL A X 13T
72 IZHR A & XU72 THING(S) & [REEATBIFR %
FEON, NP, 21K Entity D& A FICE# SR
b, ZNEEEE LIZON(14)Th 5,

(14)

‘
¥ N
[EutityT’SHlRTSm] ) [Enﬂry[PropmyLARGE'SlZED] n [EmuyTHING(S)m]]

Z 2 C23HiD % T L7 AGNPIZER
TAREIHKNZONWTEZ DL, RA MR D
DIE(8)-(10)> AGNP DEFRBEIIIEH D13,
INEADD X D 74T Pro 19 B
THERBARRIZRDL LN Z L THD,

(15) a. BIIHNDOAF—LBD (D) ZfF-

TW5,

b. ZHUFEEOBEED (o) TIE
STUA T,

c. MEHFIZO 5D MOILERED (R

D) HEloTLE-T,

d. XA DA F IAHRD (D) %
RAT,

e. =X —DHTITHD (D) &

Hol,

(13), (14)T/RL7=L D12 AGNP H(15D4
AL 2L A UMRN G2 55720, iti#H
DAL 72 EIRF RIS & DT AGNP 72
FERRBARAIET DI LT TERY, WO
ME— DIV MTE PRI EER ALY AGNP (2
POEAT2Z2ETHY, ThPICE

[ - RRER A 2R AR ME SRR I X B R Y T SR A
DEAZTOLDIRESND EEZSDH %
e, TOBRIZESWTERB (2022)1%
u@@*@%ﬁmféo:MKomem%
TEHIZEm L

(16) B RRY = Hm A 18 H S
& D NP ~OE B EIRADTF S
HDIE, ZA TFRIETED NP OHEATE
L7 D NP OFRH A 7 NEEC— R
Weln &SRB ORI EES W TR RE
THLA A SR TE AR T bNnD
HIZR BN D, G (2022:27)

4. Wl & L COERMEELTRA
Vb, EfE (2022)IC & D5 AGNP O453HT %
WL L CX 728, 2 2063 ZF 04 Tl



[ 72 2% 8 2 Fe e TR EEHR AL L O
ZIUATRET B # A FEIED AGNP DOFER
DH72 BT NHOEFEICIS BlE S 5 5)
FIHSREHR D Z L DTE DIEFIC KA
SHEMECTHLZ L Ewm LTV,

AGNP (Z31F 5 B R £ B AT — %
FINZAT R TEROET 2 47257,

(17) [Property X]:>[Entity [Propeny X] N [Emity Y]]

ZD XD IR EWRERIZA8)D LD FEEL
ACH RS,

(18) The ham sandwich over there in the corner

wants some more coffee.

NNV AFNTUDOEBICEDHFFETH D
& 9% & the ham sandwich over there |3/ 5
MZENZEXLTEZEOZ L THY FL
Entity TiddH % H D@ THING 7>5 PERSON
SOBEREBPAELC TND, 20X H 72 EK
ZEHx T X% A 7l | (type coercion)
(Jackendoff 1997: 58), F7-i% LRI X 55®
il | (coercion by enrichment)(Audring & Booij
2016) & IMIEHRL 5 FHIBLSR (coercion) T 5.,
(18)THL Z 2 & A 7 Hlfil TS (19)D K 5 I
RKILTE, ZIUTERMFEZERANT)Z /3
TV ARLTZQRODERERL L E2 D,
WCEWZICEH &b & O G EEMAE R
HNZBERRERIC BT ShTnd Z i
HETH D,

(19) [Enity THING o 1= [Eniey PERSON
CONTEXTUALLY ASSOCIATED WITH
THING., ]

(20) [property X]=>[ntiy THING WHICH HAS
THE PROPERTY OF X]

WA MR 3= 2 AR N i FH 45 (16) 12 B
ZET %, Z AU Nunberg (1995: 114) 234&

RT HEHNZ 5B X (noteworthiness)
DHFENFIFNC DB ETHDH LB X D, 2
Tebb, (18)DH A TH&HINFF ST, (21)
IZBWTIHFSNARVDIE, VA BT U
BICE > TEEZFET 5 OIZEMIZIER
T HDITHFEINCHRTH D0, FOHNIE
WEEEH TAREFMTITR VNS TH D,

(21) #The blonde lady over there in the corner

wants a hamburger. (i.e. the man with the
blonde lady) (Jackendoff 1997: 57)

—J5. (16)DZAET NP, 23 NP, DER X A 7
ZHRED ALY A N30T D Ed, kRO
EZAH NPy OFND ML A 7B U7
<T 25X NPy OIERTREEH%E NP,
DIRETHZEEROTVDELERD, T
b, (82'=22a) DL, BEHLOFH
IZHIBRIZ 72 < L RATF— B L 5 PEE LD
TRLA A T DOHRNL —DEBONHT DI
HEHTREMEE LTV 220 &0 9 BLH )
LThb, &L ZANFEIED LS k% 5
X CAF—NHTH D Z L PHLEARED
TALE A T T D RMEIZR D X 912T 5
ERBEIT RN D, 3

(22) a. 22BIEHLO AT — LB 2 M > TN D,
b. (REJET) AHLDO A F— LTI
MEWVDOIEH Y 30?2

> T, (16)DRMMN X A T OFEZE X D
REIIHIR NG 7+ —F 25 2 L 2B E %
% & AGNP [Z81T 2 BRI FEEE R A & &
A TREN AT D Z EITIERS R H
HEWRD,

AGNP ZHRHIBR L HDH 9O E DO
HE, SR DL Z 0 07 DEEFERY ZR2E A
AGNP IZH R oNDZ ETHD, saiiliL(18)
D XD NZRIZHES Z % DT (on the spot)
THING 75 PERSON ~O % A 7 il 23



ZBHHDN 5, “She drives a Honda.” IZH. &
D AL A 7@l (subtype coercion;
Pustejovsky 1995: 113) @ X 9 (ZFEREAEH &
L T Qualia IZFFE SN 7o BHEHRICED
WTHREI AR Z 56 D, % L T the rich
(=[Enity PEOPLE] WHO ARE RICH]). go for a
drink (=[eniy ALCOHOLE] FOR DRINKING)
D &5z EHERBYE SIS T SRR
WAEL D DOFE TEBNRIENDED D,
[ AGNP I2BW T L 1 X [K
B Tl o X5 ICNTERIIC B R 255
A ZZ TR T 0, T b bl 2507
WHEEEZ B OB DL (22b)D [AF— L
D K HIZE DY TR D RIZEES N T —
RF 7258 22 P 2 b o L2 bivd,

5. ORI~ DI

INFETM U TE L DIT, BRI
A& 2 A TREDN AGNP % 5 Lenfifi| Bl
AT D RN RERBIETH D LT
&L ENDLBEOMOENT A BWH =4
L2 MR SNDN, ED XD & L
FTTHTWNL,

% 77(23)® Qualitative Binominal Noun Phrase
(Ike-uchi 1986, Aarts 1998, Dikken 2006)(Z3F5
WA & A THREIRNE LT TN D LB
26N 5, BlZIE, (23a)DERFRIZQ24)D
£ 91272 A 5, 7ok, T=1 1% A —P9f%(identical
relation) xR & 795,

(23) a. the angel of a girl
b. this jewel of an island
(24) [[PERSON,LIKE AN ANGELJ=[GIRL.]]

QA TRT L DIT, 4FAA] angel [ ZIXERM
T AIC L > TPERSON 3 b 72 5 &,
H & EEEITH - 7= angel [ TEAFH~ &
BTFEns \ZH A FREDEH L
PERSON O EMZ A4 71X GIRL TH D Z &M
PE D AFAAIERILan angelic girl’ DFER

- -
0 = —
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ERDENTH LN TE D,

KIZ Ass Camouflage Construction (Collins,
Moody and Postal 2008)% B ¥ EiF %, (25)D
5h 5 O A 58 44 A A1) 13 ‘she, who is a stupid
person’ & IR XI5 A3, T 2 CILEEMAy 72 &
A THRHDBZE L TND EBEZBND, (26)IC
VAR DO BRI ZRT, 2 2 TIEER
i 3 B R AZ K > C PERSON AV A&
TWD2, T ass’ 2 B DIERIC L - THX
#xivd, I BHIZZO PERSON 234 Fl)fE
FEFROD HER & & A TRIEC &V FE7R=M 03K
ESH, LBOfERPELN D,

(25) They done arrested her stupid ass.
(26) [HER . [[STUPID] N [PERSON.11]

7235, Ass Camouflage Construction | X HUEIZ
B L Tty 72 FEER TIER < FREH 2R
IS DFEATF & LTES LW D R & %
2, ZAUE PERSON D A & % A FEIEIC
X o THFAAHEEED his O RN 2 EEH
ass DX A 7 PERSON (ZFFHIAEN D728,
E LT TH D,

(27) a. His ass done messed himself up.
b. *His ass done messed itself up.
(Collins, Moody and Postal 2008: 39)

%5 3 |2 Huddleston and Pullum (2002: 410-)
73 Fused-head Construction & FES(28)D & 9
REBREZRY BT D,

(28) a. He ignored the most important of her
criticisms. (Huddleston and Pullum

2002: 332)

Colton Pointz, Brayden Reites and

Michael Joyce were not the likeliest of

guys to come together.

(https://www.bub-city.com/live-music/b

ack-country-roads-band-7-14-22/)



<accessed 15/9/2022>

(28b) D the likeliest of guys to come together C

I 4 #iCHEHE L 7= the rich (23315 2 Hili & [A]
U< & A Tl 3725 A 2R A
(2 & o> T Entity X DNEAILDHN, Z O
R A2 OE, R X A FRENEH L.
X OERNEDMIINFEAD of guys 2B H72H
SNHZETHDH, (> T the likeliest | % ‘the
guys who are likeliest to...” & iR X5,

(29) [properry LIKELIEST] = [entiTy[PROPERTY
LIKELIEST] N [extity Xoi] < [enmiTy
GUYS.]]

(ZEELER 3 4 3C (B2 H
(ZHZRT 5,

2011, Keizer
2007)

(30) Two bottles of wine were fermenting.
(31) [[THING, IN TWO BOTTLES]=[WINE,]]

(30) CIL CONTAINER 7% CONTENT ~OD

Pangit) # A 7R A A U TN D EEZ B,

b BWRA R AIC X % THING OE
ANE B A TRIEIC L > TOYDOERZ 155
B D—E 5 two bottles of wine DFLFEN T
FHEIT bottles THDH Z &35, HiFd
ferment DIRIHIPR > & B BRAY FZE X &
T wine Th 5, (31D EMRF/RITERF
ZHH THING O A WINE Th 5 Z & &R
LTy, ZOREREREHHATE D, °
i 1412 45 H (2008) A3 B Al 1) [ 4% 1% SC
(Evaluative Appositive Construction) & FE.52(32)
DREZIY BT 5, 22 THEKIFEEL
AL E > T "] &uv5 Property 23
FOOLISH-PERSON & ™9 Entity (ZZ5H2 S
5EZEZTHIVD, ZOWIITEHNDEY
FEITEEEO Y TRWN D Entity OfERN G-
ZAOLNTWHAREELH D, LrL, T
(ZLTh, A FREIEIZL S PERSON DK
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EITLETH D,

(32) KERDAHREV=F 5% L,
(33) [[enity TARO, [=[emicy FOOLISH-
PERSON]. ]

6. fEam

AGNP %X U® & L CERBICITMMHI TG &
LTCELEDHDDHIEDTE DERA BRI E
EHORMANBLEIND, KR TILEE
(2022) T AGNP Z IR 2 72 6D O B R A
ELTRELZEERDEERREAL LOZ
AUSHHRES 2 &% A T [REN 246 O IR

BRI LG & — MR ] 2 2 B R R 7R SRR
AH=ALE L TANBOSFEMEO I
BT b AeEEEZ R LT,

pas
CEMR Y A T L ESOIT Entity
Property, THING, PERSON, T-SHRIT 7% &
THy, A4 TREICEK > TH 2 X
THING=T-SHIRT O & 9 [ZHIFH DX A 7D E
R BRNE RN IRE D, F-5HTHD &
N H A TIREN A 7 O BRSO BIFR
ZH1E6TELHD, (26). 33)EBH,
2 IEMEIZ X Nunberg (199523283 2% DI
‘predicate transfer’ & FESIR I %F 9~ 5 B
BHETH5H, L)L, Z Z Tid Nunberg (1995)
DOl A 2 A T AN HLE L Tim C 5,
S I~H) LS AFIAIA NP,y & 72 % AGNP
ELTUIIRD K 9 BRI RO D,
(a. [ZV—7 4 r— A0 TETTH
X 2 (https://mens-modern.jp/7617)
<accessed 3/9/2021>
b. WHOWLHT LEDT VIO T
VN O C b (i I 20kg 2T L
[+ ](https://realestate.yahoo.co.jp/knowl
edge/chiebukuro/detail/1466487689/)
<accessed 3/9/2021>
AUTAARGETH IR < J TRV

1 = =
—_— -



DEIRFHIZALND,

YT L. Bo—BUTE LT A TR TTIE
RIREAA U %, Nunberg (1995)235 &4 25 X
INTH A THRENC K > CTE)DFEIR 215 2 (1)
O EFEA F AR EE ) E B TR < Bk
) FEER K L TR DO =B AT 5,

(1) That (*those) french fries is (*are) getting
(Nunberg 1995: 120)
[THAT [PERSON WHO ORDERED
FRENCH FRIES]]

(iii)

impatient.

(i)

Det VP

that
getting impatient

PERSON WHO ORDERED Xa

I THERBNERELBRA L XA TRED
WAL, ()DL D REREKTRN/HTLND &
SIFTRRETIE D 273, B L L Z D ¥
A TERE]TE O —BUTHFER EEEH 3B b
DHNEIMDTEVDRD D Z LI ENOF
HRMETH D, ZOMBEIZE L TES5#% 0
ME LT D,

=T
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1. Introduction

In this paper, we will propose a new analysis
of modal syntax and its interaction with
Post-Auxiliary Ellipsis (hereafter, PAE).

There are two well-known observations made
in the literature on modality and modally licensed
PAE in English. One observation is that PAE
licensed by a modal is permitted only when it has
a root interpretation (Asakawa and Kamata
(1986); McDowell (1987); Imanishi and Asano
(1990); Drubig (2001); Gergel (2003, 2007,
2009); Aelbrecht and Harwood (2019), among

others). This observation is illustrated in (1-3).
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(1) a. John must wash his car every day, and

Peter must, too. (root; *epistemic)

b. John doesn’t obey his mother, but he
must his father. (root; *epistemic)

c. Sam must know more syntax than Max
must phonology. (root; *epistemic)

(McDowell (1987:230—-234))

(2) a.* John must be eating already, and Bill
must, too.
b. John must be a good boy, and Bill must,
too. (root; *epistemic)
(Asakawa and Kamata (1986:187, 188))
(3) a.* John must be tall, and Bill must, too.

b. Peter must be polite to his parents, and
you must, too. (root; *epistemic)
(Imanishi and Asano (1990:348, 349))

The other observation is that the root

interpretation constraint above applies for
necessity, but not possibility, modals (Gergel
(2003, 2007, 2009); Aeclbrecht and Harwood

(2019)), as shown by the examples in (4—6).

(4) a* Mary must have fallen from the old
ladder, and Peter must, too. (necessity)

b. Mary may have fallen from the older
ladder, and Peter may, too. (possibility)

(Gergel (2007:176))

(5) a.* Mary must be a successful student, and
they say Frances must, too. (necessity)

b. Mary may be a successful student, and
they say Frances may, too. (possibility)

(Gergel (2007:176))

(6)* Although Mike shouldn’t have eaten, Betsy

should. (epistemic) (Sag (1976:28))
2. Epistemic Necessity Modals License PAE.

Our point of departure in this paper is that the

second observation is not entirely adequate.

Contrary to Gergel (2003, 2007, 2009), there are



grammatical cases of PAE licensed by epistemic
necessity modals (see also Huddleston and
Pullum (2002) and Aelbrehct and Harwood
(2019)). Consider examples in (7—11).

(7) A sick feeling coiled in my stomach as |
concluded that he already knew about me.
— He must.
(Aelbrecht and Harwood (2019:508))
(8) “There must be something wrong with
you,” Donald said, “So there must.”
(Aelbrehct and Harwood (2019:49)
(9) A: They must have made a mistake.
B: Yes, they must.
(Huddleston and Pullum (2002:1520))
(10) A: Does Fred think that Busan is the capital
of South Korea?
B: Yes, he must. After all, that’s what he
wrote on his geography quiz.
(Michael Barrie (p.c.))
(11) A: Do you think Mary will be angry, given
that I just broke her favorite mug?

B: She must. (Mike Barrie (p.c.))

In all these examples, the modal auxiliary must is
used as an epistemic necessity modal, but

nonetheless the resulting PAE is grammatical.

3. Cartography of Modal Syntax and Modally
Licensed PAE

Our analysis of the facts noted in the
previous sections is built on Cinque’s (1999)
modal hierarchy, particularly, his finding that
epistemic modals are located higher than tenses,
which are, in turn, located higher than root

modals, as schematically represented in (12).

(12) cen |M0dnece55ity > Modp()ssibi]ityl N Tel’lse N

|M0dvolitional > MOdobligation > MOdability/permissionl
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This

cross-linguistic

hierarchy is supported by many

observations (see Pampell
(1975), Brennan (1993), Butler (2003) and
Gergel (2009), among others). We mention two
such cases here for reasons of space. Firstly,

consider examples in (13a, b) from Una.

(13)a. Er  bin-kwan-de-darib.
she go-FUT-3SG-PROBABILITIVE
‘She might go.’
b. Ni buk-ti-nyi.

I Sit-ABIL-PRES
‘I can sit.”
(Una: (13a, b) from Louwerse (1988),
as cited in Cinque (1999:55))

In (13a), the epistemic modal affix occurs
further to the verb stem than the future tense
morpheme whereas in (13b), the root modal
affix is attached to the verb stem before the
present tense morpheme. Given Baker’s (1988)
Mirror Principle, these morpheme orderings
support the relative hierarchy of epistemic and
root modals indicated in (12). Secondly, in those
dialects that permit double modal constructions,
as shown in (14), the first modal must be
interpreted as an epistemic modal whereas the
second one must be interpreted as a root modal.
This interpretive restriction thus further supports
the modal hierarchy in (12).

(14) You might could broad jump the Grand
Canyon, and John might cold, too.
(Pampell (1975), as cited in Drubig (2001:39))

We propose that root modals, epistemic
possibility modals, and epistemic necessity

modals are associated with the syntactic
derivations shown in (15), (16), and (17),

respectively.



(15) The syntax of root modals
[tp Subj ...T... [voicer Sub} [voice VoOicCE
[oarr Mod)| Frs3-0b3] 111}
(16) The syntax of epistemic possibility modals
[Fp Subj [Modzr Mod: [1p Stibi ... T .. .[oicer Stibj
“

[voice' VOICE [od1p Ervev-obit 111111

(17) The syntax of epistemic necessity modals

[Fp Subj [Modzp [tp Stbi ... T. . .[voicer St}
[Voice' VoicE [rp3==M-0bf]  ]]11]

We suggest that root modals such as must, may
and can start their lives in the Mod; head position
and license the ellipsis of its vP complement. This
derivation correctly predicts the grammaticality
of examples such as (1), (2b) and (3b). As for
epistemic possibility modals such as may/might
and can/could, we argue that they are also
base-generated in the Mod; head, licensing its vP
complement to elide, but they undergo additional
successive-cyclic movement to the higher Mod,
position responsible for epistemic force. This
analysis accounts for examples such as (4b) and
(5b). Finally, we propose that epistemic necessity
modals such as must and should are directly
base-generated in the Mod, head position and this
time license their sister TP complement to
undergo ellipsis. Since the ellipsis size of the
MCE licensed by this type of modal is TP,
examples such as (1), (2a), (3a), (4a), (5a) and (6)
are correctly excluded on the ground that the
TP-internal materials in the elided clause are not
identical to those in the antecedent clause,
following a standard version of the identity
condition on TP-ellipsis such as the mutual
identity condition of Merchant (2001).

Now, what about the contrast between these
ungrammatical examples, on one hand, and the

grammatical examples in (7—11), on the other?
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Note a critical difference between the two types of
examples: in all the grammatical examples,
clause,

their

the

TP-internal materials in the ellipsis

including subjects, are identical to

structure-matching  correspondents  in
antecedent clause. Here, we attempt to capture this
identity requirement on the antecedent-elliptical
clause pair in terms of the notion of parallelism
domain adapted from Takahashi and Fox (2005).
To illustrate how this notion works, consider the
following representation of an antecedent-elliptical
clause pair, which Takahashi and Fox call a
re-binding configuration, where variables are free
inside both the antecedent clause (AC) and
elliptical clause (EC) which are bound by some

focus-marked expressions outside these clauses.

(18) Re-binding and Parallelism Domain
Antecedent: [zp... XPx...[... [ac...X...] ]]

[wp...YPx...[... <gc...y...> ]

(adopted from Takahashi and Fox (2005:228))

Ellipsis:

WP, where the variable y is bound by YP outside
the elliptical clause, bears a parallel structural
relationship with ZP, where the variable x is
similarly bound by XP, also outside the presumed
antecedent clause. For this reason, ZP and WP
form parallelism domains and are identical,
modulo focus-marked materials. Following Rooth
(1992), Fiengo and May (1994) and Takahashi
and Fox (2005), we assume that it is this sense of
structural parallelism that licenses the EC shown
in (18). We further assume that identical variable
names cannot be assigned to variables bound by
distinct binders (Sag (1976); Heim (1997)) in a

parallelism domain, as stated in (19).

(19) No Meaningless Coindexation
If an LF contains an occurrence of a

variable v that is bound by a node a, then all



occurrences of v in this LF must be bound
by the same node o. (Heim (1997:202))

Given this parallelism theory of ellipsis
licensing, let us see how it accounts for the
ungrammaticality of PAE in (la) under the
A

representation of the relevant parts of the

epistemic reading of must. schematic

antecedent and elliptical clauses is shown in (20).

(20) * John must wash his car every day, and

Peter must, too. (root; *epistemic) (=(1a))

Antecedent: [zp...John;...[ac...s1 wash
his car]...] ]
Ellipsis: [we...Peter...<gc...t, wash

his car...> ]

We claim that this representation does not meet
the identity requirement on ellipsis because ZP
and WP, parallelism domains, have two different
subjects/binders binding two different variables.
This way, the notion of structural parallelism
derives the ‘same subject requirement’ imposed
on PAE of epistemic necessity modals, for it
requires TP-level semantic identity between the

antecedent-elliptical clause pair. '

4. New Empirical and Typological Predictions

In this section, we wish to explore two
consequences of our proposed analysis of modal
syntax and its relation with PAE. One
consequence is concerned with the availability
of voice mismatches under PAE; the other
consequence is related to non-trivial similarities
between English PAE and Modal Complement
Ellipsis (MCE) in Romance languages.

Let us explore the first consequence above
regarding voice mismatch by reviewing our
analysis developed thus far. Table 1 sums up our

main proposals developed thus far in this paper.

Table 1: Root-Epistemic Asymmetries
and vP vs. TP-Ellipsis

Root | Epistemic | Epistemic
possibility | necessity
Modal syntax | (15) (16) (17)
Ellipsis size vP vP TP
Different subj | ¢/(1a) v/ (4b) *(4a)
Voice Should | Should be | Should NOT
mismatch? be OK | OK be OK
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Note that in (15) and (16), the Voice head
responsible for voice specifications are external to
the ellipsis site, unlike in (17), the relevant head is
contained within the ellipsis site. Let us assume
Merchant’s (2008, 2013)

mismatches according to which VP-ellipsis, not

theory of voice

pseudogapping, allows voice mismatches because
only in the derivation of the former case, the
Voice head endowed with the feature determining
the voice morphology of the sentence is external
to the ellipsis site. Given this theory, our analysis
makes the prediction highlighted in grey in Table
1, namely, that PAE cases licensed by root and
epistemic possibility modals should, but those
cases licensed by epistemic necessity modals
should not, accept voice mismatch. Examples in

(21-22) show that this prediction is borne out.

(21) a. Please

phrased better than I could, below, as we

read the message carefully,
look for new respondents for a workshop
with Professor Michael Fishbane. [root]
b. This information should not be released
to the media by anyone, but Trump’s
enemies might. [epistemic possibility]
((21a) from Merchant (2013:80);
(21b) from Si Kai Lee (p.c.))




(22) a.* This information should not have been
released to the media, but Trump’s
enemies must. [epistemic necessity|

b.*The beloved

outperformed his hated rivals as their

champion must have
recent lackluster performances suggest
they should. [epistemic necessity ]

(Si Kai Lee (p.c.))

The other consequence of our proposed
analysis of modal syntax is that it opens a new
of

commonalities

avenue research  into  investigating
between English PAE and
so-called Modal Complement Ellipsis (MCE) in
Romance (Dagnac 2010; see also Aelbrecht
(2010) for examples of Dutch MCE and their
analysis in terms of derivational ellipsis).
Dagnac makes a couple of observations highly
reminiscent of the major properties of PAE we
have pointed out above. Firstly, French, Italian
and Spanish, all known to be non-VP-ellipsis
languages, somehow allow ellipsis only after
root modals, as shown in (23). This is quite
similar to what we have seen in the English PAE
cases licensed by root modals with the different

subject as illustrated in (1), (2b) and (3b).

(23) Tom apu voir Lee, mais Maire
Tom  can.PST see Lee but Mary
n’a  pas pu. [root modal]

NEG can.PST
‘Tom could see Lee, but Mary couldn’t.’
(Dagnac (2010:158))

Secondly, MCE prohibits voice mismatch, as
shown in (24) and (25), which Dagac takes to
show that its derivation involves TP-ellipsis in
the same way we have argued that PAE involves
TP-ellipsis under epistemic necessity modals on

the basis of the impossibility of voice mismatch
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in those contexts.

(24)*11 faut remplacer 1’ampoule, de
it needs replace the.bulb  of
I’escalier, mais elle ne peut pas
the.staircase but it NEG can NEG
—elle est coincée.
it is  jammed

‘Someone should replace the bulb in the
staircase, but it can’t. — It’s jammed.’
(Dagnac (2010:165))
(25)*Ce probleme aurait di étre résolu,
this problem must.be.PST-COND solved
mais visiblement

but

personne n’a pu.
obviously  nobody NEG can.PST
“This problem should have been solved,
but obviously nobody could.’

(Dagnac (2010:165))

5. Conclusion

In this paper, we have argued that the actual
size of modally licensed PAE, vP-ellipsis or
TP-ellipsis, depends on modal force. If this
analysis is tenable, then our new finding
challenges the common wisdom that English has
TP-ellipsis only under sluicing and fragments. We
have further indicated that our analysis allows us
to find initially unexpected commonalities
between certain cases of PAE in English and
MCE in Romance languages. The overall results
of our paper show that the observed interaction
between modality and ellipsis cannot be captured
by simple semantic dichotomies like root vs.
epistemic or necessity vs. possibility. Instead, it
be

fine-grained cartographic structures underlying

must approached with care through
these distinctions along the lines of Cinque’s
(1999) cartographic theory of modal syntax and

their resulting size differences in ellipsis.
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NOTES
' We are aware of two problems with this
analysis. Firstly, our analysis implies that subjects
must be obligatorily reconstructed into an
identity-calculation domain, unlike objects, for
the grammaticality of (1b, c) indicates that the
antecedent and elliptical clauses do not need to
share the same object for PAE to be obtained.
Given our analysis, we can only conjecture at this
stage of our research that subject reconstruction is
obligatory whereas object reconstruction is not
forced for some reason we do not understand. We
are currently working out a solution to this
problem based on von Fintel and Iatridou’s
(2003)

Secondly, the same subject requirement alluded to

Epistemic  Containment  Principle.
in the text does not hold for sluicing, another case
of TP-ellipsis (Merchant 2001), unlike those PAE
cases licensed by epistemic necessity modals (e.g.,

(7—11)), as witnessed by the grammaticality of (i).

(i) I know which professor; [tp # likes this
paper], but I don’t know which student, frpo-

hikesthispaper].

Thanks to Yusuke Yagi (p.c.) and Yuta Tatsumi
(p.c.) for helpful discussions on these problems
and suggestions based on von Fintel and
latridou (2003).
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B DL TN DAMBREIUTEIT 5
Pair-Merger Z3#7"
(Pair-Merger Analysis of Extraposition from DP
Construction in English)

SN

H A9
PESEEFRL K (Sangyo-lka University)

(Hiroyoshi Tanaka)

F—U—R: IR TTNTY XA,
Pair-Merger, 44576 OFVE, Hilk SR,
IH & AHhnga o xf kb

1. FRY 773 XA E Pair-Merger

G3HT

Chomsky (2013, 2015) Tli&, —~HDOHE
4:%) (syntactic object: SO) @ H H &
DAED N DR ICRE LT, & - &
(C-I) A ¥ —T = A ATORRDT=HIZ
Fip T _fF 507 032 XA (Labeling
Algorithm: LA) 2RI T\ 5, LA %,
I/IMEA (Minimal Search: MS) OHE& D ¢,
ETEHEE AT LIC)D X I ICREEND,

hal

N

=~ T

. L
=]
-
—

7
=
s

X
LIZ\

(1)a. SO = {H, XP} = MS (2 XLV EEHH
YL L% = [H{H, XP}]

b. SO = {XP, YP} = MS TT ULNRIE

T& 72 = [? {XP, YP}] (XP-YP RifH)

(1) D EFEEH L DOPFETIEMS IZH &S
TEEHN T 2B 0, (Ib)DA]E H
LOGFE T, B/MEED S & TT LAk
ECTERL< 5 (IXP-YP M), Z O
BRI CE D HRE LT, QITRT @b
DOAREENRE 2 HILD,
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(2)a. SO = {XP, YP} TXP N2 "—DHFA .
LAIZBWTCIHEH E 2D D TYP R
TV ERD = [YP{ xp, YPY]

b. SO = {XP, YP} T XP & YP 2N —EFM:
EIRET LA <FE PRI LR D
= [<F, F> {XPr;, YPr}]

(a)lTA4F R Wh HJOWNBIDFG RO P52
FOIEMED 3 B —(2x LT, Qb)ixEiE
& T EEEE O ¢ —B° wh BEfE & C &
FLEE DO Q —HTHM SN D,

L LG, GIUIRTRIFIESRED 7
JAFFIZOWTIZQR)D W D55 S
TET, MOBZNPMEL 2D,

(3) a. Bill was dancing while he was singing. =
SO = {vP, CP} =[? {vP, CP}]
b. John dropped the dishes with a crash. =
SO = {v*P, PP} = [? {v*P, PP}]

ZOMBEMRRT DITHT o TEEITRD
@D 7 Chomsky (2004) (ZF51F % Pair-Merger 47
FrThd, OITRTEIIT, THITERD
A0 (adjunction) (ZFHY L, FExige &%
0 Al 6 G ) YU I RE BRI 70 B4R % 5% T

ordered set /L HETH D L EE I NS,

(4) For SO = {a, B}, Pair-Merger (a descendant
of adjunction in earlier theories), as an
asymmetric merger operation, makes an
ordered set between merged elements <a, >.

(Chomsky (2004: 117-118))

4% ) L7=5787 53, Epstein, Kitahara and
Seely (EKS) (2016) TH 5, ZiULB) TR
LD K 9T, FERHE BN s B LB ER D YRAE
IZBNWT, 7 =A ZAEZEHO v & BF D
R(oot) EZH & D] THMH Pair-Merger 731
S, v IRAE BIERTRNICR Y 7 = A4 X
Rtk & 2k o 72 fE . R 284 %@had 0 7~



RHZ LI ESL Eorand,

(5) In “weak” verbal derivations, v* becomes

invisible (and thus is no longer the
phase-head) with the application of external
Pair-Merger of verbal R(oot) and phasal v*,

resulting in the label [R <R, v¥*>].

GCYDHTZECITIHT D &L (OIS D
& 91T CP-PP 23t E 7 A) 232 T Pair-Merger
D % Z T T fE R, EEND T L3
BEAMER IR D Eafrang, ZO%RA,
CP - PP [ YR LIEFHRAYIC 72 D,

(6) a. SO = {yP, CP} = [vP <P, CP>] ( = (3a))
b. SO = {*P, PP} = [v*P <v*P, PP>] (= (3b))

ZOXDITANFEHEZOHEIZE T H T
JAHIFIZ DU T, Pair-Merger 43 H7 2 06 H L
7255 =0 [XP-YP ] OfERIENE 2 Bl
Do ZHUXTNDEDITRESD, !

(7) SO = {XP, YP}ZE\WT, XP I D
%6 . Pair-Merger D HIZ > T LA I
BWTCIERMHEB & 725 DT YP BT ~L
E72% = [YP<YP, XP>]

WHITIE, (D& b L IZHEBOL TN O
S & (Extraposition from DP: ExDP) f# 3D
IRAE 2 53 HT L2 O SER R R A R 2,

N

e =
5‘%%

ExDP #3CI22oW\ T

LTI END LoD, A
Fé&LtPP%CP# SORNZIELS
liEpsyEn]l ﬁAéhéEﬂm&ﬁiﬂétﬁﬁ
BERBDHER S LD,

~H*4

)
-
—

(8) a. [A review _

article.

] came out yesterday of this

b. John read [a paper ] over the summer of
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Chomsky’s.
ExDP %, (8a)D L 9 IZFFEN (ExSubj) 75
B, (Bb)D X D IZHMIFEN (ExObj) 75 b

FHATRE T HAEOREE M OBLE D HIMEEE R
(Ex(traposed element)) 73 IN## & & Ak 7
L EMET DR —KAITH S (cf. Ross
(1986). Rochemont and Culicover (1990), H 5
(1995)) . ZAULBUCRICAERK S U5 Ex 1$5EIE
W BEAL T AL & 2 4450 4] & B Al AR 23
TERL % DHFHE) T d %, Tanaka (2009:
183) I, WM& OEMIBIERIZBE 3 % SUERIFE
WX QD CIA v F—T A AFEMHDE &
TEHIND LREL,

(9) The modification interpretation is formed

within a single transferred domain.

() TiX, [Al—3CH CIERfE R & g 2R

DHEAL AL B B D D0 b IEARBIR % T Ak
f%éio@%% BT, 24D D]
DI 72BN C-1 A v X —T = A A
ETCHFEESND LW I HTHRDO S & T, ExDP
WS 5 Ex & 4mm BRI, [
— DELEFHIK D b & TIRE SN D ERE S
NTns, ZOZEnD, BEx OPFAALEE
BRI L > THRESND Z L2 D,

Z 2T, LA OMHAAIZIIT D HREFEIKIC
DONTELET D, CP 7 = A XEIE C 1
EOMEALE D<o, ¢>T L (1ERD TP)
DSRIEFEBIC 72 Do —J7 VP 7 = A RHEIIE
@ﬁ@f{zgﬁﬁwz%%;m%
Pair-Merger D ] 22T 72D H v/ TN
VIR RACHEMEMA I o FMENIRAE B
AN RS TR BTSN T =4 X
FEEO R O3 & — OB A sk Ik
72 LEESN TN D,

ZHUTHR LT AR IR0 R Rk fE

WICEAT A MEEIT O,



(10) a. CP #H15 : C ORI CTh DH<¢, 9>T ~IL
(B TP) FEIKN LS D
b. v*P FEIE O T B D<o, ¢>T %
v (JEkD RP) fEIEAHRE S D

CP FEIIZ DUV TIE LA OFI & [RIRRIZ
C DAERTdH D<@, o>7 ~ILFHIK IV R L S
5 EET D, — I vP IOV T, R
D v ~D N Pair-Merger O I L D v*
TiI7e< R MWIERHMICR D LBET 5,
Z DWW Pair-Merger (X, R HE D7 IV
—HZWRET HIOICHEHHASNLBIETH D,
F72(7) T LTz & 912, Pair-Merger #F 1 3
FFEEFEOWNT D HEERIIZIE LRI
2% EMESNDDT v TIEZRL R

AT D — 05 v AR T = 4 A%
HZ2 5 L0 BEITFGRICHETIZ RN,

Z DOFER VFORIRESE Th H<p, 0> T IV
(TEREEFR T D RP) SEIMAE AL 72 5,
ZOX D BREEEEBICEAT A EES . 9)
DCIAE—=T A AFKMEDOE ETEx D
%A%%Aﬁﬁé ExSubj (281F 5 Ex I3E
FE &R CHAIEFEIR T D TP-edge ® L < I
vP-edge |ZF& S5, —J7 ExObj IZk1F 5
Ex (ZHAYEE L [A CHSEiHICdH 5 RP-edge
frElcpFasns, 3

WIZHVENEHA SN BRI XY
TIZHOWTHLET 5, Ex IZ1X Pair-Merger 73
HH S D DT, 2 DOIEFRH 72 A RS
X . ExSubj Tix< TPHWP, Ex>, ExObj Tl
<RP, Ex>& 9 ordered set WEHILD, FD
fEA, Ex 13IRAE RIEFTHAICR Y . PREE
D% (ExSubj (238175 TP & L < IX vP,
ExObj 28T 5 RP) 28, THEhDT~)L
2725, TERLIEZBONRA1)TH S,

(11) a. ExSubj = [TPAP < TP/P, Ex>]
b. ExObj = [RP <RP, Ex>]

U EDSHTICE L5 &0 (12) & (13)ITR
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9. ExSubj OEiGEAAIHIER & ExObj DEEELSy
ST 2 EME AR TE D, 4

] came in with blond hair,
]did [ e ] too.

(12) a. [A MAN _
and [a WOMAN _

b. [A MAN ] came in with blond hair,
and [a WOMAN ] did [,» e | with
BROWN hair.

(13) a. What John did was draw [a picture _ |
on the wall of his brother.

b.*What John did of his brother was draw

[a picture

(Culicover and Rochemont (1990: 30))

] on the wall.

(I2)IZ3 T, ExSubj TIiXHIBRS L7z vP 7
NIZHME PP NG EN TN THEEINL T
R ThEKERD, ZNHIT DT, H
B vP WNIZAMNE PP & F 4172 (12a) TIX
vP-edge |2, B £ AL TV 72U (12b) Tld TP-edge
2, FNENINE PP BOFAT D Lo TR
HOT, ZNHOEMEEZE LS TE S,
(13)1% ExObj (Z 8Ll 3CH3 0 S 4, )
SRS DAL IS AR S - T
H5, (132)D X 912 Ex NWESUEIZH D
AV TZ28, (13b)D X 912 Ex 28F DAL
EIZ 72 WIS IR & 72 D, AR Ol
FClE, ExObj I1Z81F % Ex OPFASeidEh
AJNTHdH H RP-edge &2 H DT, ZHLHDxf
EELIIEEZID I ENTE D,

DO X DIARGHTIE, ExSubj (2B D
Ex DNEhEAJNAMCAERE TE 5 DI L,

ExObj IZ81F % Ex A#EFAIHNICHIR 5
EWV D BRI FEEZEUNIHT 5 Z &
TE 5%,
3. o

3.1. Ex DFEFHRy e

HIHET THer L7z Pair-Merger 774 Tl&. Ex
DIURAE BIERIHNIC 72 D DT, ZONEN D
DEFZOIY H L, Ex HIEOE LR 5NHY



FEnNEH IV EN) TRIN L6 S
N5, ZOTROZEMIL, 14)EA5DFE
VNSV (N

(14) a. *Which book; did [a review ; ] come out
last week [of ;] ? (ExSubj)
(Wexler and Culicover (1980: 335))
b.*Who; did you show [a picture ; ] to
Martha [of ;]; ? (ExObj)
(Baltin (1984: 159))
(15) a. [That [a review _ | came out yesterday
of this article] is catastrophic.
b.*[That [a review _ ] came out yesterday |
is catastrophic of this article. (ExSubj)
(Ross (1986: 4))
c. It was believed [that John saw [a picture
_ ] in the newspaper of his brother] by
everyone.
d.*It was believed [that John saw [a picture
_ ] in the newspaper _ ] by everyone of
his brother. (ExObj)
(Rochemont (1992: 375))
(cf. What do you think [ _ that John eat  ]?)

(14)i%. ExSubj » ExObj &2, Ex N6 DEL
FOMOY M ULAEHTERNFERELZRLT
W5, ZTNHDOIEEMIT, £nENd Ex
AR Pair-Merger O FHIZ XV #EEEAIICIE
AIAEIZ 720 . FOWNMNZH D Wh Fj~D T
JEANTERLSRDLZENERNTHD &
ShrEhs,

TAZ(15)1E, Ex 2% ELfGe0l B 001 Hiise St 2 ik
ZTCHNIIPFEREA TERVWEEREZRLT
VW% ((15a-b)2y ExSubj, (15¢-d)7> ExObj @
FH)) ., TS ILEIBERHIRR & ’EXAL, Ross
(1986) % TlI A EMR OHIK  (Right Roof
Constraint) &9 | A7 F BB A Ol CTH
EESNTEEHREE 72, ZOHLIZHONWT
1%, Ex DEVIOIMEBRIEDBPE (152725
NZ(15¢)) T Pair-Merger O FHIZ L Y R
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FICIERTHRAIC 22 2 DT, (15b)°(15d)D K
DT NSy MIFEH IR E ST S
b, LoT, URIIZEBROEHKID X 5
A BEIE OFLE S AREITR D,

Z D X 5T ExDPHESIZ F1T 2 Hitw FLfil R
OFEFITHEUNCHHATE 20, FED A AN
— B 2 B Wh BENC O CTILE B ER Ay
RNBIPEFEOBEA N FRETH D, T,
Wh A DO NHIDEFE I Wh A) & FEioo C £
R D[QIFEM D —E £ <Q, QT RV /i
WL R DBLRNOHAIND, 2D X DI,
Wh %8 & ExDP & O[] OF8) D i§ B
(BT DRIz DWW TR, l#H O — oA
DELRMNDIATE 5,

3.2. MINFEROHME

ZIVE T TEIAEOFHNL, Ex 7
IH (argument) Db D7Z 5723 (16)IT7R S 4L
DX, MINGAEREOIE LR I LD,
Z DA, (16a-b)®d ExSubj & . (16¢c-d)D
ExObj DWW b Sd, £72. Ex »
PP CTH CP CHHEHATRETH 5, °

(16) a.
b.

[Aman ] appeared with green eyes.

[A book | appeared which was written
by Chomsky. (ExSubj)

John read [a book ] over the summer
by Chomsky.

I called [somebody ] yesterday who I
couldn’t stand. (ExObj)

2D XD TR AHINGEELFE D IME DO IRAE & B 42
T %, F£9. Ex MMEMKIG D4 AN EHE
BT 2 &9 % &0 Ex BRI
F72 DT, (15)DFEGE IR OFH] & R,
Pair-Merger O FHIZ KV IRAE RIERTAR A 72
BERIZEZRL2NFENEHATE R,
(16)DT 7 Ty RBIRAE SRV E NS
MIESAELCTLE 9,

X o THRINGIE SR OFMEIZ OV TIE, Ex



DIRAEN B EEA DG O H 22T 5
ERET D, ZOIREMEIL, (9D C-1A
B =T = A AL (10)DO ik 2 5 F
Z . BExSubj {22\ TiE TP-edge & L < IE
vP-edge |2, ExObj (22 Tl RP-edge (272
5ET 5, TNNVDFHEICON T HHDGA
LRERTH %,

DX DRI DA
ExSubj & ExObj @ Ex [E] D7
HEhd,

. ANDITRT,
BB D%} B FR

(17)a. [A man
night

_i] came into [the room ;] last

[that I had just finished
painting]; [who had blond hair];.

b.*[A man ] last
night [who had blond hair]; [that I had
just finished painting];.

(Rochemont and Culicover (1990: 53))

_i] came into [the room

(17a)D & 912, ExObj (ZF1F % Ex I% ExSubj
@%n_mmm WZHRATTZ D0, (170)D X
2. ME DM OFENEOSA X REE TH 5,
z @XTH: I%. ExSubj (ZHIT2D Ex TP b L
<IZvP TH Y, ExObj IZF1F % Ex D RP &
Db EALIZORFE EHLD & 5 RN OMR
HCHRIZHAEINS,

PLED X 51T, RoHrTid, Ex A40E]
DYGFETH->TH, HEFEROIFEMEENS
2 HIDH DT, SUEFFEIC OV T H RO T
BN ST 6 INDH0, ZHTA8) & (19D
Bl RSND,

(18) a. *What; did [a man
wearing ;];? (ExSubj)

(Baltin (1984: 159))

b.*What; did John invite [several people ;] to

the party [who gave ; to Mary|:? (ExObj)

(Rochemont and Culicover (1990: 39))

(19) a. [That [someone

_i] enter [who was

] exists who can beat

you to a pulp] is a foregone conclusion.

128

b.*[That [someone _ ] exists ] is a
foregone conclusion who can beat you
to a pulp. (ExSubj) (TN (1995: 44))

c. [That Sam didn’t pick [those packages up
_ ] which are to be mailed tomorrow] is
possible.

d.*[That Sam didn’t pick [those packages
up _
mailed tomorrow. (ExObj)

(Ross (1986: 166-167))

1] is possible which are to be

(18)D Ex NrHOHY L oFEFNZEI L
T, ExSubj, ExObj WTILHIELTEN, T
IZHO B & [FIERIZ, Pair-Merger O FH 12 &
D Ex N/ B0 Wh AJORY H LA TE 720
RIPHatTE 5,

WIZ(19) D EIEEFHIBR D HFHNZH>WNT |
INEAEER OHNEDEFNZBNT S, HOIE
& [FIRE D EREE FURIBR OGS HER S D, A
SIHT T ATINGE OAME ISR BFG O IS
L0 BEx NEEIREMEICFEG SO T,
(196)R°(19d) D X 9 72 FE SHER) 72 F I A3 YRR
ENTLE I AREMENH D08, 2D DIEXL
EMEIZOQ)D CI A v X —T = A AEMD Y
ETHRZOLND, BAEMIZIE, (19b) & (19d)
TlX. Ex &% DEMixtROL4 A E—D
R FHIRICE TN TE BT, 9D RMEK
LD, ZORIZBWT, HGEOEICE
#6%Fﬁﬁm®ﬂwi%®%9kiﬁﬁ

DA A =T = ARMER E VD

ﬁﬁ# M END,
(IYOEHNZBE LT, Wh BTz B i
DIME DG ZELET H, Q0)LLEHD Wh

R EiR R & LT BIFRER 23S E O &
XTTHHITH D,

(20) a. [How many people ;]; did John say he
visited _; last night [that he has known
for a long time];?

(Rochemont and Culicover (1990: 37))



b. [What secret documents ;]; did the
British government announce they were
about to reveal ; last week [that would
change our view of history];?

(Rochemont (1982: 152))

(20)D Whij & Ex DIRAENEZ R THD & —
REBERAIRER O X 27228, 2 b o Ex
(XHINGEA 72 DT, Z DIERTRIERO Wh D5
KRR EAIE Tdh D CP-edge (ZHEBEIMHY
O OMA %= T 5 &b iut, wh ik
Ex (3327 7 40 b CP $mibfHIRIC & £
AL BCRIRAENE R SN D LFRRETH D,
ZDOEINZODEMEIEARL LIZARSHT O
Pt 7 Tl — REIBEFGER D X 5 724305
DHNE O HEUNCHA T2 2 & n
AREL 72 D,

4. L ATHINERDxt

ZAVE T, HOHME L AR ONE ZLE
ALDYPRAENZ DWW THHT LT E 7208, i DYR
HENLESOOFE TFENRRD &N EBET
% &, Ex OEHikIG L 72 54 5ANENIT,
Ex O3 —MNFETH0ENE VD IRE E
OFENEH S, 203 B —DHFEDEL S
226 WFH ORI SHERX LN E LD 2 & %
THFT D, ZOX DR THOZEEZL, (21)
MNHR3)DX I L » TREND,

(21) a. 71 gave him; [a picture _ ] yesterday of
John’s; mother. (Argument ExObj)

b. I gave him; [a picture ] yesterday from
John’s; collection. (Adjunct ExObj)
(22) a. Iread[abook ] [before reading an article
pg| about John. (Argument ExObj)

b. *I read [a book | [before reading an

article pg| from John’s library. (Adjunct
ExObj)
(23) a. 7?1 saw [the (best) picture _ ] yesterday of

the museum. (Argument ExObj)
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b. I saw [the (best) picture _ ] yesterday

from the museum. (Adjunct ExObj)

(cf. I saw [a (very good) picture ] yesterday
of the museum. (Argument ExObj))

(Fox and Nissenbaum (1999: 8-10))

HONMNEZNRIOFE . AHINEE O S E XA I OF
HEWVD | ENENRL HEHEOMGEAEIC
Lo TIRESND EWVWI RGO L & T,
QUHOHEHEE C 12T 2 x>\ T,
AR IBIT D Ex O 2 B — DA DB 5
MH, QD FAZEFT ORI D x5t
DOV, NIIBFAIC XK DAVEBRVENGE R D
AN—BENZHY TS EBE LT LT, 2D
WHIBFEIZ L DR AT OFEOBLE NG, (23)
D EMEZN TN T 2 R DWW T, 44 58]
WD 6H D Ex ONBIHFG OFHEE L W\ 5 Bk
O, ENTENINLOXEOFHEZT 5 Z &
MARE & 72 D,

5. 4t

V= O N N/ gy Vi S I N7 Y /5= 728
T\ Pair-Merger O IEXIFRAY 72 RS RpIE 4 055
® ExDP #ESLOSMEFAEIZISH Lz, KFl
SNEBENR(9)D C-1 A H—T = A AR
Db L TEHREIEILD &V D HEREIRAE 4T D
b & T, FOEERSOERMEEZF LT,

-
=

* RRRIL B ARTGEE T 40 [BIRSs T HBARS
FLEFERICNEEEEZMZTZHLDTHD,
KIFTEOREEVE - TL 72 & o - B
A BEOBETIE Z NI WA TN e
LU, BRIEFICHERE S 2R L T
W T2 T PR e AR | RS A o S A
IS &2 B L BT 720,

e
D ZZTIEMS TEMA S W EBET 5,
2 NIDFEEE %2 KT, EOREEMEEZ T
M TR T D,
3 ZOfER Ex OffEEE LT, Rochemont



and Culicover (1990) DA B (Complement
Principle) CE# S L7z b O EIZIZRARD DR
AAENEHEND,

S (I2)ITHBIT B R ICFRLOEFZ IR LIRS
DEPNDHZEEZRLTND,
SAFINGAZESE DAME 2OV T (16) ARE D 1] 3L
TIXAFINICZE DO REEMEZ R~ T T %
I TWAN, LBETHHIND Lo, 4
FANIC Ex IR SN TE LT, 2O F#H
(344504A] & Ex M OEBER 2 EERRT

T2 O THEE I NV,
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1. Introduction
Tense is one of the most controversial
This

morphemes

topics in  linguistics. symposium
highlighted
adverbs in English and Japanese from different
Ogihara and Steinert-Threlkeld

discussed the behavior of tense morphemes in

tenses, tense and

perspectives.

temporal adverbial clauses (such as before/mae
and after/ato clauses) in English and Japanese.
the of the

evidential marker -rashii and the epistemic

Komoto discussed meanings
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marker -kamosirenai with the morpheme -ta.
Nishiguchi considered the so-called past tense of
surprise or discovery, which is a modal past,
based on the anaphoricity of the pronoun.
Nishiyama analyzed the deictic uses of the
English and Japanese present-time adverbs, now
and ima, whose referents appear to be located
within different ranges of time. Hohaus shared
some of the findings from her lab on the
processing of tense in English, and ended with

some thoughts on Japanese.

2. (Lecture 1) Extensional vs. Intensional
Approaches to the Semantics of Non-veridical
Before (Toshiyuki
Steinert-Threlkeld)

We discussed the behavior of tense

Ogihara and Shane

morphemes in before/mae and after/ato clauses
We

Anscombe’s (1964) purely extensional analysis

in English and Japanese. compared
and Beaver and Condoravdi’s (2003) intensional
analysis of before/after. Anscombe’s (1964) is
deceptively simple and requires no intensional
(2003)

proposed an alternative analysis in which after

semantics. Beaver and Condoravdi
and before are lexical converses and the clausal
complement of affer and before denotes the
earliest time at which the sentence is true at any
of the “accessible” worlds. Anscombe (1964) is
more parsimonious than the proposal in Beaver
and Condoravdi (2003), and it makes more
accurate predictions about the data if it is
supplemented by a small number of pragmatic
principles. By replacing the universal quantifier
in Anscombe’s original proposal with a negated
existential, we can also explain some additional
data involving expletive negation (Jin and

Koenig 2019) in many languages.



3. (Lecture 2) Some Evidential and Epistemic
Markers, Past
Perspective Shift (Naoko Komoto)

Tense Morpheme, and

In this talk, I discussed the meanings
of the evidential marker rashii ‘it seems’ and the
epistemic marker kamosirenai ‘may’ with the
past tense morpheme -fa. They are sparingly
used in spoken language and sometimes in
written texts, as studied in Nihongo Kijutsu
Bunpoo Kenkyuukai (2003). I am examining
their semantics in terms of perspective. Some of
these expressions can convey the same meanings
without the past tense morpheme -fa, while
others do not. Investigating both types of
examples, I showed that they can be described in
terms of perspective shift along the lines of
Abrusan (2021).

4. (Lecture 3) Surprise Past and Modal
Subordination (Sumiyo Nishiguchi)

This paper argued that the past tense of
surprise or discovery as in While I thought there
was no cat in this island, it was here! when
finding what has not been expected or missing
(Teramura 1984, others) is a modal past in view
of the anaphoricity of the pronoun. While the
pronoun in the sentences in past tense can refer
back to the indefinites in the antecedent of the
conditional or in the previous sentence, those in
the present tense do not allow coreference. The
antecedent contains an attitude verb or a
necessity modal. In order to allow anaphoric
reference of pronouns, the subordination relation
is required between two sentences, and modal
element should be present in the consequent.
Modal subordination has been observed in
English (Roberts 1989), main clauses in German
Konjunctive 1 (Potts 2005, others) and in
Japanese (McCready and Asher 2006).
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5. (Lecture 4) Granularity of Now in English
and Japanese (Atsuko Nishiyama)

This talk compared the uses of the
English and Japanese present-time adverbs now
and ima ‘now.” They both refer to the time of
utterance in conversation and a time in narrative
discourse, but they seem different in the range of
time they refer to. For example, ima can occur in
the past out of the blue, while now cannot. This
talk modified the

past-narrative discourse in Altshuler (2016) and

meaning of now in
extended it to the deictic uses of now and ima.
The difference

combined with reference time updates in Partee

is pragmatically explained,
(1984), via different implicatures in the tense

and aspect system between English and

Japanese.

6. (Lecture 5) Embedded Tenses in English:

The View from Processing” (Vera Hohaus,

Giuliano Armenante and Britta Stolterfoht)
This talk the

interpretation of complement and

revisited temporal

relative
clauses in English, and “...the puzzling fact that
most, but not all, occurrences of past tense
convey a meaning of anteriority” (Heim 1994).
This fact is not only a puzzle for semantic theory
and our understanding of the mapping between
form and meaning, but also for sentence
processing. We first reviewed some of the key
approaches to embedded tenses and discuss the
processing predictions they translate to. We then
of

experiments from joint work with Giuliano

presented a  battery comprehension

Armenante (Universitit Potsdam) and Britta
Stolterfoht ~ (Eberhard  Karls

Tiibingen) that were designed to test these

Universitit

predictions.

* This symposium  was supported



by JSPS KAKENHI Grant Number 20K00665.
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B2 TEREZE X D LWV 9 /T, &
BhliZfs (pérmit / permit) °3C & (Caution. /
Caution? / Caution!) & R X 7eWEREFH | IC
X2,

KL VRYYLTIE, ZOX D ICHEE L
SHIE L LTCOEK (BEFED L 5 RERE) %
RPN ERBT 2 TR 2 20V
FIIWCHEB L, TN PDLEATE - IEH
—JERERE L~V DO B ERBLR A BT R IE - fET
T2 LT OO OTT L LIRS
SHERRIC 5 R D EWAWEBET 5,
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Realize-Morpheme (JEIZ & % EEO BB L%
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7 EOMBERHT B, £, Bl BlR L
SYBAR, SRR AR - TEERRIC S0 & 5 A

Maiingiliil
WEWEGEX50bEDETELT D,

2. Realize-Morpheme D #%E| & FHE
—MRIZ, HER-EEOA o F—T = A 2D
HEHIE 250X 4 T2, &5 EFEBA
ISR b b BESEHT EE
#E 5% (Morphologically-Conditioned Phonolo-
gy; MCP) & . & BIREREIC B ERISRIED
M BN D EEREM &R
ically-Conditioned Morphology; PCM) T& %,
MCP O] & LT, &S (vowel coales-
cence; dai-kirai—de:kirai [ T2tV ], yaba-i
—yabe: [0z ) 1TIX, 70 & 2 IXURAEBREE
h A (BRI H 2 IRAEBRBE D AT IR 35 5%
{4; dai (ka syou ka)—*de: (ka syo: ka) K (2>
INDA) 1) R RERENAR (LRI ] 4 FnEs - iR
FED IR 5 S54F; raisu—*re:su [ 7 A
A |, wai-wai (gaya-gaya)— *we:-we: (gaya-
gaya) [UA DA (FYAV))), AL ESE
(GREACRETR 72 AR AYIZ B S OALE O 5L
JEEARE #~ O BLHIE ) 2 IR - Z5 1k 2 4o,
ha-isya—*he:sya [H[EE]) 2R ENFEELN
%5, —Ji. PCM OFITIEZ, AAGEOME L
FED RILHEAZFE  (allomorphy) (2 1A 7 [k
(B M0 —2 5 kat-ta—kat-tal s> 72 | |
sin-ta—sinda [FEATZ]) A3, BHIKEEERIZIT
BB (Dl bbb 2 BEAZERT D
&Mt roke:syon—*ro [© /4 | daiyamondo—
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. BEFEEKICIT RN — T %M (Dl
Eb2F—T HERT DHSEM; pota—
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N, ThENFEELND,

FAIIZ I, MCP 7> PCM 7> Cotr o5
BEOT LD, MCP 1372 A LMD HE

(Phonolog-

(7 =Y — GEIRAETY., S5 - #R1ERE,
FEER) ~OHATEAMIEA R b, 25 Lk
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(faithfulness constraint)23M#) < & D & L ToHdT
ENd, —H T, PCM (XML REREE -
ITREERL 7 1 A2V T, A — B S
RN E RIS, B/NE— T KR EOERE
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ITERTSIREDLDTH 5,
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toiretto-pe:pa:—*toiretto-be:pa:

ALy hR—r3—]
b. PCM: #EFEURICISIT 5 FEHEA 1L
kasa—*ama-kasa / ama-gasa [[HZE]

kasa—*koumori-kasa / koumori-gasa g4 |

BRI AN BT DRI 25 2 iE MCP
L7  EAREIERICE T D EEWAFLE
EBEZIUEPCM L7 b THDH, DFD,
R DOARE AP Z DD BRI OISO
TENOTEELTHONKNEEIZ R Z D,

Z 2T, FomtEEEROVSHA DL & TR
Z 72 WERES ) A W T Z OB G O —
HI5HTIZ B L 72 D23, Tto and Mester (2003)
Thob, TOZITOEFIZIQ)DELIICTE L
HHiILD,

(2) a. FIRELAANOFEFE (F, S, M)DaE[H 1E
Faithgsm >> RM >> Faithy
b. EAEFEIZIT 2 EEOFEBL & 5k
sirihuki-[voice]-kami—sirihukigami [ i Z %)

miso-@-siru—misosiru I

TRbb | HEFEER A B & FEH AL D
72 TR.Z 720 M ERE R [voiceIC LD b
DELTHRZ, NN RMIZE Y BT 5D
DEEDOARETIZ L WO DT Th D (BFAI7R
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BISME Z OBEFETERERE DR NIET TH D),
THTEBREE D IBREEIIEN R 5
RN (T A~ oY —E  OHHNTH
& LT AEMERFIERE D 520, — 5T
SRR - R - BERE(GR)EE (F, S, M) DiE#
FRIEIZ, 2ns 0BT Y —iZxkbs Lz 85
PERRIAY RM L0 Bfricdh 5 Z &2k - T
Wz ond (FALcd2FEE (Y) ORSENE
ITERK L THEET5), Lo T, 205
Hrosnd FAuE, &3 TR WEEER )
T DH[voice] &= & LB 2 EFEFER
HITHY, 2 ZICEESFERREEONLD
MCM (ERESRMEAT & TERERm) 728 nwH 2 &
272 %, 72712 L, RIRFIZ T A ~ OB R
— B OBA e & OFEREM b RIRFIZHRE
HNDHEVIERTIX, PCM THH 5,
722U, 2R TREER KD T bliF Tlidi <,
SLRHBENFEIN TS, TRAX2WE
eFE LRI 205V 10
~DETH 5,

NS

-
—

(3) a. HVET DIKEE - PR - BERR(F)RE
ama-[voice]-kappa—amagappa [Fi# > /<]
boueki-[voice]-kaisya—boueki-gaisya 'E 7231
simi-[voice]-simi—simizimi [ L7 U 7
hono-[voice]-hono—honobono NEDIFD |

b. ) L2 WAREE - R - HERE(R) AR

toiretto-p-peepaa [ A L h_—/3—]

kokusai-@-syakai [[EBEFE2s

sara-g-sara | & 5 X 5 |

hoko-@-hoko NI Z 1% Z |

ZIZT, T R T OBENBIE. (3a)
DIEEFEECARVOIZEET 20T, (2a)0
RM @ F @ Faith [ZHEFHT &b, 7272, T
t1) D[sya]7Zp EFFEIZ 2 WES &2 & A A
HDHDT, FEE b L7=b TiE7Ze <, Itoand
Mester (2003) (% Faithy ® [Y] OA 7 7 A

PIRETTHEEMOT 74—/ & LT



WhH, LR G, Z omEwE H I FEEk
(nativization) D 7' v & A 2P T IZFENT, 72
FINONEET 200 OE I RHAOE
ETHD, —H T, Bb)yDEELILIXQ2b)D
LI TRAZRWIERESR] OXiIneE LTH
HCX 5, [voice] & & te A imEfE I ESR &
N2 DIFTHEARBITFGEZ T 72 & v 5 i
Thob, 230006, QDHIKIZ o F
VIR L 72 0 | BAIC RM >> Faith 7213 03 %
ST, k& —HOMEEL LI b DT TH
ZIRVERESR ) BV HILD L) AIEEMED
b,

W 72N, (3a) D 2 Faithpsy >>
RM DF % 7\ X D00, #E L7
BB & FIERIC Z B OFERE I [voice| JERE R 8
NZ IR AD, EHLHIZLTH, (3a)
DHFFN VT [voice] P ETH DR, TN
RV EREFR & THIKNT VX7 %
WSAHYLUDOMETH D,

=72, MENEDICELH LR LT,
Ito and Mester (2003) 2% [ X 72\ JERESS |
% FAVNT, MCP 7> PCM 2 BEBR 2 B HL 5 D
TR LT, EWH ETH D, K
ARIZIX PCM ToH H 73, MCP TH H02D L
IR Z DX TRZIRWERESR | 23 5EEH
M[voice]x e BH ThHo7, ZL T, TR
ZIRWZRESR | O FF BBLUZIE RM 28R AR
Thd, LVWIRBEETHD,

3. BT —vDHMRLEREBE

ZOEHIT, TRARWERESE] X RM (2
KD T HBE SN BEBRFED BB 7
ENDN, FEEDOA B —T = A ZABIGITE
WTEDOEEFIDHARICEIEI AL E 9 D
X, Z0OBEOMEIC K D,

VAT (2022) IFEBEEGFHEO Y = —
=, DF VEGE - HREEE (kata-kata [ %
H % |, pika-pika B0 B | #Ee L, #
REZ b7e L), HECIEERERE (siwa-siwa [ LD
L], suke-suke [@EFiET |, kitu-kitu [
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D&, rabu-rabu [ 7777 E#HER L,
HREZ bH V), T - EAEERE (hito-bito

N4 |, kawaru-gawaru X B18H 5],
samu-zamu [ €% | #E H O | BEREZ L7 L)
Ik —EAREE L o0 LT,
ZL T, ThbaIEL<ELITIE, BASE
fE3% + RED JERESR - MBI EFR 2 K DIEHE
FEEEL —EOMBIEF THRE L7z T,
Struijke (1998)?> Word Faithfulness €7 /L
FBRM ET VLD ZYTHDLZ L AR
L7c, 7o BEEOEMIIZTI W T flip-flop

(REEAHR) | teeny-weeny (FHAZE) DX
912, BASE & RED OfIC LR £
N5z xR L,

FEEIC, BT 7L (2022) IXHEEIRE D
FECIE, EER I A AL LIext S R
REDELE S 415 & 9% Item-and-Arrangement
(IA) B L VI RM T /LD TV
LEROOOL, HAENELRE (ame/
ama-gu [ 5 | | ki/ko-kage [ Az | | tuki/tuku-yo

A, se/so-muku [75< |, siro/sira-giku

TE%G)) REFEAHANEETE (sing/sang.
see/saw, keep/kept, win/won) DZ3HTIZIL,
RM (2L % TR AZRWEREFRE] O BB LV IT,
FREHEZLICEAO T neAREH NS
Bonet (2008) it ? Item-and-Process (IP) P
DIFME{THDLZ LERLT,

— T, B (022) ixX<mbon s A TE

HME G L IR, AFERESE
(kdku-sankésya [ 2145 | | héteru-ikebukuro
[ART Vss)) R FEAFE (yama-kawa
P té-asi TFRE)) TIHAELEROT

7y MR ESNSRICER L EAEEE

B AMNCIR N2 W 2R Lo, £72.

YERE DO FIE A FE & OE W (singer-song-

writer, Austria-Hngary) Z &3 5720 [

ZIRWEREF | Td H[+and]FHE M (cf. Scalise

et al. 2005) DONLEDLER S h (A T2

D%) HAiEFEE (G EEBORD N X
DRkEHELZ(AXR.B.Cvs.A,B,and C),



Z DO[+and]|3MHINT 5 EEHT 7 22 RS,
RMIZL > THBULEN D TH D,
B&%IZ, B (2022) 1 ZAHGEEATEICA
LN HEE (pinjam; =B O FE RS R
MH [ZHFISHDHBIR) O Z 50 {FDOREE
ALz T, FEREIC X 0 B A A BEE N
—H{BEN], [EHEH-EEN] [MEH-F
WH D 3 NF— 2B L) IR - IR
MORMER LTz, £ LT, 2 ORAfiE7e
W bE TRV BEFEE H O35
DL BEREHML - BEER L - BRI D)
ELTHMTIUL, i— RS o5 2
L HNLRE Lo, SEREEA R OENE L EEEE en
DAFNNYEDS, soften, enrich, enlighten @ X 9 12
3OHLDLDOLERRTHD, -, #ET DR
Frickir 2 TR Z2WIERER ) ORBEMR, &
FTLHRMIZIKIELARWZ E B EEL,

4. K&
WINoOT7T—~<b, FRR-TEEDOA X —

T 2 A RAERERT HITH T o T R
DHAVWHNA S TITHEEL T\ e, E2lb
NTEBRNPCM Thor Z b, Z2A
OO BERRFME (FMEE - FH -7 278 B)
HHEEE (EE) 2HEELl TR0
REFE | O BBICHT > THLTLEH RM 28R <
BTN D EIFR LT, e A B0 FERAYH]
FINCE Y ZOREN Lo THNDZ L
H D & OftEm AT, RM HIlK 6 EN LG
LHDTHD, ZLT, 1 2OFEOHRBIZS
FXERFHEAER N HERD | fow Mt
X2 DB ITAME A D Z & ideuy,

BE 3R
Bonet, Eularia (2008) “Item-and-Arrangement
or Item-and-Process?,” Cuardenos de Lin-
guistica XV, 1-10.
Ito, Junko and Armin Mester (2003) Japanese
Morphophonemics: Markedness and Word
Structure, MIT Press, Cambridge, MA.
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Scalise, Sergio, Antonietta Bisetto, and Emiliano
Guevara (2005) “Selection in Compound-
ing and Derivation,” Morphology and its
Demarcations, ed. by Wolfgang Dressler,
Dieter Kastofsky, Oskar Pfeiffer, and Franz
Rainer, 133-150, John Benjamins, Amsterdam.

Struijke, Caroline (1998) “Reduplicant and
Output TETU in Kwakwala,” University of
Maryland Working Papers 7 (Papers in
Phonology), 150-178.

|VE (2022) THGEET 7 B2 MZBT S
RAIRWIERESE & BRI AT ] H ARG,
FRFAERE TRV AR Z 72
WIERESR ] 20 <5 HRELG « £ O P
SINTE TV & SRR R - TP RERR A~ D B
5] (Conference Handbook 40, 197-
202).

HZ e w2 — R (2022) [Realize-
Morpheme (3 Item and Arrangement % R
A D DN AARGEOEE & B RN
R SEEAHANEN G O £ ) H ARG,
FRFEA PRSI URIT AT A
WERESR | 20 <5 HHHHG - £ O
GINTE TV & SR R - TP RERR ~ D B
A W] (Conference Handbook 40, 192-
196) .

i — (2022) TIAHGEE DL HH L O MR
FR7p 284 . 3 SOEEFEINEIZ L D
IR | B ARSGGE AR5 40 AR
VURTT L [TRZRWERER] 20
HEHBG: X OMRIITET VL5
R - TEEERR A~ OBERE W] (Conf
erence Handbook 40, 203-208) .

PEAFRE- (2022) [THAGEO EEEHGFRICE
FAHEREERRANY = — 3 DN T

HASGE SR 40 IRE Y VARV T L

[MAZRWEESR] 2D <0 HEA

G TOHGINTET L & SR -

TERERR~D KA W] (Conference Hand-

book 40, 187-191) .
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1. Introduction

In order to apply an operation, it is first
necessary to determine the items to which the
operation is to be applied. The process of
determining items is called Search X, and these
items appear in Lexicon (Lex) and workspace
(WS). Chomsky (2021: 17) assumes “Search
is a third factor element, on the shelf and
available for any operation.” In the
biolinguistics/minimalist program that seeks
simple solutions for computational systems,
Search X is designed to “do as little work as
possible.” Search X is crucially involved in the
simplest combinatorial operation Merge, which
produces two-membered sets. There are two
forms of Merge, External Merge (EM) and
Internal Merge (IM), and their inputs are
determined and provided by Search X. EM and
IM require Search X to access LEX and WS,
respectively, and provide any two elements (P,

Q) as input. Chomsky (2021) assumes that

142

EM-Search accessing LEX does not follow
minimality, but IM-Search accessing WS does.
The biolinguistics/minimalist program imposes
one called
Minimal Yield (MY). MY requires for Merge to

generate only one new accessible element in WS,

important condition on Merge,

and prohibits the formation of any more. Thus, if
EM is applied to P and Q to produce {P, Q},
only {P, Q}
accessible element, which satisfies MY. On the
other hand, if IM is applied to P and Q, where Q
is a term of P, to produce {P, Q}, where P

is considered only one new

contains a copy of Q, the whole generated {Q,
{P, Q}} and the raised Q are considered new
accessible MY.
Chomsky (2021: 19) suggests that this apparent

elements, which violates
MY violation in IM is circumvented by Minimal
Search (MS): the lower Q is “protected” by MS;
hence only one new accessible element is added,
satisfying MY. One of the key concepts assumed
here is c-command. Elements in a c-command
relation are protected by MY, but elements that
are not in a c-command relation are not.
Therefore, “extensions of Merge” such as
parallel, multidimensional, sidewards, and late
Merge that add more than one new elements that
are not in a c-command relation cannot survive
MY. Thanks to MS, only EM and IM have
theoretical the
structure-building operation. Chomsky (2021)

status as simplest
makes maximum use of MS not only around
Merge but also in FormCopy, an operation to
form a Copy relation among structurally
identical inscriptions, presenting an interesting
analysis for the control module. Also Labeling
Algorithm is not discussed in the current
framework, but Chomsky (2013, 2015) develops
a stimulating analysis of labeling of syntactic
objects under MS. In this way, MS is deeply

involved in important operations such as Merge,



FormCopy, and Labeling. A deep study of its
nature would certainly be meaningful in
elucidating the optimal design of language. The
purpose of this workshop was to examine Search
and Merge from multiple perspectives,
particularly within the framework of Chomsky
(2021), and to consider the optimal design of
language. In addition to the presentations on the
latest researches by the lecturers, we provided
opportunities for active discussion with audience
members, so that the meeting could provide

interactive discoveries.

2. Sub-Extraction and Merge
(Yushi Sugimoto)

Yushi Sugimoto discussed the architecture of
the  workspace-based Merge  framework
proposed by Chomsky (2021) in terms of the
structure building, search and extraction. In
Chomsky (2021), Merge is restricted by an
overreaching principle Resource Restriction,
which yields a minimal output of Merge on
workspace. Based on this framework, one of the
theoretical consequences was that what is called
the Condition on Extraction Domain is not a
natural class (the subject condition and the
adjunct condition), but rather, the subject island
and the island are

adjunct independent

phenomena, which are generable by grammar.
3. Replacing Endocentricity by Minimal
Search within the Nominal Domain
(Andreas Bliimel)
Andreas Bliimel proposed the Nominal
Strength Parameter. The core idea is that the
categorizing head n comes in the parameters
strong and weak for the purposes of labeling in
Chomsky’s (2015) sense. He showed that the
postulation of weak and strong n allows for a

unification and deduction of the distribution of

determiners in languages like English, German
and Italian on the one hand, and Russian, Polish
and Bosnian-Serbo-Croatian on the other. Weak
and strong n furthermore exhibit poor/absent and
rich noun inflection

respectively, lending

empirical support for the idea.

4. Merge and Search under Resource
Restriction: Its Consequences and Challenges
(Nobu Goto and Toru Ishii)

Nobu Goto and Toru Ishii proposed that
Merge, both External Merge and Internal Merge,
is totally free from Resource Restriction
(Genuine Free Merge Hypothesis), and that
Search X to determine the input of Merge obeys
Resource Restriction that includes Binarity and
Phase

Restriction-obedient

Impenetrability Condition (Resource
They

showed that the proposed theory allows us not

Search  Theory).

only to derive the insights/consequences of
Minimal Yield, but also create a new natural
class, which cannot be obtained otherwise, for
various movement restrictions, such as the
effect, the effect, the

freezing that-trace

anti-locality effect, etc.

* We thank all the participants in this workshop.
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1. Introduction

The objective of this workshop was two-fold.
One was to demarcate the range of possible
mismatches in ellipsis in language, for, to the best
of our knowledge, there is no such project under
way. The other objective was to bring specific
mismatch phenomena in particular languages to
bear on current issues regarding ellipsis mismatch,
such as the character of identity conditions on
ellipsis, size of ellipsis sites, the operational
distinction underlying ellipsis, and the etiology of

ellipsis mismatch in natural language syntax.

2. Mismatch under Ellipsis: Its Consequence
for the PF-deletion vs. LF-copying Debate
Sakamoto discussed certain cases of aspectual
mismatch under ellipsis in English and Japanese
and maintained that (in)tolerance of the mismatch

in question can be adopted as a diagnostic for the
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distinction between PF-deletion and LF-copy. He
first introduced Matsuo’s (1998) observation that
aspectual mismatch is allowed under VP-ellipsis
and pseudogapping but is disallowed under
Antecedent-Contained Deletion (ACD) in English
and her analysis of the contrast: VP-ellipsis and
pseudogapping are derived via PF-deletion so that
aspectual mismatch is possible, whereas ACD is
derived through LF-copying, which copies the
already determined aspect in the antecedent onto
an ellipsis site, thus the mismatch in question being
impossible. He further showed that aspectual
mismatch is disallowed under argument ellipsis in
Japanese, supporting the claim that argument
ellipsis is implemented via LF-copying. Moreover,
he examined the possibility of extraction out of an
English ACD site and a Japanese argument ellipsis
site, demonstrating that overt extraction, e.g.,
wh-movement, is allowed out of neither domain,
which indicates that the otherwise two different

phenomena can be unified through LF-copying.

3. Revisiting Antecedent-Contained Sluicing: A
View from Labeling

Takita proposed a syntactic identity-based
analysis of “antecedent-contained” sluicing (ACS).
In ACS, an infinite regress problem would be
inevitable if what is elided within an adjunct clause
were TP taking the matrix TP as its antecedent.
Although it has been argued that in ACS the elided
TP takes the matrix vP as its antecedent, he
proposed that ACS involves vP-ellipsis with
syntactically identical vP-antecedent, where the
elided vP directly serves as the complement of the
interrogative C. The infinite regress problem does
not occur because there is no containment relation
between the antecedent matrix vP and the elided vP
within the adjunct clause. As for the otherwise
illegitimate selectional relationship between C and

vP, he proposed to reduce its illegitimacy to



labeling. Assuming that labeling is required for the
purpose of linearization, he claimed that ellipsis
can “repair” the labeling failure, rendering the

selection of vP by C possible.

4. Argument Structure Mismatches in Gapping

Nakamura discussed causative/inchoative
mismatches in Gapping in English and Japanese.
He showed that a causative antecedent allows its
inchoative variant to be gapped but not vice versa
in English. He also showed that a causative
antecedent licenses Gapping of its inchoative
counterpart and the opposite is also true in
Japanese, as far as the two alternants have an
identical morphological form. Then, he developed
an account for the cross-linguistic differences,
building on the verb phrase structures
independently proposed for English and Japanese
the the

a

in literature  to  account  for

causative/inchoative ~ alternation. ~ Assuming
movement-and-deletion approach to Gapping in
English, he argued that an inchoative verb is
recoverable from its causative counterpart in
English because the structure of the latter contains
the structure of the former. On the other hand, he
that of

non-constituent deletion in Japanese and claimed

assumed Gapping is an instance
that the causative and inchoative alternants that
have an identical morphological form have quite
similar structures and only differ in that an external
argument is projected in the causative alternant.
Thus, not only can the causative verb serve as the
antecedent of the gapped inchoative counterpart,
but also the inchoative verb can license Gapping of

the causative counterpart in Japanese.

5. A Mismatch Theory of Ellipsis
Sato addressed the question why there is
mismatch in ellipsis in language. He developed a

new generalization, based on a detailed catalogue
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of possible and impossible mismatches in various
languages, that PF-deletion of an XP requires
identity of an YP, a sister to X. The mismatch cases
examined included voice mismatch under
VP-ellipsis

polarity/finiteness/tense mismatches under sluicing

and pseudogapping in English,
in English, antecedent-ellipsis size mismatch under
antecedent-contained sluicing, causative/inchoative
mismatch under VP-ellipsis in English, case
particle/focus mismatches under argument ellipsis
in Japanese. Sato then argued that this sort of
mismatch is the norm rather than exception,
derived through the interaction of a version of the
non-simultaneous transfer model with certain
conceptions of computational efficiency imposed
on PF-LF information trafficking in a dynamic

derivational model.

6. International Workshop on Ellipsis Mismatch

The presenters received valuable feedback
from the audience at the workshop, but they all
agreed that this 135min workshop was hardly
sufficient for serious discussion on the nature of
ellipsis mismatch. For this reason, the presenters
are currently working together to organize an
international workshop on this very same topic at
Tsuda University in September 2023 as a spin-off
from this workshop. Stay tuned for further

announcements on the Tsuda workshop!

* This workshop is supported in part by JSPS
KAKENHI  Grant 21K00568
(Nakamura), 18K00659 and 21H00532 (PI:
Hiroki Narita) (Takita), and 19K00560 (Sato).
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1. Introduction
the mapping the
syntax-semantics interface, it is important to

For transparent to
specify which place an element occupies in the
syntactic structure and what kind of property
that position exhibits. Especially, it is important
to identify whether it is an argument position
(A-position) or not (A'-position). Under the
configurational definition of A/A’-positions, it is
assumed that an A-position is a potential theta
position (Chomsky (1981)) or a Case position
(Boskovi¢ (2001, 2007)), while an A’-position is
a position where an element receives a
discourse-configurational value, such as topic or

focus (Rizzi (1997, 2006)).

(1) Configurational A/A'-definition
a. A-position: a potential theta position
(Chomsky (1981: 47)) or a Case position
(Boskovi¢ (2001, 2007)).

b. A'-position: the position where an
element receives a
discourse-configurational value, such as
topic or focus (Chomsky (2000), Rizzi

(1997, 2006)).
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However, the configurational definition fails to
specify the A/A’-properties of intermediate
positions of movements. Therefore, Martin
and Uriagereka (2019) suggest the possibility
that

contextually under the phase theory, based on

A/A’-movement distinctions are made

copy formation/chain; two copies are regarded
as A-copies when they are contained in a single
transfer domain, while the copies are regarded as
A’-chains when only part of the chain is
contained in the transfer domain of a phase.

(2) Phase-based A/A'-definition

a. A-chain: the two occurrences contained in
the same transferred domain is regarded as
copies [i.e., A-copies].

b. A’-chain: only part (i.e., the tail and/or
some intermediate link) of the chain is
contained in the domain of phase.

(Martin and Uriagereka (2014: 176))
| propose that the and
copy-based A/A'-definitions are both necessary,

configurational

and these definitions, in conjunction with the
phase theory advocated by Saito (2017a), lead to
the expectation that some movements in
Japanese exhibit A- and A’-properties (Mahajan
(1990), Saito (1992), Tada (1993)). | show that
this expectation is borne out based on
ga/no-nominative alternation in the Hichiku

dialect of Japanese (HJ).

2. Assumptions and Proposal
2.1. ga/no Nominative Subjects in the
Hichiku Dialect

In this section, | examine subject positions in
Japanese in light of ga/no nominative alternation
in the Hichiku dialect of Japanese (HJ), which is
spoken in Kyushu, southwestern Japan. Unlike
Standard Japanese exemplified in (3a), HJ



allows no nominative subjects in cases like (3b).
Following Kato (2007), Nishioka (2013, 2018,
2019) assumes that the ga nominative subject
moves to Spec, TP, while the no nominative
subject remains in Spec, vP in HJ.

(3)a. [cP C[rp DPgai T [vp ti ... 111
b. [cr C [tp T [wp DPro ... ]1]

The assumption that the no nominative subjects

are located in a lower position than the ga

nominative subjects is confirmed by the contrast

in (4). Only the ga nominative subject, which

moves to TP, may precede the sentential adverb.

(4) a. Uresikakotuni ame-ga/no huri-yoru.

happily rain- NOM/NOM fall-PROG
‘Happily, it is raining.’
b. Ame-ga/*no uresikakotuni huri-yoru.

rain-NOM/*NoM happily fall-PROG
(Nishioka (2013: 180))

Kato (2007) and Nishioka (2013) further
observe that the difference in the morphology of
the nominative element contributes to the
the
Specifically, it is observed that an element

semantic  interpretation  of subject.
marked with the no-nominative Case cannot be
interpreted as a topic or a focus. That is,
the

anti-topic/focus property. (5a) shows that in

no-nominative Case possesses
Japanese, the nominative subject only gets the
exhaustive-listing focus interpretation when the
predicate is individual-level (Kuno (1973)). In
light of the obligatory focus interpretation on the
subject in (5a), the ungrammaticality of the
no-nominative subject in (5b) suggests that the
no-nominative subject resists focus

interpretation (Nishioka (2013, 2018, 2019)).
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(5) a. Taroo-ga iintyoo (desu) tai.

Taroo-NOM chair COP PRT
‘Taroo is the chair.” (exhaustive focus)
b. *Taroo-no  iintyoo (desu) tai.
Taroo-NOM chair COP PRT
“Taroo is the chair.” (*exhaustive focus)

(Nishioka (2019: 31))

2.2. The Case Position of Nominative Objects

In Japanese, when a main verb or a causative
suffix (s)ase is followed by the potential suffix
rare/(r)e, which makes a complex predicate
stative, the object may be marked as either
accusative or nominative (Kuno (1973)). (6a) is
a case of the potential construction (PC), and
(6b), the causative-potential construction (CPC).
(6) a. Mai-ga tabe-rare-ru.
Mai-NOM melon-ACC/NOM eat-POT-PRS

melon-o/ga

‘Mai can eat melon.’
. Mai-wa Ken-ni
Mai-ToP Ken-DAT
tabe-sase-rare-ru.

melon-o/ga
melon-ACC/NOM

eat-CAUS-POT-PRS

‘Mai can make Ken eat melon.’

Following Tada (1992), Yatsushiro (1999), and
Kasai (2018), among others, | argue that while
accusative objects (AOs) are licensed by V,
nominative objects (NOs) overtly move to vP
that hosts the potential affix rare/(r)e as its head
(VPrare).

(7) a. [vrrare NOMODji [vpvoice [ve ti V]]rare/(r)e]
(PC)
b- [vPrare NomObJI [vonice [vP(s)ase [vonice [VP ti

V1] (s)ase]] rare/(r)e] (CPC)

2.3. Phases and Transfer Domains
Saito (2017a, 2019) argues that when Clv



inherits its ¢-features to T/V, the phasehood is
also inherited to the lower head. For instance, in
English, when C/v inherits ¢-features to T/V,
T/V also becomes a phase. Saito further assumes
that a phase is transferred at the completion of
the next higher phase. Under the assumption, TP
is transferred at the completion of the higher
phase CP in English. Under Saito’s phase theory,
in Japanese, which lacks ¢-feature agreement,
C does not inherit its ¢-features nor the
phasehood to T. This in turn leads to the
assumption that what is transferred at the
completion of CP is vP, not TP.

(8) a. T/V inherits phasehood from C/v* together
with @-features.
b. A phase HP is transferred upon the
completion of the next phase up.
(Saito (2019: 32))
(9) a. English
C [frel Subji T [ ti [ve ...1111
b. Japanese

[icd C [ve Subji T [ ti ...T1]
(Saito (2019: 32))

Under Saito’s phase theory, the movement of the
subject from Spec, vP to Spec, TP is operated
within a single transfer domain in English, as
schematized in (9a). In contrast, in Japanese, the
subject moves across the transferred domains on
its way to its Case position, Spec, TP, as shown
in (9b).

Turning to vP phases in Japanese, following
Boskovi¢ (2014), I assume that the highest head
in the phase-edge domain is the phase head:
hence, in PC the vP phase is VPrre. Regarding
CPC, as a vP phase is defined as a domain for
argument structure and causative constructions
have two argument structures, | assume that
CPC has two VP phases: the matrix vPare and the
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embedded VPyoice.

(10) a. [lerard NOMODji [upvoice [ve ti V1] rare/(r)e]

(PC)
b. NomObji [vonice [vP(s)ase [ [VP ti
V1] (s)ase]] rare/(r)e] (CPC)

As schematized in (10a), the movement of NO
in PC is within the single transferred domain
because there is no intervening phase. In
contrast, NO in CPC moves across the transfer

domains, as shown in (10b).

2.4. Proposal: A and A’-movement

If we entertain the configurational/contextual
AJA'-distinctions (1)-(2) under the Phase theory
of Saito (2017a, 2019), it is expected that
Japanese has A and A’-movement, that is,
movement for Case across transfer domains.

(11a) is a schematized derivation where the
the
ga-nominative Case in HJ. The movement is an

subject moves from VvP to TP for
A-movement since it is for Case. At the same
time, it counts as an A’-movement because the
movement crosses the transfer domains. (11b)
shows that the no-nominative subject resides in a
pure A-position, as it is merged in an A-position
and does not move. (11c) shows the movement
of NO in PC. This movement is a pure
A-movement, because it is for Case and is
within a single transfer domain. (11d) is a
schematized derivation of NO in CPC, where the
object undergoes movement from the lower vP
phase to the specifier position of the higher vP
phase. The movement is A-movement as it is for
Case. This movement is also A’-movement as it
crosses the transfer domains.

(12) a. [lcd C [v» DPgai T [Wel i ... 111

b. [cr C [1p T [vp DPro ...1]]



C. NomObji [upvoice [ve ti V]] rare/(r)e]

(PC)
d. NomObji [vonice [vP(s)ase [ [VP {i
V1] (s)ase]] rare/(r)e] (CPC)

Now, given that no-nominative subjects resist
A’-properties such as topic or focus, and that
A-movement in (11a, d) counts as A’-movement
as well, it is expected that the nominal phrases in
(11a, d) be the
no-nominative Case. In the following sections |

cannot marked  with
examine the expectation with ga/no-nominative
alternation in HJ. First, the next section focuses
on the Case properties of NOs schematized in
(11c, d).

3. Nominative Objects in (Causative-)
Potential Constructions
As is stated in the preceding section, | argue
that NOs overtly move t0o VPrare.

(11) c. [lerard NOMObji [upvoice [ve ti V1] rare/(r)e]

(PC)
d. NomObji [vonice [vP(s)ase [ [VP ti
V1] (s)ase]] rare/(r)e] (CPC)

The object can receive the nominative Case after
moving to Spec, VPrare in PC, as this movement
is within a single transfer domain, as shown in
(11c). Note also that this movement is a pure
A-movement, as the movement is for Case and
is operated within the same transfer domain.

The object in CPC can also move to Spec,
VPrare, as shown in (11d). This is because the
lower vP phase is transferred at the completion
of the higher vP phase. When the object gets its
Case licensed by Vrae, the lower copy also
satisfies its Case requirement under the identity
via copy formation (Chomsky (2021)). Thus, the
lower copy does not cause any problem when
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transferred. This movement to obtain Case is
regarded as the
configurational definition of movement. At the

an  A-movement under
same time, as the object moves out of the lower
phase, it is regarded as an A’-movement under
the phase-based A/A’-definition. Therefore, the
movement of the nominative object in (11d) has
both A-and A'-properties.

The assumption that the movement in PC is
A-movement, while that in CPC is A- and
the

optional/obligatory focus interpretation of NO in

A’-movement, accounts for
these constructions.

Nishioka (2018) observes that the objects of
PC in HJ exhibit not only accusative/nominative
but

alternation, as shown in (12a). However, the

alternation, also  ga/no-nominative
ga/no-nominative alternation on the object does
not occur in CPC, as in (12b). This is because
in (12b) has both A-and

A’-properties. This leads to the obligatory focus

the movement

interpretation of NO, which in turn prohibits the
no-nominative object from occurring in Spec,
VPrare because of the anti-focus/topic property of
the no-nominative Case.

(12) a. Taroo-ga  eigo-ba/?ga/no
Taroo-NOM English-AcC/?NOM/*NOM
dekuru (to).
can PRT

‘Taroo is capable of English.’

(Nishioka (2018: 167, slightly modified))

kome-ba/ga/*no

Maki-ToPKen-DAT rice-ACC/NOM/*NOM

y0).

eat-CAUS-POT-PRS PRT PRT

b. Maki-wa Ken-ni

tabe-sase-rare-ru  (to

‘Maki can make Ken eat rice.’

4. Other Cases of ga/no Alternation in HJ
4.1. Restructuring Verbs



Other cases of NOs in complex predicates
also disallow ga/no-nominative alternation. For
instance, restructuring verbs followed by the
potential affix such as kari-ni ik-e-ru ‘can go to
borrow’ exhibit the nominative/accusative
alternation on the object (Takahashi (2012)). In
such a however,

case, ga/no-nominative

alternation is disallowed in HJ.

(13) a. Boku-ga tosyokan-ni hon-o
I-NOM book-Acc
/ga/*no
/NOM/*NOM borrow-NI

library-to
kari-ni ik-e-ru.
go-POT-PRS
‘I can go to the library to borrow a book.’
b. Hanako-ga atode tosyokan-de zassi
Hanako-Nowm later library-at magazine
-0 /ga/*no kari-te ik-e-ru.
-ACC/NOM/*NOM borrow- TE go-POT-PRS
‘Hanako can borrow a magazine at the

library and go (somewhere) later.’

I assume that in such restructuring constructions,
NO undergoes A-movement for Case into VPrare
in the matrix vP out of the embedded vP phase,
which adds A'-properties to the movement; the
movement must yield focus interpretation. As
focus

the

no-nominative  objects  resist  such

interpretation, they cannot occur in

restructuring construction.

4.2. Subjects in Spec, TP

The analysis is further extended to the
movement of the subject from Spec, VPyoice t0
Spec, TP; this movement is A-movement as the
subject is assigned the nominative Case in Spec,
TP. The movement also has A’-properties as it
crosses the transfer domains, as shown in (11a).

(12) a. [lcd C [+» DPgai T Wl i ... T1]
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The A- and A’-properties of the movement leads
to the obligatory focus/topic interpretation of the
subject in Spec, TP. This accounts for the fact
that the no-nominative subject may not appear in
Spec, TP in an SOV word order sentence, as
shown in (14a) and (15a). Note that it may
appear in Spec, VPyice in a scrambled sentence,
where the object can satisfy the EPP feature of T,
as exemplified in (14b).
(14) a. Jiroo-ga/*no son hon-ba

Jiroo-NomM/*NoM that book-Acc

yon-da.
read-pPST
‘Jiroo read that book.’
b. Son hon-ba  Jiroo-ga/no yon-da.

that book-Acc Jiroo-NOM/NOM read-PST
(Nishioka (2019: 33))
(15) ??/?Taroo-no  susi-ba  kuu-ta ken
Taroo-NOM sushi-ACC eat-PSTbecause
Jiroo-mo  kuuta.
Jiroo-also eat-PST
‘Because Taroo ate sushi, Jiroo also ate

it. (Nishiokoa (2019: 34))

4.3. wh-no
The focus property of the moved element in
the above cases are defined in a configurational
/contextual way; none of the above nominal
The
is

elements is intrinsically  focused.

A/A’-distinction
further supported by the Case-marking of
wh-phrases in HJ. Saito (2017b) argues that
wh-indeterminate phrases in Japanese are
that specify  their

quantificational force by (covertly) moving to

configurational/contextual

operators need to
the specifier position of the question particle -ka
or the focus particle -mo. Under the assumption,
wh-indeterminate phrases in an A-position is yet

to possess a wh-feature. Therefore, it is expected



that wh-indeterminate phrases in an A-position
can be marked with the no-nominative Case. It is
after the movement of a wh-phrase to an
A’-position that the wh-phrase receives an
interrogative feature.

(16) a. Dai-ga/no ki-ta to?
Who-NOM/NOM come-PAST PRT
‘Who came?’
b. Hon-ba yon-da to?
book-AcC who-NOM/NOM read-PST PRT
‘Who read the book?’

(17) Kono hon-ba
this
yomi-mo se-n-yatta.
read-also do-NEG-PAST
‘Nobody read this book.’

dai-ga/no

dai-no

book-AcC who-NOM

Further,
AJA'-distinction, it is expected that wh-no in PC

under the configurational/contextual

is allowed, while wh-no in CPC is not allowed,
because the NO wh-no in PC undergoes

A-movement, while that of CPC undergoes A

and A’-movement, which results in focus
interpretation  that is  inconsistent  with
no-marking.

(18) a. Maki-wa nan-no  tabe-re-ru  to?

Maki-TorP what-NOM eat-POT-PRS Q
‘What can Maki eat?’
b. *Maki-wa Yuki-ni
Maki-ToP Yuki-DAT what-NOM
to?
eat-CAUS-POT-PRS Q
‘What can Maki have Yuki eat?’

nan-no

tabe-sase-raru-ru

5. Conclusion

In this paper, | have argued that NOs
undergo A-movement to VPre in potential
constructions, while those of causative-potential
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constructions undergo A and A’-movement to its
Case position (VPrare). Furthermore, it is shown
that exhibit the
anti-topic/focus property; that is, they resist

no-nominative elements

cases of
A-movement of NO crosses the transfer domains,

being in A’-positions. Some
and thus exhibit both A- and A’-properties,

prohibiting the no-nominative Case.
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1. Introduction

In his seminal work, Haspelmath (1997)
classifies indefinite pronouns into two major
types. One is a generic-noun-based indefinite
pronoun, which is derived from a generic noun;
e.g., some-thing in English, which is composed
of the quantificational element some and the
generic noun thing. The other type is an
interrogative-based indefinite pronoun, which is
e.g.,
shenme in Mandarin Chinese as illustrated in (3),

derived from interrogative pronouns;
where the interrogative pronoun is used to

express the interpretation of ‘something’.

(3) Ta yiwei wo xihuan shenme.
he think I like
‘He thinks I like something.” (Li 1992:125)

what

Haspelmath raises the question whether there is
a typological correlation between the type of
indefinite pronouns and other properties of
relevant languages, but he leaves it open.’

In this paper, I address this issue from the
generative linguistic perspective. I first establish

a novel typological generalization under a more

154

fine-grained classification of the relevant
indefinite pronouns; specifically, one type of
“interrogative-based” indefinite pronoun is
allowed only in languages that have affixal
definite articles or lack definite articles. I then
propose a deduction of the generalization
building on a version of the NP/DP-language
distinction advocated by Tali¢ (2017); essentially,
variation in the structure of nominal phrases is

crucial for availability of the relevant pronouns.

2. Sorting Out the Terminology

Haspelmath (1997) observes that there are
two ways to derive “interrogative-based”
indefinite pronouns. In one form, interrogative
pronouns and indefinite  pronouns are
morphologically identical, e.g., Chinese shenme,
which can mean ‘what’ or ‘something’, as shown
in (3) and (4). In the other form, interrogative
pronouns require a quantificational particle/affix
to form indefinite pronouns. A representative is
‘what’, the

disjunctive/question marker ka to have the

Japanese nani which requires

interpretation of ‘something’, as shown in (5).

(4) Ta yiwei wo xihuan shenme?
he think I like
‘What does he think I like?”  (Li 1992:125)

(5) a. Kare-wa nani-*(ka)-ga sukida.

he-Top what-KA-Nom like

‘He likes something.’

what

b. Kare-wa nani-(*ka)-ga sukina no?
he-Top what-KA-Nom like Q
‘What does he like?’

It should be pointed out here that the term

“interrogative-based” indefinite pronoun is
actually quite misleading. Chinese shenme is
interpreted as an interrogative pronoun (meaning

‘what’) with interrogative force, but as an



existential  indefinite  pronoun (meaning
‘something’) with declarative force (but with no
dedicated particle for this wuse). Likewise,
Japanese nani is interpreted as an interrogative
pronoun (meaning ‘what’) with interrogative
force, but as an existential indefinite pronoun
with the particle ka. Thus, the interpretation of
the relevant pronouns depends on the
environment in which they occur, and the
interrogative form is not a primitive (i.e., the
base form) in these languages; if they were
the

interpretation would need to be “canceled”

inherently interrogative, interrogative
somehow in the indefinite usages, and it is
this could be technically

implemented. Actually, this point was already

unclear how
noticed and discussed as early as by Kuroda
(1965), who calls the relevant pronouns in
Japanese indeterminate pronouns, and has been
discussed a great deal and elaborated on in the
formal linguistic literature (e.g., Huang 1982,
Nishigauchi 1990, Shimoyama 2006, among
many others). Below 1 gloss indeterminate
pronouns with English interrogative pronouns,
only for presentational purposes. It should be
kept in mind that indeterminate pronouns
do the
interrogative interpretation.

It should be immediately added here that

themselves not inherently have

Kuroda’s indeterminate pronouns are not

sufficient to define the pronouns in question,
Recall that

pronouns do not require any quantificational

either. Chinese indeterminate
particles/affixes for the indefinite pronominal
usage, unlike those in Japanese, which require a
quantificational particle/affix. 1 take this as
indicating that indeterminate pronouns should
further be separated into two types. I define the
Chinese-type indeterminate pronouns as (6) and

the Japanese-type indeterminate pronouns as (7).
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(6) A bare indeterminate pronoun (BIP) is a
pronoun whose interrogative and indefinite
uses have the same form.

(7) A compositional indeterminate pronoun

(CIP) is a pronoun which functions as an

interrogative pronoun with interrogative

force and functions as an indefinite pronoun

with a quantificational particle/affix.

Below I focus on CIPs, establishing a novel

typological generalization.

3.
NP/DP-language Distinction
To the best of my knowledge, the first (and

only) generative work that addresses the issue of

Indeterminate  Pronouns and the

correlation between the typology of indefinite
pronouns and another linguistic property is
Watanabe (2004). Watanabe first

“interrogative-based” indefinite pronouns into

divides

the Chinese-type and the Japanese type, which
exactly correspond in my terminology to BIPs
and CIPs, respectively (though he does not
provide precise definitions of the relevant
pronouns). Interestingly, Watanabe notes that the
productivity of CIPs correlates with the absence
of definite articles. For instance, Japanese and
Russian, which lack definite articles, have
productive CIPs, as shown in (8) and (9),
respectively (for space reasons, I present partial

paradigms taken from Watanabe 2004).

(8) Japanese

indet 3 neg A
person dare  dare-ka dare-mo dare-mo
thing nani  nani-ka nani-mo nani-mo
place  doko doko-ka doko-mo doko-mo
time itsu itsu-ka = — itsu-mo



(9) Russian

indet 3 neg
person kto kto-to ni-kto
thing cto cto-to ni-cto
place gde gde-to ni-gde
time kogda kogda-to  ni-kogda

There is also a striking diachronic change that
shows this correlation; Latin, which lacked
definite articles, had productive CIPs, whereas
most Modern Romance languages, which have

acquired definite articles, do not have them.

(10) Latin
indet 3 neg
person quis ali-quis quis-quam
thing quid ali-quid quid-quam
place ubi ali-cubi usquam
time quando ali-quando umquam
(11) Italian
Q 3 neg
person chi qualcuno nessuno
thing  che qualche cosa niente
place  dove in qualche luogo in nessun
luogo
time quando qualque volta (mai)

Although the correlation between articles
and CIPs appears to be robust, Watanabe ac-
knowledges that Bulgarian, Romanian, and
Hungarian have productive CIPs although these
languages have definite articles. Watanabe in
fact does not provide a clear descriptive
generalization regarding CIPs that accommodate
these languages. He attempts to offer an analysis
in  which CIPs with

quantificational affixes/particles, but his analysis

undergo agreement
is not empirically motivated due to the lack of a
clear descriptive generalization.

This being said, there is a possibility that

156

arises from insights of previous works. Notice
that Bulgarian and Romanian are languages with
affixal definite articles (for the affixal status of
the Hungarian definite article, see MacWhinney
1976). Interestingly, Tali¢ (2017) argues that
languages with affixal definite articles pattern
with languages without definite articles in a
number of respects; for instance, she establishes

the generalization (12), which is exemplified by

(13)-(15).

(12) Languages that allow adverb extraction out
of predicative adjectival phrases either lack
definite articles or have affixal definite
articles.

(13) *Terriblyi, he was [t; tired].

(14) Strasno; je bila [t umorna].

tired.F.SF

(Serbo-Croatian)

(English)

terribly is been

‘She was terribly tired.’
(15) Uzasno; bjah [t; umoren].

terribly was  tired
‘I was terribly tired.’ (Bulgarian)
It may then be that affixal article languages
pattern with article-less languages with respect
to CIPs, too (see also Reuland 2011, Despi¢
2015, and Oda 2021

generalizations with a similar language cut).

for typological

In order to confirm if this is indeed the case,
I have conducted a large-scale cross-linguistic
survey of indefinite pronouns, in which I have
checked 138 languages that have “interrogative-
based” indefinite pronouns. Among the 138
languages, 80 languages are identified as having
productive CIPs (the remaining 58 have BIPs).
Among those 80, 66 languages lack definite
articles: Ainu, Awa Pit, Badimaya, Bawm,
Bengali, Buriat, Cahuilla, Chantyal, Djingili,
Old English, Estonian, Evenki, Garo, Georgian,
Gitksan, (West) Greenlandic, Hayu, Hunzib,



Hupa, Jakaltek, Old Japanese, Present Japanese,
Kannada, Ket, Kham, Kodava, Korean, Korku,
Latin, Latvian, Lezgian, Limilngan, Lithuanian,
Maithili, Meithei,
Micmac, Mundai, Muruwari, Nanai, Navajo,
Nez

Ngiyambaa, Okinawan, Iron Ossetic, Polish,

Malayalam, Manipuri,

Newar, Perce, = Ngankikurungkurr,
Huallaga Quechua, Imbabura Quechua, Russian,
Serbo-Croatian,  Shipibo-Konibo,
Sinhala, Takelma, Tamil, Telugu, Tiwi, Udihe,
Ukrainian, Warndarang, Yakut, Yup’ik, and
the 14

languages, 12 have affixal articles: Assamese,

Shoshone,

Yuwaalaraay. Among remaining
Basque, Bulgarian, Hungarian, Itzaj, Karok,
Lillooet, Macedonian, Digor Ossetic, Romanian,
Tonkawa, and Wichita. The remaining two
languages, which appear to have non-affixal
articles, are Yiddish and Sorbian.

A word of caution is in order here regarding
the two languages that appear to have
non-affixal definite articles. The definite articles
in Yiddish do not have a form distinct from
demonstratives, the two being differentiated only
by stress (Margolis 2011:122). Given Boskovi¢’s
(2016) definition of definite articles I adopt here,
under which definite articles obligatorily occur
in a definite nominal phrase and have a distinct
form from demonstrative, Yiddish articles may
actually be

Schaarschmidt (1984) reports that the younger

not articles. For Sorbian,
generation of speakers, who only use Sorbian in
schools, use definite articles considerably less
frequently than the older generation of speakers,
who learned Sorbian through German. Jentsch
(1980) and Lotzsch (1968) also note that definite
articles in Sorbian are not obligatory in the
context of definite interpretation and that they
are not used in some cases where definite
articles would be expected in German. These

points indicate that Sorbian articles may actually

157

not be (fully grammaticalized) articles. Thus, |

propose the following generalization:

(16) Languages that have productive CIPs either
have affixal definite articles or lack definite

articles.

It should be noted that (16) is a one-way
correlation; there can be affixal-article languages
and article-less languages that do not have
productive CIPs. What is important here is that
productive CIPs are never allowed in non-affixal
article languages, whereas they are in principle
article and article-less

allowed in affixal

languages. Below I offer a deduction of (16).

4. Deduction of the New Generalization

Let us start from the structure of
indeterminate  pronouns. Kuroda  (1965)
proposes that Japanese CIPs consist of
PRO(noun) and IND(terminate); essentially,

PRO specifies the domain of quantification (e.g.,
person, thing), and IND marks the entire phrase
as a CIP. Regarding the categorial status of
indeterminate pronouns, Huang (1982) proposes
that they are generally NPs. Building on these
two works, 1 propose that indeterminate
pronouns in general are NPs which consist of
Root that specifies the domain (e.g., person,
thing), and N (or n; I use the label N hereafter
only for presentational purposes). In addition,
following Saito (2017), I suggest that this N is
the locus of the parametric variation in the
presence/absence of an wunvalued operator
feature. If this N bears an unvalued operator
feature, the entire NP is a CIP of the Japanese
type, as schematized in (17a). This operator
(vl [31

quantificational particle/affix for indefinite (and

feature is valued as etc. by a

similar) usages. On the other hand, if this feature



is absent on N, we obtain a BIP of the Chinese
type, as schematized in (17b). Since there is no
operator feature that requires valuation, the
entire NP does not require a quantificational
particle/affix (see Oda 2022 for more discussion
of the difference between CIPs and BIPs).

(17) a. [xe Nopj [Root]] (CIP)
b.[xe N[Root]]  (BIP)

Let us now turn to the relevance of the
definite articles for the (un)availability of
productive CIPs in a given language. Boskovi¢
(2008, 2012) argues that languages with definite
articles have a DP layer above NP as the highest
projection of the nominal domain, whereas
languages without definite articles lack the DP
layer so that NP is the highest projection in the
nominal domain. His main argument is based on
a number of cross-linguistic generalizations that
he establishes, e.g., (18) (note that (18) is a
one-way correlation; see Boskovi¢ 2008, 2012

for more generalizations).

(18) Only languages without definite articles
may allow adjunct extraction out of a
nominal phrase.

(19) a. *[From which city]; did Peter meet [girls

ti]? (English)

[Iz kojeg grada]; je Ivan sreo

from which city

[djevojke t;]?

b.
is Ivan met
girls (Serbo-Croatian)
Abstracting technical details away, Boskovi¢
proposes that DP blocks the extraction in
question in languages with definite articles (cf.
(19a)), whereas DP is absent in article-less

languages, so that the extraction is (in principle)

possible (cf. (19b)). Now, one important aspect
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of Boskovi¢’s generalizations is that they have a
two-way language cut, i.e., whether a language
has definite articles (“DP-language”) or not
(“NP-language”). DP must project above NP in
DP-languages, whereas it does mnot in
NP-languages. Interestingly, however, based on
a number of observations, Tali¢ (2017) claims
that of the

NP/DP-language distinction; namely, non-affixal

we need a three-way cut
article languages, affixal article languages, and
article-less languages. What is important for our
current purpose is that Tali¢ argues that DP may
be absent in affixal article languages in the
absence of a definite article. For instance,
Dubinsky and Tasseva-Kurktchieva (2014) show
that in Bulgarian adjunct extraction out of a
nominal phrase is disallowed when the definite
article is present with a quantifier but it is
allowed when the article is absent in such

environments, as shown in (20).

(20) [Ot
from which university

nyakolko(*-to) studenti t;?

koj  universitet]; sreStna-ha

met-they
several-the students

Appealing to the deduction of (18) by Boskovic,
in which the presence of DP blocks the
question,  Dubinsky
Tasseva-Kurktchieva (2014) and Tali¢ (2017)

argue that DP is absent in (20) in the absence of
the definite article (see Tali¢ 2017 for more data

extraction in and

and discussion).
Building on this, I propose that in
non-affixal article languages DP must project
above indeterminate pronouns, which are NPs,
whereas it can be absent in affixal-article
languages and article-less languages (note that
the definite article is absent in the case of

indefinite pronouns). In addition, I suggest that



this DP bears a valued operator feature iOp[Q],
which gives the value to the operator feature of
n/N and marks the indeterminate pronoun as an
The of

“interrogative pronouns” in non-affixal article

“interrogative  pronoun”. structure

languages is schematized in (21).

(21) [op Diopiqi [np Nuopior [Root]]]

Thus, in non-affixal article

indeterminate pronouns

languages,
necessarily become
the

unavailability of productive CIPs. In other words,

interrogative  pronouns, resulting in
indeterminate pronouns are “primitives” across
languages, but the presence of the relevant D in
non-affixal article languages necessarily makes
them interrogative pronouns.

Note that the proposed parametric variation
regarding indeterminate pronouns is essentially
lexical; (i) the difference between CIPs and BIPs
is attributed to the presence/absence of the
unvalued operator feature (Saito 2017) and (ii)
the of D(P)

amounts

presence/absence above
NP the
presence/absence of a bundle of features that
corresponds to D wunder the Bare Phrase
Structure Theory (Chomsky 1995). Thus, the
proposed deduction of the

indeterminate to

generalization
regarding indeterminate pronouns is appropriate

the

so-called Borer-Chomsky Conjecture, according

parameterization in minimalism given
to which all parametric variation is reduced to
different feature specifications in the lexicon
(Borer 1984, Chomsky 1995, Baker 2008).

5. Conclusion

In this paper, I have addressed the issue of what
property in a language correlates with the types
of indefinite pronouns, which was left open by

Haspelmath (1997). Sorting out the definitions
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of the relevant pronouns, | have established the
novel generalization that languages that have
compositional indeterminate pronouns either
lack definite articles or have affixal definite
articles. I have then offered a deduction of the
(2017)

and

generalization by adopting Saito’s
of
extending Tali¢’s (2017) proposal regarding

analysis indeterminate  pronouns
variation in the structure of nominal phrases.
This is an appropriate locus of parameterization
in minimalism, given the Borer-Chomsky
Conjecture, according to which all parametric
variation is reduced to different feature
specifications in the lexicon. The generative
framework thus sheds new light on the typology
of indefinite pronouns, which has been primarily

discussed in the non-generative literature.

* This paper stems from chapter 3 of my
doctoral dissertation (Oda 2022). I am grateful
to Vicki Carstens, Ian Roberts, Mamoru Saito,
and especially Zeljko Boskovi¢ for invaluable
comments and suggestions. [ also thank the
audience of SF 15 for comments and discussions.

All remaining errors are, of course, my own.
NOTES
! Haspelmath (1997: ch.9) first hypothesizes that

the word order of VP could be relevant for the
division of indefinite pronouns, but based on a
large-scale survey, he concludes that there is no

such correlation.
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1. Introduction

The purpose of this paper is twofold: to
discuss what Default case is and to propose the
condition posed by the SM interface when a
chain is interpreted. This condition successfully
accounts for why Quantifier Raising (QR) of an
associate in there-constructions is prohibited.
Finally, this paper will demonstrate intriguing

consequences for scrambling in Japanese.

2. The Prohibition of QR of Associates in
There-constructions

It has been acknowledged that the associate
in there-constructions cannot induce an inverse
scope interpretation, as shown in (1b) and (2b).
met

(1) a. I haven’t

students.

many linguistics

(i) not > many, (ii) many > not

b. There aren’t many linguistics students
here.
(i) not > many, (ii) *many > not
(Chomsky (1991: 38))
(2) a. (Exactly) one student is likely to be
absent.
(i) one > likely, (ii) likely > one
b. There’s likely to be (exactly) one
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student absent.
(i) *one > likely, (ii) likely > one
(Bobaljik and Wurmbrand (2012: 387))

In (1a), an existential quantifier can take scope
over negation, which is naturally captured by
QR. In contrast, the inverse scope interpretation
in (1b) is blocked, which is unexpected since QR
is available in (la). For (2b), if QR were
applicable to the associate, the existential
quantifier could take wider scope than likely,
just like the interpretation in (2a). However, this
is not the case in (2b), which is readily captured
by assuming that the associate cannot undergo
QR. These facts suggest the prohibition of QR of

the associate in there-constructions.

3. Case-Marking in There-Constructions
Based on Chomsky (2000 et seq), Case
assignment takes place as a reflex of phi-feature
agreement. Chomsky (2000, 2001) argues that
the associate in (3) obtains nominative Case
since it agrees with a finite T, which is

responsible for nominative Case assignment.

(3) There are many people here.

However, the following examples show that this

argument is incorrect:

(4) a. There is only me/*I in the garden.
(Sobin (2014: 386))
b. *There’s L. (Schiitze (1997: 136))

As shown in (4), it is only the associate with
accusative form that is licensed. Chomsky’s
(2000, 2001) idea is thus no longer tenable.
Maling and Sprouse (1995) argue that a
copula assigns abstract accusative Case to the

associate. However, the copula is claimed to



have no Case-assigning property (Schiitze
(1997) and Moritake (2022)). Sobin (2014) and
Moritake (2022) argue that the associate in
there-constructions does mnot receive abstract
Case, but is pronounced with default accusative
case.! We assume with Sobin (2014) and
Moritake (2022) that the associate carries default

accusative case instead of nominative Case.

4. Default Case
4.1 Theoretical Assumption: [uCase]|

In the current theory, noun phrases are
introduced into the derivation with an unvalued
Case-feature ([uCase]) (Chomsky (2000) and his
subsequent works). The value of [uCase] is

determined in the course of a derivation.

4.2 Default Case in English

It is assumed that DPs are pronounced with
default case when they receive no abstract Case
(Schiitze (1997, 2001), McFadden (2004, 2007),
and others). Schiitze (1997, 2001) extensively
discusses under what circumstances default case
is used. According to Schiitze (1997, 2001),
left-dislocated DPs reveal what default case is in
languages. For instance, they are pronounced
with accusative case in English, as shown in (5).
(5) Me/*1, I like beans.  (Schiitze (2001: 210))
The left-dislocated DP appears with accusative
form in (5), although it cannot establish any
agreement relation with heads capable of
assigning Case. Schiitze (1997, 2001) claims
that this fact can be accommodated by assuming
that me in (5) is pronounced with default
accusative case. Following Schiitze (1997, 2001),
we that default

assume English utilizes

accusative case.
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4.3 The
Default Case

At this point, it remains uncertain how
default theoretically
According to Schiitze (2001) and McFadden
(2007), default case is not abstract Case but
It follows that a DP

pronounced with default case is marked with

Theoretical Implementation of

case is implemented.

morphological case.

morphological case rather than abstract Case.

Although the assumptions offered by
Schiitze (2001) and McFadden (2007) seem
promising, they do not go beyond the

description that default case is morphological
case. It nevertheless remains unclear how default
case can be formally implemented within the
recent theoretical framework (Chomsky (2000 et
seq)). Central to the recent minimalist program
framework is that noun phrases are introduced
into the derivation with [uCase], and its feature
specification is determined in narrow syntax. We
will establish a theoretical implementation of
default case along with this framework.

Recall that DPs lack abstract Case when they
are pronounced with default case (Schiitze
(2001) and McFadden (2007)). This assumption
implies that [uCase] on such DPs is unspecified
in narrow syntax. Based on these assumptions,

we put forth the following proposal:

(6) DPs are pronounced with default case when
their [uCase] remains unvalued at the

Sensorimotor (SM) interface.’

Crucial to this proposal is that [uCase] functions
as a command with which to pronounce DPs.
Our proposal is more desirable than Schiitze’s
(2001) and McFadden’s (2007) in that it
provides a theoretical explanation of how default
case is implemented in line with Chomsky’s

recent framework. Moreover, there is no need to



suppose default case assignment in narrow
syntax. Rather, our proposal just regulates how
the SM interface interprets DPs with [uCase].

5. Proposal
5.1 Sportiche (2016)

This subsection reviews Sportiche’s (2016)
analysis. See the sentence in (7a). According to
Sportiche (2016), as shown in (7b), Mary, has
[uCase], and Mary: obtains nominative Case as
a reflex of phi-feature agreement via matrix T,

after which it moves to matrix Spec-T.

(7) a.
b.

Mary seems to be happy.
[[Mary vomy [T [seems [Maryi nowm [to
[be [Maryo (ucase) happy]]11111]

Sportiche (2016) points out that although
[uCase] on Mary, in (7b) is illegible at the
Conceptual-Intentional interface, the sentence in
(7a) is well-formed.> Sportiche (2016) then

assumes the operation called Neglect in (8).

(8) Neglect
Any material at any interface can be
ignored up to crash.  (Sportiche (2016: 4))
Based on Neglect, an illegible feature can be

neglected at the interfaces. According to
Sportiche, Neglect can be applied to syntactic
objects with illegible features only if a chain
established by them has a valued feature. The
grammaticality of (7a) can be captured since
Mary, and Mary, have a valued Case-feature in
their nontrivial chain, which allows Mary, with
[uCase] to be neglected at the interfaces. The

derivation thus converges at the interfaces.

5.2 The Limit of Neglect
Consider (4a), repeated here as (9).
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(9) There is only me in the garden.
(Sobin (2014: 386))

It is argued in Section 3 that an associate in
there-constructions is pronounced with default
case. [uCase] on only me in (9) is thus unvalued
at the SM interface. It has been assumed since
Chomsky (1981) that a single syntactic object
itself consists of a chain, which is called a trivial
(2016)

capture the grammaticality of (9) since the trivial

chain. Sportiche’s analysis cannot
chain has no valued feature. This example, of
course, does not render Neglect untenable, but
we should understand that Neglect is limited to

cases with the nontrivial chain.

5.3 Chain Interpretation at the SM Interface
Although Neglect captures cases including

the nontrivial chain as we have seen, it cannot be

applied to the trivial chain, as in (9). We thus

propose the interface condition in (10).

(10) If there are multiple occurrences of a single
DP in a derivation, they must have a valued
feature in order for them to form a

nontrivial chain and be representationally

identified as a series of copies at the SM
interface; they are regarded as a repetition
otherwise. This condition, however, is
irrelevant to just one occurrence of a single

DP, since it consists of a trivial chain by

itself regardless of whether it involves an

unvalued or valued feature.

This interface condition entails Neglect, at least
in spirit, but we consider that it is in fact the
necessary condition for the proper (non)trivial
chain, which is relevant at the SM interface.

The intuition behind this condition lies in

how the pronunciation of syntactic objects is



determined. The SM interface must identify
whether syntactic objects make the nontrivial
chain or trivial chain in order to utter them
correctly. It has been tacitly assumed that the
chain must properly be established for the
correct pronunciation (e.g. Chomsky (1981)).
Accordingly, there must be some licensing
condition for the chain in the theory. Recall that
the chain must include the valued feature to
apply Neglect, as argued by Sportiche (2016).
We do not assume Neglect, but this can be
restated as the prerequisite for the nontrivial
chain, whereas it does not matter for the trivial
chain. We have proposed the feature-based
licensing condition for the chain with the
distinction between nontrivial and trivial chains.
Note that this condition is not intended to
neglect illegible at the

syntactic objects

interfaces.

6. Analysis

First, let us consider (9). The associate only
me is composed of a trivial chain with [uCase].
Based on (10), [uCase] does not induce any
problem at the SM interface, as the associate
consists of the trivial chain. The grammaticality
of (9) is thus accounted for by our analysis.

Let us turn to the examples with QR. Take
(1b), represented here as (11a), for instance.
(11) a. There aren’t many linguistics students
here.
(i) not > many, (ii) *many > not

(Chomsky (1991: 38))

b. many linguistics studentsp,case ... many

linguistics studentsj,case] . .-

Assuming that QR occurs in narrow syntax (e.g.
Bobaljik (2012)), the

representation in (11b) poses a problem, in

and  Wurmbrand
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which QR applies to many linguistics students.
In this case, there are two occurrences of the
associate. Since there is no valued feature in the
nontrivial chain, these two occurrences are taken
to be a repetition, which results in gibberish at
the SM interface. Thus, QR cannot apply to the
associate in there-constructions.
One may wonder why (12a) is grammatical.
(12) a.  Whatj is there ¢ in the refrigerator?
(Aissen (1975: 7))
b.  What}q), [ucase] --- Whatpuq, [ucase] - - -

The sentence in (12a) contrasts sharply with that
in (11a) with respect to a possibility of
movement. Here, an unvalued Q-feature ([uQ])
on what turns into a valued Q-feature ([vQ]) at
Spec-C, as in (12b), which satisfies the condition
for the nontrivial chain in (10). Thus, two
occurrences of what in (12b) are identified as the

same copy and pronounced correctly.

7. Extension: Bare DP Scrambling

It is assumed that scrambled objects in
Japanese must bear an overt Case-marker (Saito
(1985)). See (13) (in what follows, DP-g stands
for a DP without the overt Case-maker).
(13) Ringo-o/*g; tabe-ta.*
apple-Acc/e  John-Nom

John-ga 4
eat-Past

‘John ate an apple.’

In (13), the scrambled object ringo ‘apple’ must
have accusative Case. However, the sentence in
(14) is acceptable, although the scrambled object
ringo-dake ‘only an apple’ is bare.

(14) Ringo-dake-o/g; tabe-ta.
apple-only-Acc/e  John-Nom

John-ga 4
eat-Past

‘It is only an apple that John ate.’



As discussed in Section 4.2, left-dislocated
DPs reveal what default case is in languages
(Schiitze (2001)). With this in mind, see (15).

(15) John-g/*ga/*o,
John-g/Nom/Acc he-Top

‘John, he is a genius.’

kare-wa tensai-da.

genius-Cop

As shown in (15), only the bare DP is
appropriate for the left-dislocated DP. We argue
that the bare DP is pronounced with default null
case in Japanese. In light of this proposal, bare
DPs in (13) and (14) have no value of [uCase].

See the following rough representation of (13):

(16) Ringo[uc(m] Ringo[uc;me]

There are two occurrences of DP with [uCase].
It is erroneously expected that they are both
pronounced since they are identified as a
repetition due to the lack of valued feature. Thus,
the scrambled DP needs overt Case when (13) is
uttered in out-of-the-blue contexts.

Conversely, Case need not be overt in (14),
where the scrambled object obtains a focus
interpretation with a focus-particle dake ‘only’
being attached to it. Assuming that the DP can
have the unvalued focus-feature ([uFoc]), which
becomes the valued focus-feature ([vFoc]) after
it moves to the CP domain, the representation of
(14) will roughly be shown in (17).

(17) Ringo-dakepiroc], [ucase] ... Ringo-dakepuroc),

[uCase] -« -

What is crucial here is that [uCase] remains
unvalued but [uFoc] gets a value, which is a
striking difference from (16): [vFoc] licenses the
nontrivial chain in (17). The sentence in (14) is

thus correctly interpreted at the SM interface. As
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long as our discussion is correct, scrambled DPs
need some valued feature, not restricted to Case.

As we can see, the proposed chain condition
suggests a close association with the theoretical
implementation of default case. For one thing,
the moved DP with [uCase] is licensed only
when its unvalued feature other than [uCase]
obtains a value. For another, the in-situ DP with
[uCase] is licensed even if it lacks any valued
feature. In both cases, the relevant DP is
pronounced with default case. Our proposal for
the chain condition is thus inseparable from the

nature of default case proposed in Section 4.

8. Apparent Counterexamples
One might predict that the examples in (18)

undermine our proposal.

(18) a. *Who does it seem to like Mary?
(Chomsky (1981: 175))

*It was believed Mary.
(Lasnik (2008: 19))

b.

The nontrivial chain made up by who in (18a)
should be licensed since [#Q] on who obtains a
value at Spec-C, as shown in (19a). Furthermore,
the trivial chain of Mary in (18b) should also be

licensed without any Case value, as in (19b).

(19) a.
b.

WhO[vQ], [uCase] - .- WhO[HQ]a [uCase] - - -
vee MarY[uCase] cee

However, (18) may be ruled out by independent
assumptions suggested by Chomsky and Lasnik
(1977), McFadden (2004), and others. Details
aside, these studies suggest that the expletive it
is licensed only if there is a proper CP associate
in the sentence. See the following examples:

(20) a. Itis likely [cp that John is sick].



It would be unfortunate [cp for John to
be sick].

c. It would be unfortunate [cp to be sick].
(McFadden (2004: 322))
d. TItisunclear [cp what to do].
(Chomsky and Lasnik (1977: 449))
e. *Itis certain [rp to leave].’
(Chomsky and Lasnik (1977: 472))
f. *Itis [ne @ man] in the garden.

(Lasnik (1995: 18))

In (20a-d), the expletive it is available with the
CP associate. In contrast, it is not licensed when
there is no CP, as in (20e) and (20f). The
ungrammaticality of (18) can be reduced to the
licensing condition for the expletive it. Thus, we

argue that (18) is compatible with our proposal.

9. Conclusion

We have argued that DPs with [uCase] are
uttered with default morphological case (Schiitze
(2001) and McFadden (2007)). Moreover, we
have offered the licensing condition for the
(non)trivial chain, which accounts for the ban of
QR of the associate in there-constructions. The
(un)availability of scrambling in Japanese is also
claimed to be captured by our proposal.

In our analysis, unvalued features are related
to chain licensing, in fact, nominal licensing.
Without unvalued features, we cannot explain
how the chain (nominal) is licensed. The
presence of unvalued features may thus be

deduced from chain (nominal) licensing.

* ] am greatly indebted to Nobuaki Nishioka for

providing me with invaluable comments. I also

thank Laurence Craven for suggesting stylistic

improvements. All remaining errors are my own.
NOTES

' This paper uses the term ‘Case’ when referring
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to abstract Case, whereas ‘case’ refers to
morphological case.

2 Under our analysis, [uCase] is sent to the
Conceptual-Intentional (C-I) interface as well.
If so, one might consider that the derivation does
not converge since the unvalued feature is
generally assumed to be illegible at the C-I
interface (see also footnote 4). See Epstein,
Kitahara, and Seely (2010) for a possibility that
[uCase] is invisible to the C-I interface and
causes no violation.

3 Chomsky (1995: 27) claims that “there can be
no superfluous symbols in representations.”
Following this, Sportiche (2016) argues that
[uCase] induces a problem at LF.

* An anonymous reviewer wonders whether the
bare object ringo ‘apple’ can be interpreted as a
topic, with a small pro in the object position,
instead of the trace, in (13). It is assumed that
the sentence-initial topic is base-generated at
Spec-C, and the small pro, instead of that trace,
occupies the argument position in Japanese
(Saito (2010) and references cited therein).
Given this, the sentence in (13) looks like (15)
with respect to the relation between the
sentence-initial element and the (overt or covert)
resumptive pronoun. However, (13) seems to
differ from (15) in that ringo ‘apple’ in (13)
cannot be interpreted as the topic without a topic
marker -wa, in contrast with John in (15). A
further investigation is left for future research.

> Chomsky and Lasnik (1977: 472, fn. 84) point
out that (20e) is unacceptable only when it is
used as the expletive. If it has a particular

reference, the sentence becomes acceptable.
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1. Introduction

Some previous studies (e.g., Hanazaki and
Kato (2004), Hanazaki (2005) and Hirasawa
(2019)) show that the preposition by has many
uses.! Hanazaki and Kato (2004) and Hanazaki
(2005) observe various meanings of by, and
establish their schemas and a semantic network
between them, based on predominance. With
respect to spatial meanings, they establish two
schemas: one is the <Near/Out of the domain>
type; the other is the <Bit by bit> type, which is

derived from the <Near/Out of the domain> type.

However, there are some problems with their
analysis: (i) the <Near/Out of the domain>
schema cannot explain some differences
between the prepositions by and near; (ii) also,
the schema cannot deal with two spatial
meanings involving the notion of movement;
(iii) side by side, which differ from those
illustrating the schema <Bit by bit> is not

considered. These problems are dealt with in
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Section 2 in some detail.

This paper is organized as follows. Section 2
reviews the previous studies on preposition by,
Hanazaki and Kato (2004), Hanazaki (2005) and
Hirasawa (2019). Section 3 analyzes spatial
meanings of by and X by X, the latter including
the types of <Bit by bit> and <Side by side>,
and establishes their schemas and a semantic
network between them. Section 4 is a brief
conclusion.

2. Previous Studies on Preposition By
2.1 Hanazaki and Kato (2004), Hanazaki
(2005)

Hanazaki and Kato revise the analysis
presented by Tyler and Evans (2003), and
propose six steps to determine distinct meanings
of by, as shown in (1).

(1) A Revised Model for Principled Polysemy
Step 1: collect authentic data using a
bottom-to-top approach;
Step 2: identify the distinct senses using
two steps;
[1] abstract away the spatial relations
for the TR and LM for sense A;
combine the resulting schema
with
extra-linguistic information in a

[2]
linguistic and
sentence that contains B; if the
meaning of the sentence can be
inferred, B is not a distinct sense;
if the meaning of the sentence
cannot be inferred, it is a distinct
sense.

the network

through meaning extension based

Step 3: attest polysemous

on pragmatic strengthening rather
than a metaphor;
the

Step4: examine network from a



diachronic perspective;
Step5: determine the network center in
different historical periods for the
based the

predominance/most  frequently

preposition on
used sense of the central meaning
in the semantic network;

Step6: apply three inferencing strategies:

best fit, knowledge of real-world,

force dynamics, and topological

extension.

(Hanazaki (2005: 428))

Based on the six steps, they establish a semantic
network of by. In this study, step 2 and step 5
are crucially relevant to the following discussion
(see Hanazaki and Kato (2004) and Hanazaki
(2005) for a full account of the six steps and
their semantic network of by.

In step 2, they identify the distinct meanings
of by using two sub-steps.

(2) a. Ilive in the moment day by day.
b. I live in the moment <Near/Out of the

domain>.
(Hanazaki and Kato (2004: 29-30))

(2) examines whether day by day is distinct from
the <Near/Out of the domain> type. If the
concept of <Near/Out of the domain> is
embedded in (2a), as shown in (2b), the meaning
of (2a) cannot be inferred from that of (2b).
Therefore, they claim that day by day is distinct
from the <Near/Out of the domain> type, and
classified into the <Bit by bit> type.

Step 5 concerns how to determine the central
meaning. Hanazaki (2005) says that the central
meaning is the most predominant one, that is,
the one used most frequently, which means

predominance and has been changing over time.
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However, there are some problems with their
analysis. First, the schema <Near /Out of the
domain> cannot explain the differences between
by and near, as shown in (3).

(3) a. I live near/by the sea and | was on the
bench last week...
(Shimada (2013: 28-29))
b. His grandparents were living near/*by
the city at the time.
(Shimada (2010: 38-39))

In (3a), both near and by are available with an
entity like sea. In (3b), however, by is not
available with an entity like city because it is
incompatible with the entity whose area is vague.
Second, Hanazaki and Kato do not postulate that
<Near/ Out of the domain> involves the notion
of movement, so this schema cannot deal with
the instances expressing transfer. Consider (4).

(4) a. He’d gone by the Gazette parking lot
and peeked inside a blue Ford Fiesta
[...]
(Mitch Albom, The First Phone Call
from Heaven, cited in Hirasawa (2019:
130))
b. 1 said: “Let’s go by my place and pick
up your fancy suitcase. It kind of
worries me”.
(Raymond Chandler, The Long Good

bye, cited in Hirasawa (2019: 130))

The sentences in (4) include the phrase go by.
However, these meanings are different from
each other. (4a) means that a man had gone
across a parking lot, and (4b) indicates that
someone will drop in at a place like someone’s
house. Finally, it seems difficult to directly relate

the <Near/Out of the domain> type to the <Bit



by bit> type because there are too many
differences between them. Hanazaki seems to
®)

overlook a certain type of instances;

illustrates this.

(5) Then, as we were sitting in the dull light,

side by side on the edge of his bed, he said

to me. (Never Let Me Go, p. 245)
In the <Side by side> type, focal entities
function as TR and LM at the same time, and
they are close to each other. Also, it does not
have the notion of transfer, which differs from
the <Bit by bit> type. Considering this point, the
<Side by side> type seems to be located between
the types of <Near/ Out of the domain> and <Bit
by bit>.

2.2 Hirasawa (2019)

Hirasawa explores what lexical knowledge
on the preposition by English native speakers
acquire from a perspective of Construction
Grammar. He claims that native speakers can
use by appropriately because each meaning of by
is stored as lexical knowledge in their mind. As
for spatial by, he proposes three types in (6):

(6) a. he would often stand by the window.
(Kazuo Ishiguro, The Remains of the
Day, cited in Hirasawa (2019: 111))

b. I saw it in the window as | went by, so |
thought of you and how you were
always wanting one.

(Roald Dahl, “Dip in the Pool”, cited in
Hirasawa (2019: 120))

c. | just came by to visit poor little
Stephanie.

(Bewitched, Season 3, Episode 20, cited
in Hirasawa (2019: 128))
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In (6a), the sentence describes the situation of
standing near the window, in (6b), the speaker
went across the house, and in (6¢), a man
dropped in at someone’s house. He claims that
these meanings are used properly because they
employ different types of predicates.

Although his study does not aim to establish
a semantic network of by, there are at least some
relations between the three spatial meanings
because they have similarities in term of
semantic properties. We assume that native
speakers also know the conceptual constitution
which by itself has, and construe the meaning of
by in a sentence, especially a new one, by
referring to the meaning of a more central or
predominance meaning/sense.

3. An Analysis of Three Spatial Meanings of
By and the Meanings of X by X

In order to solve the problems above, we
firstly examine the three spatial meanings of by
and the types of X by X, and presents their
semantic properties. At the end of the section, a
semantic network of by reflecting their schemas
is established based on predominance.

3.1. Vicinity in the Horizontal Plane

First, we present the <Vicinity in the
horizontal plane> type as the central meaning of
spatial by. Observe the differences between by
and near.

(7) a. There are a few benches by/near the
(Shimada (2013: 28-29))
b. Arobot submarine is deployed * by/near
(Shimada (2013: 28))

river....
the sea floor.
As shown in (7), near can denote both horizontal

proximity to the river and vertical proximity to
the sea floor. On the other hand, by describes



only horizontal proximity to the river. Judging
from this point, this spatial meaning indicates
that TR locates horizontally close to LM, and
they are either in contact or no contact.? This
meaning has the following semantic properties
of [Horizontal(H)], [No contact or contact
(NC/C)] and [Static (S)]. In addition, this spatial
meaning has another property: by is only
compatible with the entity which has the distinct
boundary of an area. As discussed in
(3), by is incompatible with city, and cooccurs
with sea. As for city, the boundary is vague
between a city center and a countryside. On the
other hand, the boundary between a sea and sea
shore is clear. So, we assume that the by has the
property of [Bounded (B)].

Summarizing the

<Vicinity in the horizontal plane> type is

these  observations,
constructed with the four semantic properties of
[H], [NC/C], [S] and [B]. This schema will be
shown in Figure 1 below.

3.2. Going Across

Let us see another spatial meaning, the
<Going across> type. First, we examine whether
it is a distinct meaning through step 2 in (1).

(8) a. A train bellowing by just over my
head,... (The Body, p. 79)
b. ?? A train bellowing <Vicinity in the

horizontal plane> just over my head...

In (8), the verb bellow does not involve the

notion of transfer. However, the sentence
describes the situation of the train going across
the speaker’s head while blowing its whistle.
When the concept of <Vicinity in the horizontal
plane> is embedded in the position of by, as in
(8b), the meaning of (8a) cannot be inferred

from that of (8b). Because of this, the <Going
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across> type is a distinct meaning of by.

type
significant properties. Firstly, by comparing by

The <Going across> has three
with through, we confirm one of its properties,

as shown in (9).2

(9) a. We drove by the tunnel.
b. We drove through the tunnel.

By describes the situation of going across near
the tunnel, whereas through expresses the
situation of going into and out of the tunnel.
This observation leads us to say that the <Going
across> type has the properties of [B] and [NC].
In addition, this by indicates straight forward
movement:

(10) a. Astray cow wanders by.
(Full House, Season 2, Episode 13,
Working Mothers, cited in Hirasawa
(2019: 123))
b. Astray cow wanders.

(10a) indicates that a stray cow goes straightly,
although in (10b) it goes unsteadily. In other
words, by implies that TR goes straightly. This
characteristic makes it clear that this by involves
[TR-horizontal-moving(THM)].
To summarize these observations, the <Going

the property

across> type has three semantic properties: [B],
[NC] and [THM]. This schema will be presented
in Figure 1 below.

3.3. Dropping In

Let us turn to the meaning <Dropping in>.
First, we check whether this by is a distinct
meaning, as the meaning <Going across> does.
(112) illustrates.

(11) a. I just came by to visit poor little



Stephanie.
(Bewitched, Season 3, Episode 20, cited
in Hirasawa (2019: 128))

b. ?? | just came <Vicinity in the horizontal

plane>/<Going across> to visit poor

little Stephanie.

We claim that this by is a distinct meaning
because the same meaning of (11a) cannot be
inferred from (11b).

The <Dropping in> type has three vital
properties. (12) illustrates:

(12)T'll be by to pick the tickets up this
afternoon.
(Full House, Season 5, Episode 6, cited in
Hirasawa (2019: 129))

The sentence indicates that the speaker will
move horizontally to and drop in at a shop.
Without by, the sentence does not describe the
horizontal movement. Because of these
observations, the <Dropping in> type needs the
three semantic properties of [THM], [C] and [B],

and its schema will be drawn in Figure 1 below.

3.4. Bit By Bit

In this sub-section, the meaning <Bit by bit>
is observed. First, we examine whether this
meaning is distinct from the other meanings.

(13) a. 1 live for the moment day by day.
(cf. (2)
b. 2?1 live for the moment day <Vicinity in
the
across>/<Dropping in> day.

horizontal plane>/<Going

Sentence (13a) denotes that the entities (day) are
located independently of each other, and a TR is
placed close to the LM, which functions as
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another TR. We argue that the <Bit by bit> type
has a distinct meaning because the other
meanings cannot express the situation where the
LM for a TR can be shifted to serve as another
TR, as shown in (13b)

The <Bit by bit> type
properties. (14) illustrates.

involves two

(14) The house was painstakingly searched,
room by room, drawer by drawer, cupboard

by cupboard. (BNC)

The sentence denotes that a TR shifts into a LM
and a new TR is replaced close to another LM.
In addition, the distance between TR and LM is
vague. From these observations, the <Bit by bit>
type seems to have the two semantic properties
of [TR-horizontal-shifting(THS)] and [NC/C].

3.5. Side By Side

This sub-section observes the meaning of
<Side by First, this
distinguished from the other meanings of by due

side>. meaning is

to the two sup-steps in (1).

(15) a. Then, as we were sitting in the dull light,
side by side on the edge of his bed, he
(cf. (9))

b. ?? Then, as we were sitting in the dull

said to me.

light, side <Vicinity in the horizontal

plane>/<Going across>/<Dropping
in>/<Bit by bit> side on the edge of his
bed, he said to me.

(15a) indicates that two persons reciprocally
function as TR and LM at the same time. The
<Side by side> type is another distinct meaning
because the others do not describe the situation
where the focal entities function as TR and LM
reciprocally at the same time.



We now consider three important properties
of the by with this meaning.

(16) Side by side on the narrow shawl knelt the
two wanderers the little prattling child and
reckless, hardened adventurer.

(A Study in Scarlet, p. 84)

In (16), two focal entities like wanderers are in
the limited area, or narrow shawl, and function
as TR and LM reciprocally at the same time. In
addition, the distance between the two entities is
not obvious, as with the <Bid by bit> type.
Accordingly, the <Side by side> type involves
[B], [TR-LM Switching (TLS)] and [NC/C].

3.6. The Central
Network

Meaning and Semantic

This sub-section determines which one of
the five meanings is the central meaning of by,
and establishes its semantic network. First, the
central meaning is determined based on
predominance (cf. (1)), We collected 1320
examples of by from seven novels (Never Let
Me Go, The Body, A Study in Scarlet, 1984,
Death on the Nile, Lord of the Flies, and The
Great Gatsby), and found 177 instances of the
spatial meanings and X by X. 124 examples of
<Vicinity in the horizontal plane> were found,
and therefore the <Vicinity in the horizontal
plane> type is the most frequently used meaning,
or predominance, and occupies the center
position of the semantic network. 22 instances of
<Going across> and two instances of <Dropping
in> were found. Besides these spatial meanings,
22 examples of <Side by side> and 21 examples
of <Bit by bit> were founded.

Next, we examine how the semantic network
is developed. According to Lakoff (1987), a
semantic network has developed by relating one
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meaning to another, based on the inheritances of
some higher-level properties. In this case, the
meanings of <Going across>, <Dropping in>
and <Side by side> are derived from the central
meaning through inheriting such properties as
[NC and/or C], [B] and [H]. The <Bit by bit>
type is extended from the <Side by side> type
through the properties [NC/C] and [TLS], which
transform with the notion of movement. The
semantic network of by is described in Figure 1,
which shows the image schemas of the five
meanings.

.
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<Dropping in>

<8ide by side>

[T K

<Going across>

<Bit by bit>
(Hanazaki(2005))

Figure 1 The Semantic Network of By

4. Conclusion

In this study, we have constructed the more
elaborate image schemas of the three spatial
meanings and X by X, based on previous studies’
observations and the examples collected from
seven literary works. With the image schemas of
the meanings of by, we have shown some
the
prepositions such as near and through.

differences from meanings of other

The semantic network explains how the
meanings of by relate to each other, and how
native speakers construe the meaning of by in a

sentence, especially a less frequently used type.



* We would like to express our sincere gratitude
to Naoaki Wada for his invaluable comments.
Also, we would like to thank Shinya Hirasawa
for the helpful comments.

NOTES
1 Although Otani (2013:12-13)
prepositions used adverbially as particles, we

defines

regard them as “preposition” as well in this
paper.

2 In informant surveys, the <Vicinity in the
horizontal plane> type may allow both the cases
where TR is in contact to and in no contact to
LM (e.g., The bicycle is by the building.).

% We asked some native speakers to explain the
differences between by and through, obtain the
comments in the main text.
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1. Introduction

In the Khorchin dialect of Mongolian
(Mongolian, hereafter), an Altaic language,
spoken in Inner Mongolia, case-marked clauses
show properties slightly different from those in
similar languages such as Japanese, as shown
below. (1) and (2) are Mongolian and Japanese
examples, respectively.
) [Tokyo-du
Bagatur-Nom [Tokyo-to

Bayatur-¢

Ulayan-g/-u
Ulagan-Nom/-Gen
ire-gsen]-i(-ni)
come-Past.Adn]-Acc(-PoP3)
Cegejile-ju baina.

remember-CVS  be.Pres.Con

‘Bagatur remembers that Ulagan came to
Tokyo.’

Watashi-wa [Tookyoo-ni Taroo-ga/-no
I-Top [Tokyo-to  Taro-Nom/-Gen

ki-ta]*(-no)-o

2
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come-Past]-NML-Acc
oboe-te-i-ru.
remember-te-be-Pres

‘I remember that Taro came to Tokyo.’

In each of (1) and (2), the matrix verb takes a

declarative complement clause, but the
complement clause is followed by the accusative
case marker -i/-yi, which is optionally followed
by the possessive pronoun -#i, in the Mongolian
in (1), followed by the

nominalizing element -no

example and is
in the Japanese
example in (2). The difference between (1) and
(2) lead us to raise the research question in (3).
(3)  Research Question

What do Mongolian case-marked clauses

suggest for the theory of syntax?

In this paper, we will address research question
(3), and argue for the following. First, Maki et
al.’s (2016) conditions on genitive subject
licensing need to be revised. Second, the
predicate followed by the accusative case
marker in Mongolian is a kind of mixed category,
which is seen in languages such as Quechua.
Third, there is no C projection for indirect
questions in Mongolian, and the relevant Q
feature seems to reside on T in indirect questions
in Mongolian. Fourth and finally, in Japanese,
accusative case-marked interrogative clauses are
a projection of C, and accusative case-marked
declarative clauses are a projection of T
followed by the nominal element -no.

The organization of this paper is as follows.
Section 2 reviews (i) the mechanism of genitive
subject licensing in Mongolian reported in Maki
(2016) and (ii) the mechanism of

accusative

et al.

subject licensing in Mongolian

reported in Maki et al. (2015) as background to



the subsequent sections. Section 3 provides
examples of Case-marked clauses in Mongolian.
Section 4 discusses what the findings of this
paper suggest for the theory of (Mongolian)

syntax. Finally, Section 5 concludes the paper.

2. Background

First, Maki et al. (2016) propose (4) to
capture the genitive subject distribution in
Mongolian and Japanese. See Harada (1971) for
the origin of the research on genitive subject

licensing based on Japanese examples.

(4) Conditions on Genitive Subject Licensing
a. A genitive subject must be
c-commanded by a nominal element
in a local domain.
b. A genitive subject must be in a local

relationship with the adnominal

form of predicate.

(4a) corresponds to Miyagawa’s (1993, 2011)
D-licensing approach, and (4b) to Watanabe’s
(1996)/Hiraiwa’s (2001) C-licensing approach.
Maki et al. (2016) claim that genitive subjects in
Altaic languages must satisfy both to be licensed,
which is evidenced by (5) and (6).

Ociigediir Ulayan-g/*-u
yesterday Ulagan-Nom/-Gen this

©)

enc

qudaldun-abu-ysan-siu.
book-Acc buy-take-Past. Adn-Prt
‘Ulagan bought this book yesterday.’

nom-i

Ene nom-i

(6) Ocligediir
this book-Acc yesterday
Ulayan-g/-u t
Ulagan-Nom/-Gen
qudaldun-abu-ysan-siu.
buy-take-Past. Adn-Prt

‘This book, Ulagan bought ¢ yesterday.’
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(6) shows that the object is moved to the
sentence-initial position by scrambling, and the
sentence is grammatical with a genitive subject.
Note that in (6),

c-commanded by the scrambled object and is in

the genitive subject is
a local relationship with the adnominal form of
the predicate. Note that the Japanese counterpart

of (7) disallows the genitive subject, as shown in

(3).

Kinoo kono

yesterday Hanako-Nom/-Gen this

@) Hanako-ga/*-no
hon-o
book-Acc buy-Past-Prt

‘Hanako bought this book yesterday.’

kat-ta-yo.

Kono hon-o kinoo

this

(®)
book-Acc yesterday
Hanako-ga/*-no

Hanako-Nom/-Gen
‘This book, Hanako bought ¢ yesterday.’

t kat-ta-yo.
buy-Past-Prt

This is precisely because the contrast between
conclusive and adnominal forms of verb is
neutralized in modern Japanese, so that the verb
kat-ta ‘buy-Past’ in front of the particle yo seems
to be in the conclusive form, which further
supports the necessity for the dual licensing
approach in (4).

Second, Maki et al. (2015) argue that while
genitive subjects are disallowed, accusative
subjects are allowed in clauses headed by C,
suggesting the generalization in (9).

(9) Generalization about the Distribution of
Accusative Subjects in Mongolian

An accusative subject may appear in
non-matrix clauses whose heads are not
genuinely nominal in nature. Therefore, it
may appear in temporal, conditional and

reason clauses as well as complement



clauses, but not clauses adjacent to overt
nominal heads.
The examples that follow all fall under
generalization (9). First, while it is not permitted
in a matrix clause, an accusative subject is

allowed in a reason clause, as shown in (10) and

(11).

(10) Ociigediir Ulayan-g/*-i/*-u
yesterday Ulagan-Nom/-Acc/-Gen
biijigle-gsen  Tligei.

dance-Past.Adn Neg

‘Ulagan did not dance yesterday.’

Ociigediir Ulayan-g/-i/*-u

yesterday Ulagan-Nom/-Acc/-Gen

(1)
biijigle-gsen ligei ucir-aca,
dance-Past.Adn Neg because
biligiideger-o  sedkil joba-jai.
everyone-Nom heart worry-Past.Con
‘Because Ulagan did not dance yesterday,

everybody was worried.’

Second, an accusative subject cannot appear in a
relative clause (whose head is clearly nominal),

as shown in (12).

(12) [Ociigediir Ulayan-o/*-i/-u
[vesterday Ulagan-Nom/-Acc/-Gen
qudaldun-abu-ysan] nom-i nama-du

buy-take-Past.Adn] book-Acc me-to

ijegiil.

show

‘Please show me the book which Ulagan

bought yesterday.’

3. Data
Having outlined the particular background,
let us now examine accusative Case-marked

clauses in Mongolian. Verbs such as cegejile-jii
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baina ‘remember-CVS be.Pres.Con’ take both
declarative and interrogative clauses, as shown
in (13) and (14). Note that CVS means converb
suffix.

(13) Bayatur-¢ [Tokyo-du
Bagatur-Nom [Tokyo-to
Ulayan-g/-u/*-i
Ulagan-Nom/-Gen/-Acc
ire-gsen]-i(-ni)
come-Past.Adn]-Acc(-PoP3)
cegejile-jui baina.

remember-CVS  be.Pres.Con

‘Bagatur remembers that Ulagan came to
Tokyo.’
Bayatur-o

(14) [ali
Bagatur-Nom [which city-to
Ulayan-g/-u/*-1
Ulagan-Nom/-Gen/-Acc
ire-gsen]-i(-ni)
come-Past.Adn]-Acc(-PoP3)

cegejile-jui

gota-du

baina.
remember-CVS be.Pres.Con
‘Bagatur remembers which city Ulagan

came to.’

In (13) and (14), the complement clauses are
directly followed by the accusative case marker
-i.

Note that declarative complement clauses
cannot be followed by the complementizer gejii

‘that,” or the genitive case maker -u, as shown in

(15).

(15) *Bayatur-g [Tokyo-du
Bagatur-Nom [Tokyo-to
Ulayan-g/-u/-i
Ulagan-Nom/-Gen/-Acc come-Past.Adn]

ire-gsen]|

gejii/-u-yi cegejile-jui
that/-Gen-Acc remember-CVS



baina.

be.Pres.Con

‘Bagatur remembers that Ulagan came to
Tokyo.’

However, declarative complement clauses can
be directly followed by the noun ucir ‘fact,” as
shown in (16).

(16) Bayatur-g [Tokyo-du
Bagatur-Nom [Tokyo-to
Ulayan-g/-u/*-1 ire-gsen|
Ulagan-Nom/-Gen/-Acc come-Past.Adn]
ulir-i  Cegejile-ji baina.
fact-Acc remember-CVS be.Pres.Con
‘Bagatur remembers the fact that Ulagan

came to Tokyo.’

Let

counterparts of the Mongolian sentences shown

us now consider the Japanese

above. First, let us consider examples with an
(17)—(19)

indicate that interrogative complement clauses in

interrogative complement clause.
Japanese must be followed by the question
particle ka. This kind of overt question particle

does not exist in Mongolian.

(17) Watashi-wa [dono machi-ni
I-Top [which city-to
Hanako-ga  ki-ta] ka(-0)
Hanako-Nom come-Past] Q-Acc
oboe-te-i-ru.
remember-te-be-Pres
‘I remember which city Hanako came to.’
(18) *Watashi-wa [dono machi-ni
I-Top [which city-to
Hanako-ga  ki-ta](-no)-o
Hanako-Nom come-Past](-NML)-Acc
oboe-te-i-ru.

remember-te-be-Pres

178

‘I remember which city Hanako came to.’
(19) *Watashi-wa [dono machi-ni

I-Top [which city-to

Hanako-ga  ki-ta]

Hanako-Nom come-Past]

to /koto-o oboe-te-i-ru.
Comp/fact-Acc remember-te-be-Pres

‘I remember which city Hanako came to.’

Second, let us turn to examples with a
declarative complement clause. (20) and (21)
indicate that declarative complement clauses in
Japanese must be followed either by the genitive
case marker or nominalizer -no, or the noun koto
‘fact.” In Mongolian, declarative complement
clauses must be followed -either by the
accusative case marker -i, or the noun ucir

‘fact.’

(20) Watashi-wa [Tookyoo-ni Hanako-ga
I-Top [Tokyo-to
ki-ta]-no/koto-o
come-Past]-NML/fact-Acc

oboe-te-i-ru.

Hanako-Nom

remember-te-be-Pres

‘I remember that Hanako came to Tokyo.’
(21) *Watashi-wa [Tookyoo-ni Hanako-ga

I-Top [Tokyo-to

ki-ta]-o/-to

Hanako-Nom

come-Past]-Acc/-Comp
oboe-te-i-ru.
remember-te-be-Pres

‘I remember that Hanako came to Tokyo.’

4. Discussion

Let us consider what the above facts suggest
for the theory of syntax. First, if (4) is correct,
there must be a nominal element in each of (13)
and (14) that can satisfy (4a). In each of (13) and
(14), the subject of the embedded complement



clause can be marked genitive. The question is
how it can be licensed. As there is no obvious
noun in each example, the relevant licensing
element should be the adnominal form of the
predicate itself, which is followed by the
accusative case marker -i. However, if the
complex of the predicate and T (V-T complex) is
the genitive subject licensor, it cannot
c-command the genitive subject due to the T’

node, as shown in (22).

(22) [ve [rp NP-Gen (D)[ve [V] T]] V]

(I

Note that as (23) and (24) are also grammatical,
the genitive subject in each case seems to be
outside of VP, and in the Spec of T.

(23) Bayatur-g [octligediir
Bagatur-Nom [yesterday
Ulayan-g/-u/*-1
Ulagan-Nom/-Gen/-Acc that book-Acc
qudaldun abu-ysan]-i(-ni)
take-Past.Adn]-Acc(-PoP3)

cegejile-jli

tere nom-i

buy
baina.

remember-CVS  be.Pres.Con

‘Bagatur remembers that Ulagan bought

the book yesterday.’
(24) Bayatur-g [octligediir
Bagatur-Nom [yesterday
Ulayan-g/-u/*-1
Ulagan-Nom/-Gen/-Acc which book-Acc
qudaldun abu-ysan]-i(-ni)
take-Past.Adn]-Acc(-PoP3)

Cegejile-ju

ali nom-i

buy
baina.

remember-CVS be.Pres.Con

‘Bagatur remembers which book Ulagan

bought yesterday.’

Rather, the complex predicate m-commands the
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genitive subject in (22). Therefore, ‘c-command’
in (4a) should be revised to ‘m-command.’
Second, as the adnominal form of the
predicate in each of (13) and (14) must satisfy
(4b) as well as (4a), the complex predicate
This
suggests that the complex predicate followed by

should be both nominal and verbal.

the accusative case marker in Mongolian is a
kind of mixed category, which is observed in the

Quechuan example in (25).

(25) [Xwancha-g-hamu-sqa-n-ta]
[Juan-Gen-come-NML-3-Acc] know-1
‘I know that Juan came.’
(Lefebvre and Muysken (1988: 2), slightly
modified)

yacha-ni

Lefebvre and Muysken (1988) demonstrate that

languages such as Quechua have mixed
categories, based on their study of examples that
involve nominalization such as (25). Quechua is
one of the official languages of Peru and Bolivia,
and spoken in the Andean region of South
America by more than 10 million people.
Lefebvre and Muysken (1988: 2) state that
“Quechua nominalized verbs constitute a true
category, defined by the

combination [+N, +V]” on the basis of the fact

mixed feature
that the nominalized verb bears a Case marker
-ta ‘-Acc,” which is a property of [+N] elements,
and the nominalizing suffix -sqa- ‘-NML-’
encodes past tense, which is a property of [+V]
elements, given the fact that only verbs can bear
a tense marker.

Furthermore, this kind of mixed category is

also seen in old Japanese, as shown in (26).

(26) [...namida-no otsuru]-o
[...tear-Gen drop.Adn]-Acc
oshinuguikakushite...



hide...

‘...(he) hid the tears dropping down ...’
(Nowaki, Genji Monogatari (Chapter
‘Nowaki,” The Tale of Genji))

Moreover, this kind of mixed category in
Mongolian is also followed by the dative case

marker or the postposition du ‘to,” as (27) shows.

(27) Bayatur-g
Bagatur-Nom [Ulagan-Gen

[Ulayan-u

ire-gsen]-du(-ni)
come-Past.Adn]-to(-PoP3)

soci-jai.

surprise-Past.Con

‘Bagatur was surprised at the fact that

Ulagan came.’

It is important to note here that a predicate can
be both nominal and verbal only when it is
case-marked; a predicate is only verbal
otherwise. This prevents the predicate in (5)
from being nominal, as it is not case-marked.
Hence, it cannot license the genitive subject in

(5), as schematically shown in (28).

(28) [ve [r» NP-Gen (D)[ve [V] Tsiu] V]

(I

Third, the fact that (14) is ungrammatical
with an accusative subject suggests that there is
no C projection for indirect questions in
Mongolian. Maki et al. (2015) claim that
generalization (9) implies that a clause that
allows an accusative subject is characterized as a
CP. If their claim is correct, the fact that (14) is
ungrammatical with an accusative subject
suggests that the indirect question in (14) is not
characterized as a CP, which in turn indicates

that there is no C projection for indirect
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questions in Mongolian. If this is true, it
suggests that the relevant Q feature seems to
reside on T in indirect questions in Mongolian.
Fourth and finally, in Japanese, accusative
case-marked interrogative clauses
as shown by (29),

accusative case-marked declarative clauses are a

are a
projection of C, and
projection of T followed by the nominal element

-no, as shown by (30).

(29) Watashi-wa [dono machi-ni
I-Top

Taroo-ga/*-no

[which city-to

ki-ta] *(ka)(-0)
Taro-Nom/-Gen come-Past] Q-Acc
oboe-te-i-ru.

remember-te-be-Pres

‘I remember which city Taro came to.’
Watashi-wa [Tookyoo-ni

I-Top [Tokyo-to

Taroo-ga/-no ki-ta]*(-no)-o
Taro-Nom/-Gen come-Past]-NML-Acc

oboe-te-i-ru.

(30)

remember-te-be-Pres

‘I remember that Taro came to Tokyo.’

In (29), the subject in the embedded clause
cannot be marked genitive, although there is a
grammaticality variation among informants of
Japanese. The indirect question marker -ka
cannot be deleted. Since -ka is assumed to be a
complementizer, accusative case-marked
interrogative clauses are a projection of C,
although the accusative case marker itself can be
deleted. In (30), the subject in the embedded
clause can be marked genitive, and the
nominalizer -no cannot be deleted. The fact that
the subject in the embedded clause can be
marked genitive seems to suggest that there is a
nominal element that m-commands the subject,

if we assume that the conditions on genitive



subject licensing in (4) are general enough to
apply to Japanese as well as Mongolian. Since
the particle -no is followed by the accusative
case marker, it is not implausible to assume that
-no functions as a nominal element that
contributes to genitive subject licensing. If this
is correct, the embedded clause taken by verbs
such as oboeteiru ‘to remember’ is a TP, which
is nominalized by no. Of course, there is a
possibility that the complex of the predicate and
T in the embedded clause in (30) is characterized
as a mixed category, that is, a verbal noun, even
in modern Japanese, just like Mongolian. We

will leave this issue for future research.

5. Conclusion

This paper addressed research question (3).
The answers to (3) are summarized below. First,
Maki et al.’s (2016) conditions on genitive
subject licensing need to be revised in such a
way that ‘c-command’ in the conditions should
be interpreted as ‘m-command.’

Second, the predicate followed by the
accusative case marker in Mongolian is a kind of
mixed category seen in languages such as
Quechua and old Japanese.

Third, there is no C projection for indirect
questions in Mongolian, and the relevant Q
feature seems to reside on T in indirect questions
in Mongolian.

Fourth and finally, in Japanese, accusative
case-marked interrogative clauses are a
projection of C, and accusative case-marked
declarative clauses are a projection of T

followed by the nominal element -ro.

* We would like to thank the audience at the
ELSJ 15th International Spring Forum, Kazuma
Fujimaki, Yusuke Imanishi, Takashi Munakata

and Hiromune Oda for valuable comments on an
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earlier version of this paper. All errors are our

own.
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1. Introduction

The
(henceforth, CL) can be traced back to the
mid-1970s (for details, see Geeraerts 2010).
Early studies were followed in the 1980s by a

origins of Cognitive Linguistics

series of epoch-making works including Lakoff
(1987) and Langacker (1987). In the 1990s, the
framework expanded greatly, backed by many
influential studies grounded in the principles and
assumptions of CL in areas such as historical
linguistics, functionalist typology, and language
acquisition. Then in the early 21st century CL
faced two major turning points. The first
challenge was the “quantitative turn” (Janda
2013: 1), the shift to quantitative (statistical)
studies using corpora, experiments or both. The
majority of contemporary CL research is now
empirically based, which suggests that the
framework has moved almost entirely in a
quantitative direction. The second challenge is
“social turn”

the

what is sometimes called the
(Harder 2010: 3),

importance of incorporating a social perspective

which emphasizes

into CL research. Although there has been a
number of publications in this direction (e.g.

Kristiansen and Dirven 2008; Geeraerts et al.
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2010), the social turn has not yet permeated CL
to the point where we can confidently say that it
is now firmly established in this framework.

This paper maintains that it is vital for CL to
accomplish the social turn. Specifically, the
article argues that the study of language
variation and change has a deep connection with
Usage-based Construction Grammar (henceforth,
UBCG; see e.g. Diessel 2015), and that the
social turn in CL will play an essential role not
only in the development of research on language
variation and change, but also in the pursuit of
an integrated theory of language (Croft 2016).

The paper is structured as follows. Section 2
provides an overview of what is meant by the
social turn in CL. Section 3 illustrates studies
conducted from a socially-informed UBCG
perspective. 4 the
contributions that UBCG can make to the study

Section discusses
of language variation and change and the
construction of a theory of language. Section 5
summarizes the article with a brief note on

future prospects.

2. The social turn in CL

The fundamental principle that characterized
the 20th century CL research was “the Cognitive
Commitment” that the account of human
language should align with what we know about
the mind and the brain (Lakoff 1990: 40).
Guided by this principle, CL rapidly developed
as a new paradigm in the late 20th century.
However, in the early 21st century, some
linguists began to raise questions about the way
the CL research had previously been conducted.
For example, Croft (2009: 395) highlighted the
fact that in traditional CL, consideration of the
social aspects of language, such as interactions
between speakers, was lacking. At the same time

he also emphasized the need for CL to stop



focusing only on the processes that take place
“inside the head” and instead go “outside the
head” of the language user by incorporating the
perspectives of sociolinguistics and pragmatics.
This shift, called the social turn, i.e. the
“expansion of CL into the social sphere” (Harder
2010: 443), has important implications. One of
the most important changes brought about by the
social turn concerns the reformulation of the
notion of language users. Simply put, the social
turn will require CL to take a more realistic view
of (Hilpert 2015:  350).
Specifically, the idealized view of speakers, as
postulated by Chomsky (1965: 3) and implicitly

language users

long accepted by cognitive linguists (Dgbrowska
2015: 663), will naturally no longer be tolerated.
Instead, what will be required of CL is to pursue
the linguistic knowledge of language users as
social agents who flexibly change their language

use according to the social context.

Hilpert (2015: 350) illustrates this as follows.

For example, the way a speaker conveys a
request of stepping aside to the interlocutor
depends on a variety of social factors including
how well the speaker knows the person and how
much the request interferes with the person’s
personal sphere (Brown and Levinson 1987).
The socially-grounded use of language can also
be seen in the phonological choices by speakers.
For example, as has been widely described in the
sociolinguistics literature, whether [g] or [n] is
used in the pronunciation of the final part of
running depends on the social relationship
between the speaker and the interlocutor. Social
factors can also underlie vocabulary selection.
For example, while the choice of the words coat,
jacket, and anorak is motivated by the
prototypicality of the referents in question, the
use of these words can also be socially

motivated (Grondelaers and Geeraerts 2003).
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Incorporating a realistic view of language
users will also lead to a non-traditional view of
the standard language and of native speakers.
For example, discussing the problems inherent
in the concept of Standard English and the
traditional definition of native English speakers,
Shibuya (2022) argues that
accommodate reality, UBCG should abandon the

in order to
idealized view of English and the traditional
classification system of its speakers. From a
sociolinguistic perspective, Blommaert (2005:
390-391) calls the use of language names such
as English and French a manifestation of “folk
of that

sociolinguists need to focus on varieties of

ideologies language”,  arguing
language that speakers actually use, such as
repertoires, registers, styles, genres, and modes
of usage. As an approach that prioritizes the
of

sociolinguistics, it is of natural consequence that

study language use similarly to
UBCG needs to recognize the importance of
studying the language that speakers actually use.

Looking at actual language use by speakers,
one will quickly realize that language is full of
variations and that language is constantly
changing. This is the reality of language, as has
long been recognized in sociolinguistics (see e.g.
Labov 1972). Most strongly associated with
studying language variation and change is
typically a branch of sociolinguistics called
“variationist ~ sociolinguistics”  (Tagliamonte
2012). However, as will be discussed below,
UBCG can also make a significant contribution

in this area of language research.

3. Variation studies in UBCG

Due to limitations of space, only two studies
are presented below to illustrate the significance
of UBCG

readers are referred to the relevant literature (e.g.

in variation research. Interested



Grondelaers and Geeraerts 2003; Kristiansen
and Dirven 2008; Geeraerts et al. 2010).
Hollmann and Siewierska (2011) investigate
definite article reduction (DAR) in Lancashire.
In this region of northwestern England, there is
variation in the realization of the article in the
definite NP construction. For example, DAR can
result in a vowel-less form, as shown by the
phonetic symbols [0], [t], and [?] in (la-c)
(Hollmann 2013: 503).
interesting points about DAR, but here we focus
the

There are several

on omission of the definite article

represented by the symbol @ in (1c).

(1) a. Oh yes yes they were a primary school
(.) Miss Riley she were er (.) er in the/[0]
infants you see and then you went up
into the/[?] big school (ED)

. go through Townley Park (.) and Mr
McKay were the/[t] er park keeper then
(ED)

c. No it were ni—it were nice because they
had them big pipes (.) ’cos we had them
big pipes in the/[?] greenhouses up the/@
smallholdings you know them big (ED)

Note that the omission of the definite article
occurs when the subsequent noun is of a specific
type, such as smallholdings. Hollmann and
Siewierska state that frequency effects do not
explain this phenomenon, because as with other
regions in England, in Lancashire too, the
smallholdings is found less frequently than
commonly frequent definite article NPs such as
the man and the house. In the face of this,
Hollmann and Siewierska argue that the
omission of the definite article as in (lc) may
require an explanation in terms of Lancashire
culture. An earlier study on the relationship

between pronunciation and local culture includes

184

Coupland (1988),

between the pronunciation of ¢ and the local

where the relationship

Cardiff culture was discussed. Inspired by this

study by Coupland, Hollmann and Siewierska

suggest that speakers of Lancashire dialect may
use a local variant in order to mark Lancashire
identity in a specific construction which
describes a focal element of their local culture.

Smallholdings refers to small-scale farming, an

important part of Lancashire’s cultural identity,

which, Hollmann and Siewierska argue,
underlies the omission of #he in (1c¢).

The study on DAR by Hollmann and
Siewierska shows that high token frequency
does not automatically lead to a reduction. A
reduction can be made for focal elements within
a given social-cultural context. This is a fact that
cannot be explained solely by cognitive factors
such as frequency effects. Hollmann and
Siewierska’s study demonstrates the importance
of incorporating a social perspective into UBCG.

The next study to be mentioned here is
Hollmann and Siewierska (2007), another study
on Lancashire dialect. In this dialect, there is
also variation in the realization of the possessive
pronoun. As shown by the examples below, the
first-person-singular possessive pronoun my may
be realized as [mai] as in (2a), or as the shorter
form [mi] as in (2b), or reduced variants as in
(2c-d) (Hollmann 2013: 505):

(2) a. I couldn’t play for them because they

couldn’t afford my/[mai] football shoes.

(JA)

. I was so young then like and er me/[mi]
brother took the opportunity and he went.
(HF)

c. when I was four I used to go round this

house with my/[ma] eyes closed. (RG)

. I remember my/[ma] father coming out a



small room. (CS)

Hollmann and Siewierska refer to the
“alienability hierarchy” (Nichols 1988): ‘body
parts and/or kinship terms > part-whole > spatial
relations > culturally basic possessed items >
other’. In this implicational hierarchy, those on
the left side represent possessive nouns that are
conceptually closer to the possessor (see also
Hollmann 2013: 506). Haspelmath (2006) argues
that what underlies the alienability effects is
frequency, because the frequency of body part
and kinship nouns tends to be higher than that of
other semantic categories. Hollmann and
Siewierska, however, maintain that the reduction
of my cannot be explained by frequency effects
alone, because they will not explain the high
degree of first-person-singular  possessive
reduction in constructions with a number of
relatively infrequent kinship terms such as
stepfather and niece. Instead, Hollmann and
Siewierska argue that in high-frequency
first-person-singular possessive — kinship noun
constructions, the possessive may be initially
reduced, which can then result in the creation of
the constructional schema [my KIN], in which
my is a reduced form. In their view, as a result of
the similarity-based classification, constructions
with reduced my occur more frequently in
low-frequency constructions than would be
expected purely from frequency effects.

As demonstrated by the two studies above, a
socially-informed UBCG which

integrates social and cognitive perspectives, can

approach,

provide a powerful explanation for language
variation (see Hollmann 2013: section 27.4 for
further details). Importantly, as will be discussed
below referring to the model proposed by Croft
(2010), UBCG?’s full-fledged entry into variation
research

is crucial not only for studying
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variation, but also for linguistic theorization.

4. Implications of the social turn in CL

Croft (2010: 1) considers language change to
be fundamentally a two-step process consisting
of innovation and propagation. For instance,
pronouncing or using a word in a novel way
which differs from its original usage is an
of

variation, meaning that it is possible that both

example innovation. Innovation yields
the original and novel forms can coexist at the
same time in a speech community. Propagation
is the phenomenon whereby the innovated
variant takes root, or is propagated, in the speech
community.

In Croft’s two-step model, a distinction is
made between three types of linguistic variations
(Croft 2010: 3). First-order linguistic variation
refers to the variation observed in the context of
language use in which individual utterances
occur as a result of innovations by language
users. Second-order variation is the variation
that occurs as a result of a gradual process of
propagation. This is a variation found in
socially-valued variants in a given society,
which are known in the sociolinguistics
literature as sociolinguistic variables (Labov
1972: 271). Third-order linguistic variation
refers to the result of the fixation of variants
across dialects and languages. In the two-step
model, third-order variation is considered the
of

divergence of speech communities.

result innovation, propagation, and

Croft’s two-step model is a usage-based
model where language use is assumed to lead to
language change (Croft 2010: 3). Each of the
linguistic variation types constitutes the research
topic for the respective approaches exploring
language use. First-order variation can be

explained by UBCG. More specifically, UBCG



can be useful in offering accounts for variation
in terms of the mechanism by which it arises.
These will

domain-general cognitive processes, accounts

include explanations based on

based on frequency effects and constructional
schema as seen above through Hollmann and
Siewierska (2007, 2011), and the insights from
the exemplar model (e.g. Bybee 2010). As for
second- and third-order variations, as mentioned
above, the former falls under the scope of
sociolinguistics, while the latter is covered by
linguistic typological studies.

While each of these approaches has its own
emphasis and agendas, as approaches to
language use, they share a common goal of
modeling language variation and language
change. This implies that a partnership can or
should Indeed, the

partnership of these approaches has significant

exist among them.
implications not only for the study of language

variation and change, but also for the
theorization of language. Namely, as Croft
(2016) argues, the

approaches will facilitate the construction of a

linkage between these

theory of language. A theory of grammar is not a
theory of language. The same is true of a
morphological theory, a semantic theory, a
phonological theory, etc. Furthermore, neither
CL, sociolinguistics, nor typology are theories of
language. Since language involves a variety of
phenomena, a theory of language, by definition,
should refer to a model that comprehensively
explains a range of phenomena involved in
More

language should not only explain variation and

language. specifically, a theory of
change, but it should also include in its scope
issues concerning the diversity of the world’s
languages and also issues related to the death of
languages (Croft 2011). Understanding these

various issues of language requires the insights
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These
independently

of typology and sociolinguistics.

approaches, however, cannot

explain language diversity and language

extinction, because these problems also involve
mechanisms underlying language variation and
language change, and to explain them,
theoretical
developed in UBCG will be essential. Each of

these approaches has so far tended to pursue

principles and methodologies

their respective research agendas independently
of one another. Consequently, the vector of
research has not been directed towards the
construction of a theory of language. This is not
a favorable situation for linguistics. As Croft
(2016: 599) argues, going forward, the relevant
approaches should operate together towards
achieving a theory of language. The social turn
in CL is thus critical, as it can provide a point of
contact between different approaches towards

the construction of a theory of language.

5. Concluding remarks

This article argued that it is essential for CL
(or UBCG as an approach in CL) to accomplish
the social turn both from the perspective of its
potential contribution to the study of language
variation and change, and, as Croft (2016)
argues, with respect to its potential contribution
to the construction of a theory of language.

Variation and change are among the most
fundamental phenomena in language. Studying
variation and change implies studying language
use. A comprehensive explanation of language
use will require close collaboration between not
only CL, sociolinguistics, and typology, but also
many other relevant approaches. As described by
Geeraerts (2010), 20th century linguistics was
marked by a high degree of detachment from
context, but since the birth of CL, the trend in
has  shifted from

language  research



decontextualization to recontextualization. The
turn CL of this

recontextualization trend. Despite the fact that

social in is part
the social turn is an important agenda for CL to
address, the number of studies in this direction is
still limited. Croft (2016: 599) mentions that
non-Chomskyan linguistics needs to stop being
divided in this century. Approaches that seek to
understand language use need to strengthen their
interconnectedness, because it is through their
collaboration that the construction of a theory of
language can be initiated. The social turn of CL
thus has tremendous implications. The field of
linguistics has now reached a critical juncture:
the question is whether it will succeed in
breaking out of the age of fragmentation so as to
move into the age of integration. Never has there
been a time when collaboration between

approaches is more needed than now.

* 1 am grateful to the English Linguistic Society
of Japan for inviting me to the 15th International
Spring Forum. Special thanks are due to
Professor Yosuke Sato and Professor Akira

Machida for their support.
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