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The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

Labeling Algorithm (Z3-5< 338 - #EBIEOOT
(The Analysis of Preposing Around Be Based on Labeling Algorithm)

/MK 5T (KOBAYASHI Ryoya)
£ TR RFE (Nagoya University)

1.  #EA
(1)  a. Less fortunate was the girl in the back seat. (Emonds (1976: 30))
b. Found at the scene of the crime was an axe. (Rochemont and Culicover (1990: 69))

c. Joining the chorus of political figures was former Georgia Sen. Sam Nunn.
(Samko (2014: 373))
(2)  a. The girl in the back seat was less fortunate.
b. An axe was found at the scene of the crime.
¢. Former Georgia Sen. Sam Nunn was joining the chorus of political figures.
(Samko (2014: 373))

2.  REBRRIEE
21. &
(3)  a. More important are some of the problems implicit in it.
b. More effective and certainly more interesting, however, is a structure recently
demonstrated by the team [...] (Mikami (2009: 208))
4) Joining the chorus of political figures {*was / were} five former Georgia senators.
(Samko (2014: 374))
(5) a. Less fortunate was the girl in the back seat.
b. It was the girl in the back seat who was less fortunate. (Rochemont (1978: 30))
(6)  a. Standing in the doorway was John.
b. It was John that was standing in the doorway. (Rochemont (1978: 30))
(7)  a. *Less fortunate was she / her.

b. *Standing in the doorway was he / him. (Rochemont (1978: 31))



8)

)

(10)

31
(1n)

32.
(12)

4.

ATEESR
a. [More important]; seems [t; to be a visceral yearning for changel,[...]
(Mikami (2009: 209))
b. Undermining Abbey’s confidence seemed to be the decline in value of Lyoyds’ shares.
(Samko (2014: 372))
a. It is well known that Columbus made his first voyage to America in 1492.
But less well known is his last voyage. (fEh (1985: 114))
b. “We came here to defend the right of our parliamentarians to enter their own house™

said Guillermo Arocha, 34, [...]. Standing next to Arocha was Mannuel Contreras

[=4] (Samko (2014: 27))
a. *[ Which fact]; do you think [most surprising of all is t;] ? (Iwakura (1978: 327))
b. *Whoj [sitting at the table was t]? (Rochemont (1978: 40))

¢. *[ Which books]; did Lee say that [with great difficulty, she can carry t]?
(Mikami (2009: 215))

FERRHIFE A
Chomsky (2013,2015)
a {«H,XP} o=H b.{XP,{ut,YP} o=YP c {aXP®,YPr} o=<F,F>

Epstein et al. (2016)
[ Clo DPygjucese)i Tisol [ve v*-Rti]]] o =<o, p>

ST

» be Bl LARDI T/ NERRE A RS, (Mikami (2009), Samko (2014))
« 7 x A AEEER C 13 ue] & [uTop] 2 £f-> TIRAEIZEA S, ZNHOFMEOW S T ~FM
MWk X5, (cf Kitada (2011))

41.
(13)

PAB (BRI DIRE

a. Less fortunate was the girl in the back seat. (Emonds (1976: 30))
b. [ CluellsFop] [8 AP[Topli Tlueliwtop] [P v [vebe [« DPlojjucase] € ]]]]]

— oa=DP  B=<Top, Top>



42. PAB(&RE)DIRE

(14)

(15)

43.
(16)

(17)

(18)

44.
(19)

(20)

(21)

a. Found at the scene of the crime was an axe.
b. [ Crellstop] [p v*Priopli Tiselltop] [P be [a DPlgliucase] ti ]]]]
— oa=DP  B=<Top, Top>
a. Joining the chorus of political figures was former Georgia Sen. Sam Nunn.
(Samko (2014: 373))
b. [aspp be [« DPfgfiucase] [v+prrop) V¥1ug] [<0.0> DPi [R 6]]]]]
C. [ Cruslistop] [BV*PrToplj Tiuelleep] [AspP be [« DP[glfucase] ]]]]
— a=DP  B=<Top, Top>

£ DDIRAED RIREM:

[+ APrtop]j Creop] [ DPjglscaseli Tie] [w v[ve bela t & J]]]

— a=<?> B=<g¢,¢> y=<Top, Top>

* )

CI cannot assign a legitimate interpretation to a syntactic object whose two members are
both copies / traces created by Internal Merge. (cf. Narita (2014: 112))
a. *Sitting on the dock the man in the blue suit was.

b. *Beaten to death in the park Mary was.

c. *Bigger than a mountain King Kong was. (Rochemont (1978: 32))

Vi

a. More important are some of the problems implicit in it.

b. More effective and certainly more interesting, however, is a structure recently
demonstrated by the team [...] (Mikami (2009: 208))
Joining the chorus of political figures {*was / were} five former Georgia senators.

(Samko (2014: 374))

a. [More important]; seems [t; to be a visceral yearning for changel], [...]

(Mikami (2009: 209))

b. Undermining Abbey’s confidence seemed to be the decline in value of Lyoyds’ shares.

(Samko (2014: 372))



(22) *[Which fact]; do you think [most surprising of all is t;] ? (Twakura (1978: 327))
(23) a. *Ibelieve less fortunate to be the girl in the black seat. (informant)
b. *I believe anchoring their prize to be pictures of former dictators.  (Samko (2014: 378))
(24) [That the president will be released]and [that he will be impeached] are equally likely
at this point. (McCloskey (1991: 564))
(25) That John won the first prize is true.

(26)  [Crugistop) [pSSiol (Topi T elistep [vp v [ve be [apti - AP]]]]] p=<@. ¢>, <Top, Top>

5. AEeE
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Labeling Algorithm & Copy Deletion (Labeling Algorithm and Copy Deletion)

(M

(2)

3)

“)

()

(6)

(7)

®)

)

TERELE (SAITO Shogo) / HALKAERFPE (Tohoku University)

Introduction
Labeling Algorithm (LA) (Chomsky (2013, 2015))
a [«HXP] a=H
b. [XPYP] (i) [XP[.XPYP]] a=YP
(ii) [u XP[;] YP[r-]] a=<F, F>
H=Head, XP.YP=Phrase, F = Feature

Proposal
Labeling by Copy Deletion (instead of (1bi))
[XP [« XPYP]] a=YP

Labeling “must take place at the phase level. as part of the Transfer operation.”
(Chomsky (2015: 6))

Copy Deletion applies to modify [, XP YP] before labeling at Transfer: NS-Copy Deletion

Narrow Syntax (NS) —  Transfer (the timing of LA) —  PF/LF
a. XPy...[« XP3, YP] XPy...[vp %P2, YP] KPPt YP
b.  XPi...[u XPas}, YPr|] XPy.. [« > XPap, YPg] XP;... XP, YP

a.  Who do you think like dogs?
b.  [<q.0> Whoy Cio-do you T-do think [cp wheas C [y, o> Whosgg Ty like dogs]]]
1(5a) 1(5b)

c¢.  who; do you do think whos like dogs
Copy Deletion is also required at PF to form legitimate linear order: PF-Copy Deletion
(i) irreflexivity condition: if a precedes f3, then it must be the case that  does not precede a.

(ii) asymmetry condition: ifa precedesf, then it must be the case that o#f. (Nunes (2004))

a.  who; do you do think whos like dogs = PF-Copy Deletion
b.  who; do you de think whes like dogs

NS-Copy Deletion — Transfer — PF-Copy Deletion



(10) a.  Copies deleted within NS have no phonological effect.
b.  Copies undeleted within NS have phonological effect (even if they are deleted at PF).

3. Phonological Effect
3.1. To-Contraction

(11) a. 1 want to/wanna meet John.

b.  Who do you want to/*wanna meet John? (Ackema and Neeleman (2003: 715))
¢.  Who do you want to/wanna meet? (ibid.)
c.  John seems to/seemsta like pickles. (Kroch (1987: 164))
(12) Contraction requires PF-adjacency. (Jaeggli (1980))

(13) a. A clause-taking predicate is formed by External Pair Merge of v with root.
(Epstein, Kitahara and Seely (2016))
b.  Aninfinitival subject receives Case within an infinitival clause. (cf. Martin (2001))
c.  Lexically null elements (e.g. covert C-head and PRO) do not prevent PF-adjacency.
d.  Contraction applies before PF-Copy Deletion. (cf. Ackema and Neeleman (2003))

(14) a. I want to/wanna meet John.
b. ... [»¥ Ywant-v [cpC [<p ¢ PROjgj Tipto [sp PRO Vmeet-v [« - Vmeetyy Johngr]]]]]
c. I want to meet meet John

(15) a.  Who do you want to/*wanna meet John?
b. ... [wyou Vwant-v [cp whe C [<p. o Whoe) Tje-to [.pwhe Vmeet-v ...
¢.  whodoyoudowantwho to meet meet John

(16) a.  Who do you want to/wanna meet?
b. ... [ yeu Vwant-v [cp whe C [« ¢ PROpy) Tiyp-to [,pwie PRO Vmeet-v ...

¢.  whodoyoudowantto meet meet John

(17) An infinitive marker fo in a raising construction is formed by Pair-Merge of C with T
(Mizuguchi (2016))

(18) a.  John seems to/seemsta like pickles.
b.  [cp C [<o.0- Johngy To) [ Vseem-v [-r.c-p John T-C-to [,p John Vlike-v ...
c.  John seem to like like pickles



3.2. Auxiliary Reduction
(19) a.  You should have/’ve hit Harry.
b.  Should you have/*'ve hit Harry? (Lakoff (1970: 632, fn. 6))

(20) A reduced auxiliary is affixed to an adjacent word. (cf. Lakoff (1970))

(21) 2. [cp C [« ¢ YOU Tie-should have [,p 31 Vhit-v* [ o~ Vhityy Harrype]]]]
b.  you should + have hit hit Harry = you should + have hit kit Harry

(22) a.  [cp C-should [y ¢ youpy) Tie-should have [.p e Vhit-v* [« ¢ Vhitie Harryge]]]]
should you should + have hit hit Harry = should you sheuld + have hit hit Harry

3.3. Restriction on Copy Realization
(23) a.  Koj kakvo e kupil? (Bulgarian)
who what is bought
“Who bought what?”’
b. *Koj e kupil kakvo?

(24) a. Kakvo obuslavlja kakvo? (Bulgarian)
what conditions  what
‘What conditions what?’
b. *Kakvo kakvo obuslavlja? (Boskovic (2002: 355, 364))

(25) Avoid sequences of homophonous wh-words. (Boskovic (2002))

(26) It is unclear why intermediate copies cannot be realized.
Kakvo (* kakvo) misli Ivan (% kakve) ¢e (kakvo) obuslavlja (kakvo)?
what what thinks [van ~ what that what conditions  what
“What does Ivan think conditions what?’ (Boskovic (2002: 373))

(27) a.  [kakvo (kakvo) misli Ivan [cp kakve kakve C-Ce [ o~ kakvoyy Tie [ kaleve kakeve
Vobuslavlja-v [« o> Vobuslavljaj, kakvog]]]1]

25

kakvo kakvo misli Ivan ¢e kakvo obuslavlja obuslavlja kakvo
= kakvo kaleve misli Ivan ¢e (kakvo) obuslavlja ebustava (kakvo)



4.  Semantic Effect
(28) A-movement/A’-movement Asymmetry regarding Reconstruction Effect
a. ¥ Which picture of John; did he; like best?
b.  Every picture of John; seems to him; to be great. (Lechner (2015: 1231, 1233))

(29) Condition C Violation under Reconstruction
[... R-expression; ...]; ... pronoun; ...[... R-expression; ...

(30) a. ... hejy Tjordid [,p fhich pie—} he Vlike-v [« o> Vlikege) [Which picturegy of John]]. ..
b.  [which picture of John;] did he; did like like [which picture of John;]

(31) a. ...to him; [-rcp feverpieture-ofdohn] T-C-to be [ar feverr-pictare-ofJohn] great]]...

b. [every picture of John;] seems to him; to be great

(32) Problem for NS-Copy Deletion
Interpretation of intermediate copies (e.g. anaphor binding interpretation)
—Licensing at Narrow Syntax? (cf. Hicks (2008))
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(On the Domain of Minimal Search for Labeling)

F 5 F% (Takanori Nakashima)
HdbK%F (Tohoku University)

1. Introduction

(1) “Suppose SO = {H, XP}, H a head and XP not a head. Then LA will select H as the label, [...].
The interesting case is SO = {XP, YP}, neither a head [...]. Here minimal search is ambiguous,
locating the heads X, Y of XP, YP. respectively. There are. then, two ways in which SO can be
labeled: (A) modify SO so that there is only one visible head, or (B) X and Y are identical in a
relevant respect, providing the same label, which can be taken as the label of the SO.”

(Chomsky (2013: 43))

(2) Chomsky (2013: 43) suggests that LA is “just minimal search, presumably appropriating a third factor
principle.” However, the notion of “minimal search™ in this sense is not formally defined in
Chomsky (2013, 2015). In particular, it is not unclear how far minimal search will locate heads that
provide a label.

(3) “LA seeks heads H within its search domain (observing the Phase Impenetrability Condition PIC —
that is not searching too far).” (Chomsky (2015: 6))

(4) An XP-YP structure provides a label via feature sharing only if it is symmetric.

(3 a. {XP.YP}={{Xir, WP}, {Yr), ZP}}
b. {XP, YP} = {{UP, {Xr), WP}}, {Yr1. ZP}}

(6) The condition in (4) is a consequence of an economy principle restricting search space for
computation: given “top-down” search, LA simultaneously finds X and Y in (5a), whereas (5b)
requires extra search for Xg) after finding Y{x).

(7 [ X WP, (Yir. ZPYY] > {(Xim, WP [(Yir. ZPY} > {{Xired, WP, (Y1), ZP))
(8) [{{UP._{Xiri, WP}}, (Y, ZP}Y > {{{UP, {Xiry, WPLY), [(Yirs, ZPY)} > { {UP, [(Xim, WP, (Y1, ZP}}

2. Freezing Effects

(9) a. 7*Who;: do you think that [pictures of #;] # are on sale?
b. ??Who; do you wonder [which picture of #;]; Mary bought £?  (Lasnik and Saito (1993: 101-102))

(10) a. {D, {pictures, {of, who}}}
b. {who, {D, {pictures, {of, funo}}}}
c. {{who, {D,...}}. vP}
d. {T, {{who, {D,...}},vP}}
e. {{who, {D....}}. {T. {{who, {D. ...}}. vP}}}
f. {C, {{who, {D, ...} }, {T, ...} } }
g. {who, {C, {{two, {D, ...} }. {T, ...}}}}

(11) {{who, {Dye}, ...} }, {Tiel. ...}}



(12) {{who, {Da, ...}}, {Cial, ---}}

(13) a. *Who did Mary call [friends of 7] up?
b. Who did Mary call up [friends of 7] ? (Lasnik (2001: 110))

(14) Suppose that the shifted object moves from the base position to Spec-V, whereas the non-shifted
object in remains in Comp-V (cf. Lasnik (2001), Chomsky (2008)). Then, the sentences in (13) have
the following structures.

(15) a. {{who, {Dye). {pictures, ...} }}, {Viq, fon} }
b. {Vie. {who, {Dye), {pictures, ...} }}}

(16) a. Which artist do you admire [paintings by 7]?
b.*/?Which artist do you expect [paintings by ] to sell the best? (Polinsky (2013: 580))

(17) {{which artist, {Djs), ...} }. {Vio), TP}}
(18) a. *Who does [that she can bake ginger cookies for £] give her great pleasure?
b. ?Who does [being able to bake ginger cookies for /] give her great pleasure?

¢.2?Who does [(for her) to be able to bake ginger cookies for ] give her great pleasure?
(adapted from Kluender (2004: 118-119))

(19) {{who, {Cie, {she, ...} }}, {Tie), vP}}

(20) Suppose that non-finite C is not a phase-head (Kanno (2008)). Then, who does not have to be
extracted to Spec-C.

(21) a. {{Cue, {PRO. {being, {who, {v....}}}}}, {Tiel. vP}}
b. {{Cuey, {her, {to, {who, {v. ...} }}}}, {Tiel, vP}}

3.  Wih-Island Effects
(22)*Which pasta; do you wonder [how; the famous Italian chef cooked & 1]? (Ishii (2006: 217))

(23) a. {howq). {which pasta, {Cjq). TP}}}
b. {which pasta, {howq), {Ciq;, TP}}}

(24) (23a) cannot be labeled <Q, Q> owing to the condition in (4).

(25) (23b) is labeled <Q, Q=, since {howiq), {Cio}, TP}} is labeled <Q, Q> in accordance with (4), and
{which pasta, {howiq}, {Cio1, TP}}} is also labeled <Q, Q> owing to “invisibility” of the lower copy
of what. However, (23b) results in anomalous interpretation at CI: assuming with Chomsky (2013)
and Epstein et al. (2015) that an SO labeled <Q. Q> is interpreted as a wh-question at the CI interface,
it must interpret (23b) as an [[operator -..] [scope ...]] configuration. However, which pasta cannot
serve as an operator since being an intermediate copy.

(26) Which pasta; do you wonder [how; to cook # £]? (Ishii (2006: 219))

(27) thowiqr. {Cio). {PRO, {T, {which pasta, {v, ...} }}}}}

_10_



4. Proper Binding Condition Effects

(28) a. *[Which picture of #] do you wonder who; John likes 4
b.??Who; do you wonder [which picture of #]; John likes # (Saito (1989: 187))

(29) a. {{who, {which, ...}}. {C. ...}}
b. {who. {{twne, {which, ...}}, {C, ...} }}
c. {{who, {which, ...}}, {v, {wonder, {who, {tpmo, petuch, 11s $C, ...} }}}}
d. {C, {you, {T. {{who, {which, ...} }, {v, ...}}}}}
e. {{who, {which, ...}}, {C, fyou, {T, {£'so gwnich .15 {vs ... 331331}

(30) {whoiq. {iwho, {which, ...}}, {Cial, ...} }}

(31) {{who, {whichq, ...}}. {Ciq, ...}}

(32) Both (30) (i.e., the embedded CP) and (31) (i.e., the root CP) also causes labeling failure owing to the
to the condition in (4). Notice that (28a) causes labeling failure twice, whereas (28b) causes it once;
the accumulated labeling failures in (28a) yield severe degradation in acceptability.

5.  On Multiple Specifiers

(33) The condition in (4) rules out multiple-Spec configurations like {UP), {XP), {Y(r), ZP}}}, where U
and X (the heads of UP and XP) involve features to be shared with Y, thereby requiring
reconsideration of construction analyzed in terms of multiple-Specs.

(34) Constructions that have been analyzed in terms of multiple-Specs (cf. Vermeulen (2005))

Multiple Nominative Constructions in Japanese (Ura (1993, 1994) and Koizumi (1995))
Transitive Expletive Constructions in Germanic languages (Chomsky (1995))

Embedded Topicalization and Focalization in English (Koizumi (1995))

Wh-islands (Sabel (2002))

Multiple Wh-Fronting in Slavic languages (Koizumi (1995), Pesetsky (2000), Richards
(2001))

ocan op

3.1 Focus and Topic in the Theory of Labeling

(35) “[I]nformational notions such as “topic” or “focus™ [...] are properties of configurations and their
syntactic/discursive context,” and “they should neither be represented in the lexicon, nor in the narrow
syntactic derivation.” (Chomsky et al. (2019: 25))

(36) The XP-YP structure created by topic/focus movement provides no label, since there are no features to
be shared between XP and YP. Nevertheless, CI interprets structures created by focus/topic
movement as a unit like [{Fucns A..][Backgruund “.]] or [[Tnpn: ...][(‘mnmem ]] in accordance with their

configurations, and thus the derivation does not crash at CI.

(37) a. Only with great difficulty can she carry these books 7.
b. {{only,...}, {C,...}}

(38) a. These books, she can carry ¢.
b. {{these, ...}, {C,...}}

(39) Of whom; did Lee say that [only to mothers #]; will she talk 7,2 (Maeda (2010: 237))

_11_



(40) {{{of, whom}, {only, ...}}, {C, TP}}
(41) 7?[Give #; to Mary]; I really don’t know which book; he did # (Miiller (1998: 247))

(42) a. {whoya, {{who, {give, ...} }, {Cia, ...} }}
b. {{who, {give....}}, {C, ...}}

5.2 Multiple Wh-Fronting

(43) Koj kogo obica? (Bulgarian)
who whom loves
*Who loves whom?’ (Boskovi¢ (2002: 353-354))

(44) {whoyq, {whomqy. {Ciq), TP}}}

(45) Wh-movement in MWF languages is driven not by the interrogative feature but by (contrastive) focus
(Boskovi¢ (2002), Lambova (2001), Stjepanovi¢ (1999)).

(46) Given this, the structure created by MWF like {who, {whom, {C, TP}}} provides no label, but is
successfully interpreted at CI thanks to the focus-driven movement.

6. Conclusion
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TRV T EEHHFRCET ME L BEOPRLENRT A —F—

(Problems of Labeling and Free-Merge, the Effect of Transfer, and its Parameter)

W& (UCHISHIBA, Shin’ya)
AT & (No Affiliation)

. IXZL®HIC

< 7Y 7 (Labeling) DHJRE>
TEMX LA YP SR D HER (syntactic object) DT ~/LE—FAYIZ XP & L THEE S
MDD, 200D FHREERD 7~V T — B ITHEE S h e (TXP-YP [ER#E)),

< HMHPFS (Free-Merge) DR >
fFedaElTiER2<BmiER S, BBIEUGLRAKXTHS (TIPS (Internal
Merge) |) — BEIZHBICEH NS — BBIC K 2RIELRITIERRICITZAS 2

(1 a. Ken read this book.
b. *This book Ken read. (“this book™ # topic)

2) a XFUh ZOKE BAE
b. ZOEKE FU BATE.

<AFEROTE>
HlifteoME X, BERICERINIHEEROZX) 7o rEIcElby . 7Y 7
OTEIIBE L= EEORS. (Transfer) On[EGIZE b 5,

< A OHERE >

1. Y 7 OB LSO IS  fiRRE

2. BHFEOMBEEEBTED/NT A —4 —

3. BRBED/NT A —F — |1 5 BRI T

4. Saito (2016, 2017) I XD TR » ZICHKSL 77 a—F (254 S0 REE
5. T LE%oRM

. IRV TORBLETEOMRICE S BRE (RE 2019)

KFGRY T EE>
HRERO EE 2 P& T 5 HME (Chomsky 2013, 2015), T ULNREDHERIZA 4
— 7 xA ATHYRMEREZZTD N TEP, RESMELTLES,

(3) H, is the closest head to o iff
I. o contains Hy, and
II.  there is no H; such that (i) a contains H, and (ii) H, c-commands H,.
(Rizzi 2015: 18)

(4) 1. XP . 2
PN P
% YP XP YP
P AN N
Y X Y
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< INETORITHIIZ BT Afifikg >

© BENZLBTFY L (Chomsky 2013, 2015) '

@ FEMIAIZEDHTFRY 2 (Chomsky 2013, 2015 ; Rizzi 2015, 2016) *

® 5 (FEEEHL (Spell-Out) kB TFxY /a" (Narita 2012, 2014 ; Takita,
etal. 2016) (HE5 /X H L =0RENSHIFERELIRY 5L #BE) °

<ARBRTHET IBELIX>
Watlhe A 7 —7 = 2G5 U EME, SR OFRERILZE OB OFFERIEIZS LT
ARz % (IACIASTAT: 4504 (Phase Impenetrability Condition) |). *

(5) H; is the closest head to o iff
I.  H, is accessible (i.e., it is not in any transferred domain),
II. @ contains H,, and
1II. there is no H, such that (i) H; is accessible, (i1) a contains H,, and (ii1) H, c-commands
H;.

(6) YP
A
XP YP
PN, N
X e ¥ (P E CFREBETHE A EET)

HHEFEDMEEEED/NT A —F—

<HRR  BEONRTA—F—>
R 0 ICIEBAEH TX 301, ROWTRIORNEZHI-THADOATH S,
(A) a BIREDELSTHD,
(B) a EaEEp &AL TEY ., BOEENNEEN (lexical) THD,
(C) aBPBEMHELTEY, alk B O TEELO—E (Agree) MKILL TS,

<R EEED Tense OFEHENE (functionality) (Fukui 1995 ;5 Zushi 2003, 2005) >
YoFED Tense (ZH SHGEM TH S DY, AAZED Tense (THEEHER B B Th 5, °

(7Y a Zrd FTAI% #HIz Lz *EbIzi-.
b, FUR FAI%E EHL L HEOLT

(8) Proper Head Movement Generalization (Baker 2003: 53):
A lexical head A cannot move to a functional head B and then to a lexical head C.

BN L5720 713 s HEIERRE (halting problem) | Z 5] & & = = 2 2% Chomsky B IZ L WiRiiSh T 5

y l‘Ei”i LI LD 7R 73, SR ERERETD LI T o FAREDAME R LT,

PR EEHUBIREOEFEGEEE I Y B EEE L4 5 L BRI ShEIRECET A N2 2 2 L2805 4
’14"1’%1513 (No Tampering Condition) | (Chomsky 2007, 2008) [Z}Effid-% = &A%, Takita, etal TIHE SN TV a8, 61T
Z OB EREN BRI RETHD L FREL TS,

3

“Let us call the syntactic objects that are transferred “phases.” Optimally, once a phase is transferred, it should be mapped directly

to the interface and then “forgotten”; later a‘rpcralir.ms should not have to refer back to what has already been mapped to the interface
—again, a basic intuition behind cyclic operations.” (Chomsky 2005: 16)
* Zushi (2005) [ZHAGED TCI'ISC MERTHS EETSHZ LT, ARFEOHRTHS (i) T1E L RETEOEE.

Gi) MERFoXM, Gi) FNEEKE. Gv) PSR 20T (v EFRAFDEONWIHATE L LHE TV S,
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(9) *[H,-H3-H3]w, where H; and Hj are lexical, and H, is functional.

(IU) [TP [FP [\'-‘VP s V+chic3|] [F 'é 2—’{ -\t)]+Funcli(ma|] T+Fu1lc1iuna!:+i_cxical]

(11) i. Japanese p—TP ii. English B—7?
AN N
Obj a«—TP Obj a—TP
R TN
Subj TP Subj TP
AN o
vP T[pF‘ L] l’ Ti‘ F] vP
P iian. Y Agree™. ¢ T~
(Subj) ... (Obj) "7 (Subj) ... (Ob))
3. BEONT A—F—IxT SRS
< TFHIO>

ARIEHINS - A L TV S HtREIRIX, FORBREEE L —H L T R THLHFE SN TV AL
B CEHETHIENTESD,

(12) a. Ken finds [s¢ this book very interesting].
b. There are [ some firemen available].

< TFHIS>
FEEERIRG & A L TV A HGEIRIT, ZoMEEFRE —S L T ARiThEfte s Tunvain
BCIHETSZLNTERY,

(13) a. *Who thinks [, what; [cp [c that] Mary bought t;]]?
b. *There seems [» a man; [1p [ to] be t; in the garden]].
(Boskovi¢ 2007: 592, KFIEFHEREAIZL D)
< THIO>
FEEERIGN TORBEIHIZEE S 575, EEEN TORBINZHBHAB TH D,

(14)  [ropicprFocuspicricrey ~ Functional Domain ~ [(pywpvp ~ Lexical Domain ~ ]]
Fixed Word Order Free Word Order

(15) HOFIZHANTAAFZ T &V,
d. [Topwf’%ojgi’j: I—]HE.I—' EJE}J:T 'H‘/T*/f 7‘3’_& %’)’C‘J\i"r]
b. *[» KA vFE '.['rupi.;-p HOEE ARARRET (¢ S’!L:”J"CL‘}%_‘T]]

(16)  Hungarian
a. [rpSokszor [nagyon [ &ssze-vesztek;[vpti @  fidk egymassal]]]l.
many-times very.much out fell the boys each-other-with
‘Many times, the boys fell out with each other a lot.”
Sokszor nagyon Ossze-vesztek; t; egymassal a fiak
*Nagyon Gssze sokszor vesztek; t; egymassal a fitk
d. *Ossze sokszor nagyon vesztek; t; egymassal a fitik

(Kiss 2008: 443, KFIXH, FHRIIRERETICLD)

oo
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(17)  Hungarian
a. Nem vesztek; sokszor nagyon ossze (t) a  fiuk egymassal.
not fell many-times very.much out the boys each-other-with
“The boys did not fall out with each other a lot many times.’
b. Nem vesztek; 6ssze egymassal sokszor nagyon a fitk.
Nem vesztek; nagyon ssze a fiuk sokszor egymassal.
d. Nem vesztek; 6ssze a fitk sokszor egymassal nagyon.
ete.

o

(Kiss 2008: 444, K3JF, FRIZREHFICLD)

4. Saito (2016, 2017) IZE B3R TIRY » T IZESL T I —FIiZx4 2 HEHBREE
<LFR TR >
SEICIETIRY VS OBRERSZITTVEME O B BHEEL, AKEORENENZE
nizhi-5,

(18) [XP Dpﬂffase?‘ XP]

<fEAO>

FEHD & NP BHE LICFFRT, DICHAERUERKTRY VIHRFL LTI TLE
IO TIERND,

(19) i [NP D<Cu.-;::> NP] ii. [J NP XP]

<EEL>

BREEIIFOEPMEIND LT RY TR+ L U THET S,

<[MHEsER >

BRRERIRE N & SE RSN TILREIRERoORIRIZERH D Z & ((14) ~ (17) 228]) 2 ¥
DI AU THAT DD,

5. 3L LEBORE

(%5 3CHR) Baker, M. C. 2003. Lexical Categories. / Boskovié¢, Z. 2007. On the locality and
motivation of Move and Agree, L/ 38. / Chomsky, N. 2005. Three factors in language design, L/ 36. /
Chomsky, N. 2007. Approaching UG from below, in Inferface + Recursion = Language? | Chomsky,
N. 2008. On phases, in Foundational Issues in Linguistic Theory. /| Chomsky, N. 2013. Problems of
projection, Lingua 130. / Chomsky, N. 2015. Problems of projection: extensions, in Structures,
Strategies and Beyond. / Fukui, N. 1995. The principles-and-parameters approach, in Approaches to
Language Typology. / Kiss, K. E. 2008, Free word order, (non)configurationality, and phases, LI 39. /
Narita, H. 2012. Phase cycles in service of projection-free syntax, in Phases. / Narita, H. 2014.
Endocentric Structuring of Projection-Free Syntax. | Rizzi, L. 2015. Notes on labeling and subject
positions, in Structures, Strategies and Beyond. | Rizzi, L. 2016. Labeling, maximality and the head-
phrase distinction, 7LR 33. / Saito, M. 2016. (A) case for Labeling, TLR 33. / Saito, M. 2017.
Labeling and argument doubling in Japanese, Tsing Hua Journal of Chinese Studies 47. / Takita, K, N.
Goto, and Y. Shibata. 2016. Labeling through Spell-Out, 7LR 33. / Zushi, M. 2003. Null arguments,
Lingua 113. / Zushi, M. 2005. Deriving the similarities between Japanese and Italian, Lingua 115./ ¥

High. 2019, A EER Y . ST HIE T 02806 A SERYS 21 Bk O,
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“What does the Unavailability of Genitive Subject in Naxi Suggest?" (E)
Xue-Ying Hu and Hideki Maki
Gifu University and Gifu University
1. Introduction
This paper investigates syntactic properties of the Naxi language. one of the 55 officially recognized minority
languages in China spoken natively by about 310,000 people. most of whom live in or around Lijiang City Yulong Naxi
Autonomous County of Yunnan Province, and shows (i) that it allows N’-deletion in our definition, but (ii) that it does
not allow genitive subject. It is then argued (i) that there is not a correlation between the N’-deletability and the
availability of genitive subject in languages with prenominal sentential modifiers. and (ii) that the non-availability of
genitive subject in the Naxi language is attributed to the fact that the relevant predicate cannot be in the adnominal form.
2. Background
(I) a [Doyoobi-ni tamago-ga yasui|] mise-wa kono mise desu.
Saturday-on egg-Nom cheap store-Top this store be
“The store where eggs are cheap on Saturdays is this store.”
b.  [Doyoobi-ni tamago-no yasui] mise-wa kono mise desu.
Saturday-on egg-Gen cheap store-Top this store be
“The store where eggs are cheap on Saturdays is this store.” (Japanese)
(2) [Taroo-no taido}-wa voi ga, [Hanako-no taide]-wa  yokunai.
Taro-Gen attitude-Top good though  Hanako-Gen attitude-Top not.good

“Though Taro’s attitude is good. Hanako’s isn’t.” (Saito. Lin and Murasugi (2008))  (Japanese)
(3) The N’-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese. Mongolian, Urdu, Bengali
* N'-Deletion Korean, Tibetan
(4) The NGC Universal

Nominative-Genitive Conversion is possible only in a language L which employs the C-T-V AGREE strategy in

relativization; consequently, NGC is not observed in the languages which use overt wh-movement strategy or overt

complementizer strategy in relative clause formation. (Hiraiwa (2001: 112))
(5) a.  Alanguage allows N'-deletion. = It allows genitive subject.

b. A language disallows N'-deletion. = It disallows genitive subject.
(6) A language u-allows N’'-deletion. = It a-allows genitive subject. (where o = either o or dis)

(7) a.  Nuku-uy thayto-ga cohei ansumni ka?
who-Gen attitude-Nom good notbe Q  “Whose attitude is not good?’
b.  John-uy [x thayto] imnida. c. * John-uy [ne]  imnida.
John-Gen attitude be John-Gen be
“John’s attitude is.” *John's is.” (Korean)
(8) a.  [Thoyoil-eye kyelan-i  ssan| sangcem-un i  sangcem ita.
Saturday-on egg-Nom cheap store-Top this store be

*The store where eggs are cheap on Saturdays is this store.”
b. * [Thoyoil-eye kyelan-uy ssan] sangcem-un i  sangcem ita.
Saturday-on egg-Gen cheap store-Top this store be

“The store where eggs are cheap on Saturdays is this store.” (Korean)
(9) a.  Su-yi rnam agyur bzang ngam?

who-Gen attitude good Q *Whose attitude is good?”

b.  Bkrashis-kyi [~ rnam agyur] red. c. * Bkrashis-kyi [ve] red.

Bkrashis-Gen  attitude be Bkrashis-Gen be

“Bkrashis’s attitude is.” *Bkrashis’s is.” (Tibetan)
(10)a.  Dering Bkrashis thon pa-'i dustshod-ni  phyidro-"i dustshod 8 red.

today Bkrashis arrive-Gen time-Top am.-Gen time 8 be

‘The time when Bkrashis arrived today is 8 am.’
b. * Dering Bkrashis-kyi thon pa-i dustshod-ni phyidro-"i dustshod 8 red.

today  Bkrashis-Gen arrive-Gen time-Top am.-Gen time 8 be
“The time when Bkrashis arrived today is 8 am.” (Tibetan)
(11)a.  Dare-no taido-ga yoku nai desu ka?
who-Gen attitude-Nom good not be Q *Whose attitude is not good?’
b.  John-no [ taido/e] desu.
John-Gen  attitude be *John’'s (attitude) is.” (Japanese)
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(12)a.  [Doyoobi-ni tamago-ga yasui| mise-wa kono mise desu.
Saturday-on egg-Nom cheap store-Top this store be
“The store where eggs are cheap on Saturdays is this store.”

b.  [Doyoobi-ni tamago-no yasui] mise-wa kono mise desu.
Saturday-on egg-Gen cheap store-Top this store be

“The store where eggs are cheap on Saturdays is this store.” (Japanese) (= (1))
(13)a.  Ken-nii obur  mayu boi? b.  Bayatur-un [n obur/e] mayu.

who-Gen attitude bad Q Bagatur-Gen  attitude bad

*Whose attitude is bad?” ‘Bagatur’s (attitude) is bad.” (Mongolian)
(14)a.  Ociigediir Bayatur-o t qudaldun-abu-ysan/*-ab-Cai nom-bol ene nom.

vesterday Bagatur-Nom  buy-take-Past. Adn/-take-Past.Con book-Top this book
“The book which Bagatur bought yesterday is this book.

b. Ocigedir Bayatur-un ¢ qudaldun-abu-ysan/*-ab-¢ai nom-bol ene nom.
vesterday Bagatur-Gen  buy-take-Past. Adn/-take-Past.Con book-Top this book
“The book which Bagatur bought yesterday is this book.’ (Mongolian)

3. Data

(15) Anhi Hogjui-e  ceeqye. (16) Anhi Hogjui-nee teigee alcheecai-o teighaiseiq.
yesterday Hogjui-Abs came yesterday Hoqjui-Erg book the-Abs bought
‘Hoqjui came yesterday.” “Hogjui bought the book yesterday.”

(17)* Anhi Hogjui-nee  ceeqye. (18) Anhi Hoqjui-e  teigee alcheecai-o teighaiseiq.
yesterday Hogjui-Erg came yesterday Hogjui-Erg book the-Abs bought
‘Hoqjui came yesterday.” *Hogjui bought the book yesterday.’

(19) Anhi Hogjui-nee svitvmei [Wefai mail chee libailseil lee zoq zeel].
yesterday Hoqjui-Erg thought = Wefai next.week come

*Yesterday Hogjui thought that Wefai would come next week.”
(20) Anhi Hogjui-nee shelmei [Wefai mail chee libailseil lee zoq zeel]l.  (21) Hogqjui-gge teigee

yesterday Hogjui-Erg  said Weflai next.week come Hoqjui-Gen book
“Yesterday Hoqjui said that Wefai would come next week.” *Hoqjui’s book”
(22)*yu-de tian (23) ame-no hi (24) heeqggee-gge nilwaq
rain-De day rain-Gen day rain-Gen day
‘rainy day’ (Chinese) ‘rainy day’ (Japanese) ‘rainy day”  (Naxi)
(25) [Anhi Hoqjui-nee zzeegge]-gge piqgotee chee liu waq.

yesterday Hoqjui-Erg ate-Gen apple this one be
“The apple that Hoqjui ate yesterday is this apple.”

(26) a.  Aneig-gge taildul me ga? b.  Hoqjui-gge [~ taildul/e].
who-Gen attitude not good Hoqjui-Gen attitude
‘Whose attitude is not good?* ‘Hoqjui’s (attitude) is.”
(27) [Anhi Hoqjui-o/*-gge ceeqye]-gge rheeq teemeeseel dee bafdai waq.
yesterday Hoqjui-Abs/-Gen  came-Gen  time a.m. 8 tme be

“The time when Hogjui came yesterday is 8 am.’
4. Discussion
(5) a.  Alanguage allows N'-deletion. = It allows genitive subject.
b. A language disallows N'-deletion. = It disallows genitive subject.

(28)a.  John-p/*-ne  yahan ponhcha. b.  John-ne/*-¢  kitab-o  khareedi.
John-Abs/-Erg here arrived John-Erg/-Abs book-Abs bought
“John arrived here.” *John bought the book yesterday.” (Urdu)
(29) [Kal John*-ne/-ki  khareedi-hui]  kitab buhut dilchasp  hai.

yesterday John-Erg/-Gen bought-Perf. Adn book very interesting be.Pres
*The book which John bought yesterday is very interesting.” (Maki and Bhutto (2013))  (Urdu)
(15) Anhi Hogjui-o  ceeqye.
yesterday Hogjui-Abs came
‘Hogjui came yesterday.”
(27) [Anhi Hoqjui-o/*-gge  ceeqye]-gge rheeq teemeeseel
yesterday Hogjui-Abs/-Gen came-Gen  time  am.
“The time when Hoqjui came yesterday is 8 am.”
(30) Ocigediir Ulayan-o/*-u nom-o  qudaldun-ab-ai.
yesterday Ulagan-Nom/-Gen book-Acc buy-take-Past.Con
“Ulagan bought a book yesterday.”

ee bafdai waq.

d
8 time be
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(31) Ociigediir Ulayan-e/-u t qudaldun-abu-ysan/*-ab-cai nom=-bol ene nom.
yesterday Ulagan-Nom/-Gen  buy-take-Past. Adn/-take-Past.Con book-Top this book
“The book which Ulagan bought yesterday is this book.”

(32) Bayatur-o [ociigediir Ulayan-o 1, qudaldun-abu-ysan/-ab-cai
Bagatur-Nom  yesterday Ulagan-Nom  buy-take-Past. Adn/-take-Past.Con
gejii] bodu-ysan nom;-bol ene nom,

that think-Past.Adn book-Top this book
*The book which Bagatur thought [that Ulagan bought 7 yesterday] is this book.
(33) Bayatur-o [o¢tigediir Ulayan-u qudaldun-abu-ysan/*-ab-cai
Bagatur-Nom  yesterday Ulagan-Gen  buy-take-Past. Adn/-take-Past.Con
gejli] bodu-ysan nom;-bol ene nom.
that think-Past.Adn book-Top this book
“The book which Bagatur thought [that Ulagan bought ¢ yesterday] is this book.”
(34) Bayatur-e  Ulayan-0/*-u nom-g qudaldun-abu-ysan/-ab-&ai gejii bodu-jai.
Bagatur-Nom Ulagan-Nom/-Gen book-Acc  buy-take-Past. Adn/-take-Past.Con that think-Past.Con
‘Bagatur thought [that Ulagan bought a book].”
(35)a.  Ociigediir Ulayan-o/*-u iniye-jei.
yesterday Ulagan-Nom/-Gen laugh-Past.Con
“Ulagan laughed yesterday.”
b.  Batu-o [o¢iigediir Ulayan-o/-u iniye-gsen ucir|-tu soci-jai.

Batu-Nom  yesterday Ulagan-Nom/-Gen laugh-Past. Adn fact-at  be.surprised-Past.Con
‘Batu was surprised at [the fact that Ulagan laughed yesterday].”

(36)a.  Bayatur-o [6¢tigedir Ulayan-o/*-u iniye-gsen gejii] kele-jei.
Bagatur-Nom vyesterday Ulagan-Nom/-Gen laugh-Past. Adn that say-Past.Con
‘Bagtur said [that Ulagan laughed yesterday].’

b.  Batu-o | Bayatur-o [o¢tigedir Ulayan-o/*-u iniye-gsen
Batu-Nom Bagatur-Nom  yesterday Ulagan-Nom/-Gen laugh-Past. Adn
geji] kele-gsen udir]-tu soci-jai.

that say-Past.Adn fact-at be.surprised-Past.Con
‘Batu was surprised at [the fact that Bagatur said [that Ulagan laughed yesterday]].”
(37) Conditions on Genitive Subject Licensing in Mongolian
a. A genitive subject must be c-commanded by a nominal element in a local domain.
b. A genitive subject must be in a local relationship with the adnominal form of a predicate.
(3) The N’-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers

v Genitive Subject * Genitive Subject
v N'-Deletion Japanese. Mongolian, Urdu, Bengali
* N'-Deletion Korean, Tibetan
(38) The N'-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese. Mongolian. Urdu, Bengali Naxi
* N'-Deletion Korean, Tibetan
(39) Pusinie  Jiexi-a  ju (40) Pusinie  Jiexi-(gu) gei cipu-0 shupuji. (41) Jiexi-nie cipu
yesterday Jiexi-Abs came yesterday Jiexi-Erg the book-Abs bought Jiexi-Gen book
“Jiexi came yesterday.’ *liexi bought the book yesterday.” “Jiexi’s book’
(42) [Gei cipu Jiexi-gu baboxibe] Susu songna. (43) [Gei cipu Jiexi-gu baboxibo] Susu Iu.
the book Jiexi-Erg read that Susu think the book Jiexi-Erg read  that Susu said
“Susu thinks that Jiexi read the book.” *Susu said that Jiexi read the book.”
(44)*|Gei cipu Jiexi-gu baboxi] Susu songna. (45)*|Gei cipu Jiexi-gu baboxi] Susu lu.
the book Jiexi-Erg read  Susu think the book Jiexi-Erg read  Susu said
*Susu thinks that Jiexi read the book.” *Susu said that Jiexi read the book.”
(46) [Pusinie  Jiexi-s  ju] haocimai yaohutei shiqi ducu hi.
vesterday Jiexi-Abs came time if morning § o'clock be

*The time when Jiexi came yesterday is 8 a.m.”

(47) [Pusinie  Jiexi-gu gei cipu shupu] yuanyin maiedi yuanyin hi.
vesterday Jiexi-Erg the book bought reason if this reason be
‘The reason why Jiexi bought the book yesterday is this reason.”
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(48)*[Pusinie  Jiexi-s  ju  be] haocimai yaohutei shiqi ducu hi.
yesterday Jiexi-Abs came that time if morning 8 o'clock be
“The time when Jiexi came yesterday is 8 am.”
(49)*[Pusinie  Jiexi-gu gei cipu shupu be] yuanyin mai edi yuanvin hi.
vesterday Jiexi-Erg the book bought thatreason if this reason be
“The reason why Jiexi bought the book yesterday is this reason.’
(50) a.  Asen-nie taidu cama hi na? b.  Jiexi-nie [n taidu/e] hi.
who-Gen attitude good.not be Q Jiexi-Gen attitude be
*Whose attitude is not good?’ “Jiexi’s (attitude) is.
(51) [Pusinie Jiexi-g/*-nic  ju] haocimai yaohutei shigi ducu  hi.
vesterday Jiexi-Abs/-Gen came time if  morning 8 o’'clock be
“The time when Jiexi came yesterday is 8 a.m.”
(52) [Pusinie  Jiexi-guw/*-nie shupuji] cipu mai edi cipu hi.
yesterday Jiexi-Erg/-Gen bought book if  this book be
“The book which Jiexi bought yesterday is this book.”

(39) Pusinie  Jiexi-a  ju. (46) [Pusinie Jiexi-e  ju] haoci mai yaohutei shigi ducu  hi.
yesterday Jiexi-Abs came yesterday Jiexi-Abs cametime if morning 8  o'clock be
‘Jiexi came yesterday.” *The time when Jiexi came yesterday is 8 am.”
(38) The N’'-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese, Mongolian. Urdu, Bengali Naxi
* N'-Deletion Korean, Tibetan
(53) The N’'-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese, Mongolian. Urdu. Bengali Naxi. Tujia
* N’-Deletion Korean, Tibetan
(54) Ecey nu-ka talassta ni? (55)*Ecey nu-ki talassta ni? (56) nu-ki chayk
yesterday who-Nom ran Q yesterday who-Gen ran Q who-Gen book
*Who ran yesterday?’ ‘Who ran yesterday?” ‘whose book”
(57) Ecey nu-ka mantun  lyoli-ka  ceyil masissess ni?

yesterday who-Nom made. Adn dish-Nom most delicious Q
‘| The food [which who cooked vesterday] is the most delicious?]’
(58) Ecey nu-ki mantun  lyoli-ka  ceyil masissess ni?
yesterday who-Gen made.Adn dish-Nom most delicious Q
*[The food [which who cooked yesterday] is the most delicious?]’

(59)a.  Nu-ki  thayto choci ansumni ka? b.  John-i [v thayto/*¢] imnita.
who-Gen attitude good notbe Q John-Gen attitude  be
‘Whose attitude is not good? ‘John’s (attitude) is.”
(53) The N’-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese, Mongolian. Urdu, Bengali Naxi. Tujia
* N'-Deletion Korean, Tibetan
(60) The N'-Deletability and the Availability of Genitive Subject in Languages with Prenominal Sentential Modifiers
v Genitive Subject * Genitive Subject
v N’-Deletion Japanese, Mongolian, Urdu, Bengali Naxi. Tujia
* N’'-Deletion The Yanbian Variety of Korean Korean, Tibetan

5. Conclusion

This paper investigated syntactic properties of the Naxi language. and showed (i) that it allows N'-deletion. but (ii)
that it does not allow genitive subject. These findings suggest (i) that there is no correlation between the N'-deletability
and the availability of genitive subject in languages with prenominal sentential modifiers, and (ii) that the non-availability
of genitive subject in the Naxi language originates from the tact that the relevant predicate cannot be in the adnominal
form. This in turn suggests the validity of Maki et al’s (2016) Conditions on Genitive Subject Licensing for a variety of
languages with prenominal sentential modifiers.
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1 R REELRER
(1) She will prove Bob to be guilty. (Lasnik (2001: 106))
/S
(2) FMEMKITRERECITY ZEMARETH D,
N " y

(3) [w Subj v* [tz XP; R [t XP» Fo [warpere XPi V/A/N/P]]
(4) raising/ECM @ Ty, (E[u-person] % 72, (Chomsky (2001))
(5) a. v*¥iiH R ~DOFMEHEAK - XP; & R 23 Agree BEfRICAY | LB, D T~ /bii<g, ¢>

b. v¥ B Fio ~D MK : XPy & F 75 Agree BfRIZA Y | LBy @ 7 ~/L73<pers, pers>
(6) FELDOIRAD interface TULH T 2 (convergent)ifii & 72 5. (cf. Epstein et al. (2017))
(7) HEHLOEEIXLF TOAGAONEIIKET 5, (Diesing (1992))
(8) a. *Who: did John make [friends of tz] out [t; to be smart]?

b. 7Who, did John make out [[friends of ;] to be smart]? (Boeckx and Hornstein (2005: 36))
ECM # LD EE{%
(9) #eaE : AFAONLLENRFEER, LF @ SA{ERY 72L& ISR

2. LFADFERINLE AL LOHREHL
2.1. VP b 2 £ 5 /N8l (perception verb, causative verb)
(10) Htak : FALONLE, LF @ FALOMLE

(11) a. *The prisoner was seen leave. (perception) (Basilico (2003: 2))
b. *The prisoner was made leave.  (causative) (Basilico (2003: 11))
(12) We saw dinosaurs eat kelp. = EX/*GEN (Felser (1998: 367))
(13) a. *The burglar saw [the prisoner know French]. ({fi{f&xL-~</1)
b. The burglar saw [the prisoner escape)]. (REEL~) (Basilico (2003: 4))

(14) a. Who; did you let [a rumor about t;] spread around the entire department?

b. Which planet; did you see [a picture of t;] appear on your computer screen? (ibid.:5))
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2.2. AP/PP iRER % £ 9 /Nl (opinion verb)
(15) st . EALOATE, LF : EALOfE
(16) The prisoner is considered intelligent. (Basilico (2003: 2))
(17) The guard considers prisoners intelligent. (Basilico (2003: 4))
(18) a. The DA proved [two men guilty] during each other’s trials.

b. The DA proved [no one guilty] during any of the trials. (Hong and Lasnik (2010: 279))
(19) a. 2?Which student; do you consider [a book about t;] too boring for your class?

b. ??Who; did you find [a photographer of t;] rather unattractive? (Basilico (2003: 5))

23, FERMEIL, RO, BifEE R T EIET (motion verb)
(20) #tak « LALONLE, LF @ FALOALHE
(21) a. The seedlings were watered t flat.
b. Her Nikes have been run t threadbare. (Carrier and Randall (1992: 191))
(22) a. the loud clock ticked [every baby; awake] [at hisi/heri/its; afternoon nap]
b. they laughed [every applicant; out of the room] [at hisi/her; job interview]
(Tomizawa (2007: 92))
(23) Who; are they burning books about t; to cinders? (Bruening (2018: 554))
(24) ... itis ... required that the property denoted by the predicate be a stage-level property.
(Guéron and Hoekstra (1995: 100))
(25) John was waltzed around the room by Mary.
The soldiers were marched to their tents by the general. (Biggs (2019: 15))
(26) The guard walked [every prison; into his; prison cell] [during his; physical test].
(27) This dangerous-looking man is the one that you just waltzed the wife of across the room.
(Bruening (2018: 554))
3. AL DIREH L L<e, 0>
(28) A G Al i<, >0 T ~NWAHTICHE T 256, ZONEN G ITHRE H LA R
(29) Who did John hear stories about t? (Chomsky (1973: 249))
OK

\ 4
(30) [cp Who ... [S#b [vp V¥hear [<o, o> [Dp Stories about t];  View [pp stories about t]; 11]]
] 4——> [v]

(31) *Who did we hear John’s stories about t? (Chomsky (1973: 258))
(32) a.  Who did Mary call up friends of t?
b. 7*Who did Mary call friends of t up? (Lasnik (2001: 111))
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(33) John gave the kids his book.

| v
(34) [\-pS-H'bj' [vp v* [<-1p,ip> DPine kids [Appll‘App] [ﬂp‘ 9> DPhis book [VP N [Dl‘]]]]]]

[0l —p (] [v] g—p [vl
(35) *Who did you say Cindy sent [a friend of t] a picture? (Runner (1998: 161))
(36) a. Who did you say Cindy sent Bobby [a picture of t]? (Runner (1998: 161))

b. *Who did you say Cindy sent Bobby [the picture of t]?

(37) I regret (the fact) that John is 1ll. (Kiparsky and Kiparsky (1970: 158-159))
(38) a. 7?Is that John is a millionaire a lie?

b. Is that John is a millionaire a surprise? (Moulton (2017: 301))
(39) a. ??1 consider that John is a millionaire a real lie.

b. [ consider that John is a millionaire a real surprise. (Moulton (2017: 302))
(40) ...[w Subi [w V* [<p.o> [pp(the fact)that SV  Veeg  tori ]11]

[p] 4—» lo]

(41) a. John knows [cp why; [Bill left t;]] (non-factive)

b. John forgot [cr how; [Bill fixed the car ti]] (factive) (Hegarty (1992: 212))

(42) Of which major; is it important for [[the students #] to take a course in physics]]?

[Person, Number] [uPerson] (Egash:ra (201 5151 ))
(43) Who 18 [<pers, pers= there T [sc [a picture of ¢] on the wall]?
Preionl  IuReon, sNumbe] (Stepanov (2001: 34) cf. Richards (2004))
4. SUEMEDEN
(44) the gang that [ consider the leaders of immoral (Carrier and Randall (1992: 207, n. 38))

(45) [vp  Subj \If* [icpers, pess XP; *R [rr X2 F  [warmerer 2B; V/IA/N/P]]]]
[Person, Number]  [uPerson]
(46) *Who do you expect stories about to terrify John (Chomsky (1973: 249))
(47) Of which car did they believe the driver to have caused a scandal ~ (Chomsky (2008: 153))
(48) einum malfredingi likadi/likudu toa  pessar  hugmyndir. (Speaker B: OK/
one linguist.Dat liked.3Sg/#liked.3Pl tpy these  ideas.Nom  Speaker C: *)
‘One linguist likes these ideas.’ (based on Sigurdsson and Holmberg (2008: 251))
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5. REBBERMERR D2
(49) Relative Aptitude for Failed Agreement (RAFA) (Preminger (2011))
= [person] D& Al [ X[number] L ¥V & local THLULENH D,
(50)a.[ v* [« DP [ R [p t ...]]I
b. R raises to v* forming R with v* affixed, hence mvisible, .... (Chomsky (2015: 14))
(51) R is Pair-Merged with v* (Otsuka (2017: 140))

I
v
(52) [y» Subi v [te2 R [tsm1 XP» F  [wparoree By V/A/N/P]]]]
(53) a. R is Pair-Merge with v* (= R becomes invisible) (a la Otsuka (2017))
b. v¥7 6 F ~OFRMMA (R 12 invisible T 572 8)

6. ¢
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1. FF

(I) UG employs unvalued features as a device to efficiently demarcate phase cycles.
(Narita (2014 48))
@ KFEROT R

2 a DP/QP |ZF 4 7 = A AL L THIST B [uF| &5, FPEEEH Eh
1", DP/QP &AMk %,
b. RO =L H5E, BEMS SRR EEHEIC L > Tat—a(R)
AIMEASFERI IR £ 5,
| ST

(3) Labeling Algorithm (Chomsky (2015))
al {aH,XP} (a=H) b. {XPi{«tu, YP}} (@=YP) c. {«XPF,YPF} (a=<F,F>)

4) a. Phases are SOs that are convergent. (Chomsky (2000: 107))
b. [P]hases can be defined as SOs that contain no unvalued features.
(Narita (2014: 40))

2. /R
OD/Q FEIHFFOuC(ase))/[uQi TFMK X417, DPIQP IR MEEAZ T 5,
() a [op Dycyiio []] —>  [oeDrcgal=l]

b. [opQpet [op D [2]]l —>  [opQuut [p» Do [2]1]
okl IFGE S A LY R O TIEe< . RefRINZT 28ETH 2 LIUET 5,

@A (5 SO E FBIRICIE S & | fIZ = B =D iTHESIRE S 5,
6) a [xetedhi[uF]]  [xp [uF]i[uF]] BREZ < GL= ) i

b. [xefeB[UF]]  [xe [uF]iful}]  feEOFREN 272 5 O Tl 0 = B3 Al i
c. [-.. [xp fuli [uF]] ... [xp flk [UF]]] ...] e Ly o B — 3 ATy
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3. {(XP, YP}

(7) a Juan ama a Maria. (SVO)  (Spanish)
Juan love-3.s¢  to Maria
b. Ama Juan a Maria. (VSO)
love-3.s6  Juan to Maria
*Juan loves Maria’ (Gallego (2010: 221))
8) [ v*+T[uDP[ptv* .. ]]] (@=7?)
(9) {«XP,YP} (@=YP)
@(5)|2H5< VSO FlEIEETb)DIRA
(10) [cp € [vp Thuot [« DPgacgion [ypv* ... ]11] (@=v*P)
L 4
(11) They expect John to win.
a. [+p v* [ DPgecfioli Reve [ati ... ]]] (B=<¢.¢>)
b. [p R+v* [ DPpfiol et [ 4 ...11] (cf. Chomsky (2015: 10, 14))

OECM 5N DAL E DAkl
(12) a. Mary made John out to be a fool.
b. Mary made out John to be a fool.
(13) a. The DA made the defendants out to be guilty during each other’s trials.
b. 7% The DA made out the defendants to be guilty during each other’s trials.
(Lasnik (1999: 201))
(14) [#e v* [vp Viug] [« DPi T(t0) iwin]]] (@=?)
(15) Unlike finite T, V can serve as a label on its own in English. (Abe (2016: 8))

O(5)|ZH3< ECM TRENHEDAR S £ 2 5B OIRE
(16) [vp v¥ [ve Viuel [« DPpugaselfion T(t0) £ win]]] (=TP)
L 4

4. EFEOBINIEET 53T K7 R

@Chomsky (2015)7 that JEFh Fl 23~ 275
(17) Who do you think read the book?

a. [cpC [« who; T [#pfiread the book]]] (a=<0p, ¢>)
b. E{awho; T [efiread the book]]
C. who do you think [ # T [#e#read the book]] (cf. Chomsky (2015: 10))

(18)*Who do you think that read the book?
a. [cpthat [ who; T [#pfiread the book]]]

b. [cpwhojthat [ 4 T [#e#read the book]]] (a=7?) (cf. Chomsky (2015: 10-11))
@57 wh 41)78 CP (ZRBld 2 RiFIL
(19) a. Who loves everyone? (wh>Y¥;*V >wh)
b. Someone loves everyone. (F>V; V>3 (Mizuguchi (2015: 201))
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(20)a. * Whatdid Sue give to whom the hell?
b. What the hell did Sue give to whom?

o] Who the hell bought what? (Pesetsky and Torrego (2001: 405))
(21) a. [ didn’t say what John saw. (non-echo)
b. [ didn’t say that / whether / if John saw what? (echo)
(22) a. Bill didn’t say that / whether / if who would arrive first? (echo)
b. * Billdidn’t say that/ whether / if who would arrive first. (non-echo)

(Douglas (2017: 20-21))

@O\ ZHES3< that IEBMIA, TRERERISU %3575
(23) that JEBFEHF 3% 300

a. [cp whopouctiol that [« Whopot€ioli Tises - .11 (a=<9,9>)
b. [cp Whopojucyiiol that [o Whopggscgior Tiue] - - -1]

WF)DfERT — 2 E—O(R)AHHERE — 7 417(23a) — #i52523b)

= (6a)Z XV IREDBHFEPET wh HOT_TOa B—3RKa[Hr L 725,

(24) ERRERERICOIRYE

a. [y whote@}uciiion Ciial [ Whouote€liol Tret [« Whopaiucrion v ... ]1]
b. [y whopeucion Ciiol [ Whoporeetioh T [« WhopQrogesv* - -1]1
(@=v*P,p=<9,¢>,7=<Q,Q>)
[WFIDfEfHT — 2 E—DCR)AHEMERTE — F-VLfH1T(24a) — $5%(24b)
= (6b)iZL VW CP & TPIZH D wh A)D 2 E—| AR L 720 | Ga)lZ XV v*PIZhHD a2 B—|TR
AR &R 5,
(25) a. I met the woman that saw John.
b. [ met the woman (that / who) you said (*that) saw John.  (cf. Douglas (2017: 1-2))

= ERRBIREN 2351 2 AT AR E) & RO FFERREOME L IEL < FRIS D,

5. FREMRBE)
(26)a. * John seems (that) is intelligent. (Obata and Epstein (2011: 122))
b. * Who seems (that) will leave? (Obata and Epstein (2011: 128))

@Obata and Epstein (2011)D3Eii  ERS @SS 253 270

27) a. [cp Ciexy [1p Thue) [yp Wholo] fucasegio] will leave]]] (= (26b)

L + 4
b. [cpwhoyo) Ciery [ WhOpcessifiol Tiuel [ve Whorgscasiis) will leave]]]

c. [cp Cpiry [1p T[ue] [spseems [cpwhq?g Cer [re.... 11111

L ) (cf. Obata and Epstein (2011: 128))
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O(5). (6)IZHA < FEEIERBHELER | =% 5 il
(28) QP Z & eV RAE (= (26a))

a. [cp Johnpucyiion C [« Johnfa&Hign T(is)pse i intelligent]] (0=<p, ¢0>)
b. [cp Johnucyiol C [« Johngeegion T(S)ue 4 intelligent]]

[WF]DfERHT — = E—O(R)ARMERE — F-YUA417(28a) — $£51%(28b)

= (6a)Z LV IRAEDIRPEPE T T D John D2 B —PRAFAG & 725,

(29) QP ZFHEYRA: (=(26b))

a. [p whoructigl C [« Whote€Hiig) T(Will)pue £ leave]] (a=<¢, ¢>)

b. [s whouction C [« Whogegios T(Will)gse) 4 leave]]
WF]DfEfRHT — 2 E—O(FR)AIRMERE — F-VF17(29a) — $5%(29b)
= (6a)iZ &V IRAEDIBRPERET wh H)DT X TOa B — Al & 725,

(30) C HIFRAEM S 258 DIREQP &) (=(26b))
a € [olopQuoi [or Dyl T(Will)ieot [vee 4 Leave]] (0=<9,¢>)

b. [epC [op Qi [op Drecgigil]i Tue] seem [o i T(Will et e 4 leave]]]

[WFIDfEfHT — Z-ULfHT — CHIBR — #5%(30a) — EEIOUF]OEfHF(30b)
= QP NEE DP([ip) & & Te) ik 2521 T H728, FHlli T Dlue) &7 720,

(31) What do you think that John read?
a. [v+p v¥[p [op Quual [pp Dyectiiol] i Riset [« £ 1]] B=<0,0>)
b. [+p R+v* [8 [ op Que) [ Dpacgrion]|i Riuet [« #1]]
c. [ [or Qpet[pp Draggii] i Crioi(do) you think [cp fithat Johnread £1]]  (y=<Q,Q>)

= DP &A2Mak I T QP (IBEHHETH 5.

6. HEaE
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1. Introduction

(1)  Copies are unified phase by phase based on the value of selective features (case and Q).

(2) Copies of a certain lexical item must be identified and distinguished from instances of identical
lexical items (i.e. repetition) for legitimate interpretations.

(3) Copies are necessary for semantic (C-I) and phonological (SM) interpretations.

Interpretation of Theta Information based on Argument Structures

Intentional Semantic Interpretation (Scope, Operator-variable, Binding, Focalization etc.)

Pronunciation of One Appropriate Copy among Copy Instances (Nunes 2004, Pesetsky 2000)

(4) [Inclusiveness Condition] bars introduction of new elements (features) in the course of
computation: indices, traces, syntactic categories or bar levels, and so on. (Chomsky 2001. 2-3)

(5) Merge/MERGE merely creates a complex {X, Y} from a lexical item X and another item Y.

(6) No Tampering Condition requires that neither X nor ¥, including internal structures, is modified
by Merge.

(7)  No Tampering Condition requires a lower instance of X remains intact, which is recognized as a
copy instance, after [M is applied to X, creating {X {... {X,Y}}}. (cf. Chomsky 2019)

2. Review of Collins & Groat (2019. 2)

(8) The criteria for the distinction between copies and repetitions
a. No operations other than Merge should be used to build structures.
b. Nothing beyond lexical items and the structures built from them by Merge should be
interpreted by the interfaces.
¢. The definition of Merge should not be made more complex than the definition in (5).

(9)  Copies must be distinguished from mere repetitions only with Merge/MERGE and other inherent
properties of lexical items.

2.1 Chomsky, Gallego & Ou (2019)!

(10) At TRANSFER, phase-level memory only needs to know the application of IM within a phase.
Only in case that IM applies, copies are created in principle.
(11) a. {John, {T, {be, {seen, John}}}} [An application of TM of Jo/]
b.  {John {v. {saw, John}}} [Non-application of IM]
(12) WS=[ix,1... {... x}}} ...] (See Komachi et al (2019) & Chomsky (2019))
a. WSui=[{... {...x}},...] = Only MERGE (x, {... {... x}}, WS,s.i): IM create WS.
b. WS.=[{. {...x}},...x...] = MERGE (x, {... {... x}}, WS;.1): EM creates WS.
c. All of information in a sequence of workspaces is too huge to store. Also, it requires quite
selective elegant algorithm as well as mysterious phase memory to discern copy instances of
a single syntactic token. (see Martin & Uriagereka 2014, note 5)
2.2 Munioz Pérez (2018)

(13) a. A wvalued feature is an order pair <Att, Val>. Att is collected from the set of attributes, such as

£ oo

" A portion of this talk is given at Keio Study Group. 1 thank the audience for fruitful discussion. Also, this talk could not
come into birth without late Roger Martin. I have gained lots of benefits from his stimulating classes and discussions,
and really appreciate his continuous and sincere warm supports and friendship as well as insightful comments.

The extended version of this handout is available at https://sites.google.com/view/mtling.
! Chomsky (2008) suggests that only phase-level memory suffices to identify copies, because all syntactic operations at
a phase-level and a phase-level memory stores the information on the selection of each lexical item, recognizing other
instances of an identical item as copies. This suggestion also faces similar problems given below.,
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(14)

(15) a.
b.

(16) a.
b.

(17) a.
b.

Number and Gender, whereas Val is drawn from the set of values.

An unvalued feature is an order pair <Att, @>, where @ is required to be replaced with an
item from the set of values.

Two constituents o and B are members of the same chain if (i) « c-commands P, (ii) B is non-
distinct from o, and there is no syntactic element between o and B which  is non-distinct
from, or which is non-distinct from o.

Chain members are determined representationally at interfaces or C-1/SM.

Inclusion-S
A constituent f3 is non-distinct from a constituent « if for every value of p there is an identical
value in o.

Cosmo said that Cosmo was arrcstegl ti.

ttp Cosmo'<cuscnom> T {vp COSMO’<casco- said that {tp Cosmo’<casenom= Was {vp arrested
(‘mm04<c1-;c.ﬂ>} }} }} }

What did you see #? , s
{er What'<cawe ace <> did {1p you' {iep what’ccue ace <o,0- ... see What-cue aces <07} 127
Who did you tell £; that John met who?

{(’P Whﬂlqcz_q:__:u:-‘c = <, ()= did y0U| $ope Whozdcam.Atc:-,f:m.(/‘J‘-v L tell Whoscca::c..-'\cn‘-v,-:l-x(r}:- {cp that John
T {1-"? met Who™«cuse Aces <0057

cf. Her mother told everyone; that his; wife should get a job. (Harper 1990)
2.3 Martin & Uriagereka (2014)
(18) Phase-Impenetrability Condition (PIC) (Chomsky 2000)

In a phase o with head H, the domain of H is not accessible to operations outside of «, only H
and its edge are accessible to such operations.

(19)  All identical syntactic objects contained in the domain of a transferred phase head are interpreted
as copies. (Martin & Uriagereka 2014. 174)

(20) a. Students believe that students were criticized.
b. {cp {re students* T {,p students® {v {vp believe {cp that {rp students’ {T {pup were {vp
criticized students'} Y}V LY
(21) a.  Guess {cpr who students criticized £}
b, {cpwho' {1 students {T {,»» who® {students {v* {vp criticized who'} }}}}}}
¢.  Who' > who® who': who® and who' are not located in the same transferred domain.
d. Itis necessary to introduce some mechanism or device to recognize copies/chains in applying
IM, contra (9).
3. Analysis
(22) Copies must be identified phase by phase based on selective features. (cf. Kitahara 2000)
(23) What is a clue indicating when chain-like objects are necessary, based on the POP System
(Chomsky 2013, 2015)?
i. Labeling failure with {s XP', YP'}, leaving o unlabeled®
ii. Unification of copies is principally necessitated by interfaces to fix labeling failure.
(24) i. Instances X, of an identical lexical item X with an unmatched feature (case/Q, those

ii.

contributing to labeling) can be unified with the topmost instance X; with a matched one, if
X, is located in the c-commanding domain of X; and there is no intervening instance X, with
a matched one between X; and X,,.

When X, intervenes between X, and X, these lower instances are unified with X,,.

? Here. I use v*P instead of VP for an explanation, which Mufioz Pérez does not use, though he admits this possibility.
* Muifioz Pérez assumes o is an attribute that lets a syntactic object carry a lefi-peripheral value to be targeted by a Probe
in the C-domain.

* Following Chomsky (2019) and others, nominal phrases consist of a functional category and a lexical item. Also. |
tentatively assume that a functional category # is the locus of case, requiring a lexical item due to its clitic property.
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(25)

(26)

(29)

(30)

(31

iii, If feature which is unmatched lacks values and hence is uninterpretable, unification applies
at Transfer. If not, this unification applies at the interfaces.

iv. X, may be identified with other instances of X across phases, when an instance of X, is
located within the next phase boundary, once its valueless unmatched feature is valued.

i. Professors” think professors’ praise professors’.

{cpie ProfessorsiNoma) Tu  professors™cues—Noma) v ... {cpp professorsivomp Ty

{verrprofessors™ cses Nomp) V¥4~V praise professors™’jace) |-

ii. Professors are likely f; to f; seem /; to f; disappear.

a. Infinitive fo of raising constructions = Phonological realization of <T,C>, namely C adjoined
to T (cf. Chomsky 2015, Epstein, Kitahara & Seely 2016, Sugimoto 2016)

b.  {cpu Profcssorsmmmu]Tu is likely professorsl“lmev_._N.,m“] {to<T,C>} profcssors3“|mn._,Numu]
v seem professors™ (st ~Noma] §L0<T,C>} professors®(eases —Noma) v disappear}

iii. *[tis Iikclly professors; to f; seem to f; disappear.
fore 1%oma) T is  likely professors'icaser;  {1o<T,C>} professors’icses; v seem
professors’cuser) {to<T,C>} professors’cer v disappeared)

i.  What does John buy 5?

a. Q-feature may be matched with an interrogative C.

b. {crum Whﬂtmigg_,qwm {ca doesjg)} Johnl“[uum.,] Ta {vpip WhﬂIzB[QJ\“m J0|1n2“[{_~;.,-c~_.No.m] v¥g-V
buy what ™o, acep} }

a. Who did you # tell that John met who?

b.  {cpe Who li{gg‘,\ccm {ca didjor} you {ipep whoz"[cm.,mm . tell Whl:)ju[casc.hcci‘!] {cpry that John T
fvepis ... v¥5-V met w]w'la'[q_,qcca]?

a. * Professors; are likely to think f disappeared.

b. * Professors are likely professors; to think 4 disappeared.

c. * Professors are likely to professors; think £ disappeared.

d. * Professors are likely professors to professors to think professors disappeared.

e

f

B

. *Itis likely professors; to think # disappeared.
Professors are likely to think professors disappeared.

Chomsky (2015) suppose that the embedded C is nullified, making the embedded T a phase head.
He proposes this nullification of C fixes the label of X to T, enabling the instance of professors
in TP-Spec to undergo further IM. Then, professors may undergo IM through an intermediate
vP-Spec and an intermediate TP-Spec into the matrix TP-Spec, leaving instances of professors.
a. * {cpi Professors'¥inomy To are likely professors™pomg to professors™® o think {regp
professors Pomp) Tp professors™(cases nomp) disappeared) .
b. * {cp Professors™nome To are likely professors™nempy to professors™pomp think {rep
professors*omp) Tp professors™|cases—vamp disappeared} .
¢. *{cpa Professors'|Noma) Ta are likely professors®®(cases—Noma) 10 professors™nomp) think {rpp
professors™namp) Tp professors™|cases—nomp) disappeared} ). )
d. *{cpi Professorsnome) Ta are likely professors™jcaser) to professors™jeses think {rpj
professors*nomp) Tp professors™|cases —womp) disappeared} ).
e. *{ewa I T, is likely professorsnomp {to<T,C>} professors™nomp think  {rpg
pmfessors”‘mu.,,w Ty professors*(cses xomp) disappeared ) }
. {cpu Professors “ome T are likely professors®|cases—Nom 1o professors™ (cases—noma) think
{1pip professorsPinomp; Tp professors™caes—nomp) disappeared ) ).

. *What; did John wonder who bought 7
{0 What'igg acen fca didioy} ... whatz"[o_,\aﬂ ... v wonder {gp what¥[g.acey) who'Pros noms
Cpro) Who g nomp) Tp {vepry What*[o seeyt Who™ig caserNomp) v~V bought what™|g acey} |}
b. * What did John think who bought £?
i.  {om What"oeaey] {ca didigrt John ... whatigacy ... v think {cpp whatYjoacy C
_jg_mWhOzF Nom| Tﬂ {\"P-"}‘ Wha[‘h[l},nec‘g] Whomlggcsse’-—oﬁomm V*y'v bought Whatw[()-:\ccﬂ} ](}
Whoj did John think £ bought what?
{0 Who'Plownomp) {ca didigr} John ... who™gunompr .- v think {rep who™oxemp T {vepsy

e

Lo
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who'g.cuser—nomp) V-V bought what'"(q cuse ~Acen} } )

(32) Control Constructions (see Martin & Uriagereka 2014 for a relevant similar analysis)
a. Control verbs take clauses introduced by <C,T=, which is realized as ro. This complex keeps
unvalued @-features, because C is still made visible by pair merge.
b. <C.T= should undergo Agree with nominals with valued g-features, though case-valuation is
Temp, because C is unable to value structural case (Chomsky 2000, 2001).”

(33) a  John; tries Aj to win.
1. {cp.fn John""omsy  Ta  John®coervomeg  tries  fep—op  JOMnPiramppn  t0<CpT>(g
JOhﬂ [case® —Tempfhgp] ¥ win}}.
b. John; cmwmccd Mary; A+ to stay..
{cpi John'® Noma] Te {erp John?cases—Noma] 1‘* -V convinced Mary'Peaser—acep) {crgry
Mary®/* John™ | rempy.g) t0<Cp. T>1 Mary  /Tohn®cases - tempyy v stay} } .

(34) Parasitic Gap (see Martin & Urlagcrcka 2014 for a relevant similar analysis)°
a.  What; did you read f; without filing e;?
i {ou What'Pige acp) {ca didig} you ... <{repp What®iq acepy .. v¥p-V file what Proacepls fopy
what"s[q_,\mﬂ C‘.’ without ... {,eps what 5[0 Accd] -+ VEV leadmf, what*® (Q.Accs)} 12

b. * Who rcad what; before J ohn read ¢;?
i io,:. Who'® [0aNomal Cugo) Who™[gaNoma - -- { +p/p WhO™™[Qu case* —~Nomal ‘»’*n-V . what g acepi},
tepy What'®o aces) Cy before ... {\-'p.-a what*[g,aces) .- V5V .. . what®® QA+
¢. * Who; called you before you met ¢;?
i {Q’u Wh() [Qe Noma) Cu[Q] W]‘IO Q] Nmnrd ({\‘P*[i Whnjn[(}u,ca_ﬂ:'—oNnmu] V*[i'v called you}, {L‘}‘-Y
20, * . Ao ]
who'%o sces) Cy before ... {y+pis who? |Q;‘\L\_6} . V-V met who™jg aces)} 1>
d. * Articles; are filed bcforc John read e,.

i {cvu Articles oma T ... <{v filed anig_lesz“m.spo _iNomal}« {cep articlesaeen Cp before ...
{vepry articles™acey) ... v¥-V read articles ¥ jacey)} 1>}

4. Conclusion
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i,  This paper, John criticized # before reading it, and John did [.+r e] afier reading it.
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crucial occurrence of #his paper functioning as intermediate link” in v*P-Spec would not command into the adjunct.
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1. BLaic
- HERERE & R o E FIEEIE (Prosodic Hierarchy: Selkirk 1980. cf. Halliday 1967) :

(n ( ), Intonational Phrase
( Y € )o  Phonological Phrase
( Jo ( )y ( )o Prosodic Word
The boy will eat the sandwich

- Phonological Phrase (F#Hf)) - 1980 {80 M ¢
* End-based Theory (Selkirk 1986, 1996, Truckenbrodt 1999)
(2) ALIGN(XP. R/L: @, R/L): The right/left edge of each syntactic XP is aligned with the right/left edge of a
phonological phrase ¢.

(3) a [ C [ple Subj] Infl . [w V [w Objllll
b, ( C Subj), ( Infly, vV ob),

* Relation-based Theory (Nespor & Vogel 1986: 168)
(4) Phonological Phrase Formation: The domain of ¢ consists of a C which contains a lexical head (X)
and all Cs on its nonrecursive side up to the €' that contains another head outside of the maximal
projection of X. [C = clitic group]

5) a e C [ple Subj] Infl,  [w V Lw Objlll
b ( € Subj ), ( Infl vV )e( Ob), (Cf. Dobashi 2003)
= (i) FEREBETZEE (Aux, V)& EoERMICE T,
(i) FREXHCCRGE C & F U I,
- Comp-trace THH O FRAENEHA (Sato & Dobashi 2016)
(6) Lexical Category Condition (LCC: Truckenbrodt 1999, Selkirk 1984, cf. Elfner 2012):
MEFE R CIIRRRER PN TS 2 0 1o L BRER R SIERHITH 5,

(7) *(Comp),

(8)  a.what do vou think [ that [ John [\ bought fwna 1]
b. ( that John ),

(9)  a. *who do you think [ that [;p  fwno [\p bought the camera []]
b. *( that )o

O AFEROM + Eit () BIEL VWO ?
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2. Comp-t ShR D KR HN
* pro-drop Z &F 3 Hal CTlt. Comp-t ZHRDEE T A\ (Perimutter 1968, Rizzi 1982) :

(10)  Chi pensi  che f, ha incontrato i  linguisti? A2 Y T
Who you.think ¢ has met the linguists
*Who do you think (that) has met the linguists?’ (Pesetsky 2017:997)

(3B IEL W EF B L, Sato & Dobashi (2016)D 43T TS T X A,

F_uffF 7A=Y XL (Chomsky 2013, 2015) OF 2 5 ZIGH L, Sidh) 2 ek
(syntactic object) D EFREMIZ=EIIC X - THEFK T % (Dobashi 2017, in press)

(11) Labeling Algorithm: H is the label in {H, XP}. (Chomsky 2013, 2015)
(12) In{f R},

a. fis labelable since it is a functional element that determines category.

b. R isunlabelable since it alone is too “weak™ to serve as a label. (Chomsky 2013:47)

= LCC (6): R is visible while f'is not in the syntax-phonology mapping. (Cf. Nasukawa & Backley 2015)

(13) ke EHRIERTRE : RSB SR TR, FIMTFCE AWEERIHN TS DI
WL, AT CE 3 HERIIEHENTH B,

(14) FHEEROFHAVERR « IR, ZONHTT7 AT T A wERSRUIMESR
(minimal search) THEHIZh 584, S L LTRI N5,

(15) R and T are unlabelable in English. (Chomsky 20135)

(16) a .. [Rv® [;mw[ C[Subj [, T[ fsaj[y R-v* [, e Obj |111111]
b: ) ( C Subj ),( Tusabaassie  R-v* ) ( Obj ),

(17) T islabelable in Italian.

(18) a. .. [R-v* [ym[ C[Subj |, T[ tsat[p R-v* [, 1= Obj |]I11]]

b: i ) C Subj Thabelable R-v¥ ) ( Obj ),
(19) a. Chi pensi che 1, ha incontrato i linguisti? 429 Tk
Who you.think ¢ has met the linguists

ai ha incontrato ), (i linguisti ),

b. (Chi pensi), (che 1

— (19b) X (DDIER LT b R,
— pro-drop & Comp-t SIROMMEZEZ 5 T L2 TE 5, Cf Pesetsky (2017).
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4. EFEL EHEA

C EHEHEENICY . BT IERLFRILEEYICETOR?

41 A RZVTEE

(20) Raddoppiamento Sintattico RS (Nespor & Vogel 1986: 170)
C—[+Hong]/[...[...V]e[__ [+son.-nas]...Ju...]e

(where the vowel V bears the main stress of the word)
* Ghini (1993: 43):

(21) a. Papd mangia. b. La cecitd puo essere  guarita.
daddy  eat.35G the blindness can.3sG be cure.pp
(Papd), (mangia), (La ceritd),  (pud essere  guarila),
‘Daddy is eating’ ‘Blindness can be cured’

+ Napoli & Nespor (1979: = ” indicates the application of RS):
(22) a. Lacitta = cadde.
*The city fell’
b. L’ultimo re * mori.
‘The last king died.’
c. Lareligione che pratica * perde fedeli.
“The religion he practices is losing adherents.”

+ Napoli & Nespor (1979: 8301t)): “..., we find that RS is possible between the last word of the subject and
the first word of the predicate whenever the subject is sentence-initial—regardless of whether the
subject is a single word, several words. or a complex NP.”

+ D’ Alessandro & Scheer (2015:614) 1 4 2 )V TEET 7w Y 4715 (Abruzzese)
(23) a. Je mmeje  cha  wve.

is better that come.3SG
‘It’s better that he/she comes.”
b. s (cha  wve),

* Frascarelli (2007) : 4 2 U 7RETiE, Bhailic BT 2 5812 A ~— i Ic AR LEEE & L THIN
ahI B,
- Frascarelli (2000) : (L 2 N7 EWH T RICA v FHA—va v Z2IBET 5,

— QD) TRIEFELEEL I LTS,
22) Tl FEEARElL S h T, Spee-TICH T 5T 5, See (18).
42 X DEOEFE
O FzvELA—-1—F
- Eah-diFERE O 2 7 A3
- TEEEMEEET T (Kanerva 1990 for Chichewa; Cheng & Downing 2009 for Zulu)

CahHE LR E A ERE . BT 2 EER L AL EE)ICJR T (Cheng & Downing 2009)
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O WR~7T 7455
Bty FlblE— B R T
_ -F!U'é:l\ﬂtﬁ%‘nq—j‘ (RI[[EI 1938)
' Comp-r AR E vy (Borer 1984)
Eafldtesicd 2 W L A L&t Ic @3 (Shaked 2007)
© 770 FE b HAE
- WeEElERR, ERE-RFE—-Buc LB E%?ﬁft#iz L
- EREAEEEF X Ao\ (Fommy ’?008 13
- EREORAE T 2 B & i o EEA) ﬁ?‘[Sandalo & Truckenbrodt 2002)
- 7272 L. Comp-t Zhi &R & Ao
- Barbosa et al. (2003) @ 77 ¥b « R b HAGE IR A ICH)EE LTS (post-verbal subject)
R0 OHIEEICH D
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ERBH RO ARR) & [BaEER) -
AZEGED 90 FEFMSL 2o T
(Morphological Markedness Hypothesis and Competition Theory:
On Strong Resultatives in Japanese and English)
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PrE A K% (Niigata Agro-Food University)
kazuya-nishimaki@nafu.ac,jp

1. A FRRATEEEDO(GR
OREA OB (=5 (2011,2015,2017))
() HSUEREZIORT 572010, BAGEIEEMNICAIE THh 5 Z & AR EhT Hfnid 5
M, FEEIIIERE I T o T bR MBS ), (=5 (2017: 68))

+ 7 (2017:68):

HESC = HFEOSTH L EEHG L, STUROERISRE TR RV ERE KB
TESOIERR = R L TOERR

%mwmmww L. SORNOEHRTETECX AV R OMS0 WY 5.,
AASH HSTESRITHY 2 0% ST T, BEOMESSLEIT R B,

(2) a  Thiscarsells well. [ C]
b. ZOHTE{FENDFIEDY,

(3) a  Yourhomeis very close to the campus. [lFEER 3
b. BEOFIIATTVSALT AT,

(=5 (2017:69), —HMEIESHY)

OV 5 F4Ail 3L (Washio (1997))
(4) a  Johnpounded the metal flat.
b. * KEEE DR AT,
(=5 (2017:69),  HHEIE®HD)

* =7 (2011: 187-188,2015: 261):
i RO L] Lo ERREERSCAIINE L, R OFEFAESORER &S S,
A RO k) LD EREH S U R FHE L7V,

[E1]
DOHEAGETYH., TR FEFREST, TEYAREMOMGEIZ L 5 bIiZiE > Z L &ML, oYUt
D SR,
— [HROEl) 2FTTHHEOIHECLY, BASETL, BOERHOSR Ehs,
HAGE T8 VRS0 V-V HATEOIE LD,
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OFRERATEEDEGERIC L D — il L CEERAIRII 1T 5.,
— o TPREAEEA KD AAGE & SGRONIL, TPRER &SGRt OB a0 bAE LS,

2. [BRWERES) B35
2.1. FAVERMESCE LTO V-V EATE
#Washio (1997), $21L1 (1996): HAGE TIE V-VEGEEA SR MERBEU S T2 b0 L LTHN GRS,

©Resultative V-V Compound (RVVC)
5 AEFBERZCELIMNEMIIL, (Hasegawa (1999: 184), —#HEIESH 1)

¢ Hasegawa (1999): RVVC = #fil 546 50
— AAGECL, WOEERESOIET 20, o IIBATET 2D,

(6) a. John hammered {the metal for an hour/ the metal flat in an hour}.
(Wechsler (2005: 259), —#HMEIEH 1)
b. P a rWREOERAE (RN T/ —RR T X i L),

@) a.  Sylvester cried his eyes ¥(out). (Levin and Rappaport Hovav (1995: 36-37))
b. HEFIKALXIZHT) (%11 (1996:213))

= RVVC [TV FEFREC L L TOATA # A%,

22, [MROE 2T 508
@Hasegawa (1999)— FERENAARMEOSGERIZ L 2 FHARIR
= RVVC OF25fdhi = 12boxig) 280 Dk

¢ Hasegawa (1999): T-ZERBE) (Vi—V) 23980 i B L8045,
(8) a.  Hanako [vp [v pounded] the metal [vip [v+ Res] [ ap flat]]].
TR
b, AEFD [ve @EZE [viear CEBID)] [ L] [v MIE 1
ESVEHE L)
[Vi resultative predicate 0> #H; [V resultative predicate 3/%3~2 Bel 0> 1555 [Red HEHHERY 253E

& JRERVETMEOFGR [RROZAE) &5 AR VRIS 278745,

— Vi 585 30 TR0 k) &I EREE S,
= RVVC OFE S = Bagod(k) 2#rT5pE

- Vr & 5 B EH: JEFER7RRE vs. EEAY 2Bl
DU TRHROZAL] &) Fk: [FEE 859 vs. [HASH xhic o ()
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[£L0]
HAGETIL, [RBRo%4Mk] L) EHE, RVVC OFEEENEC &> TRERFR 22T 5,
= RAGETH. FRV RSO B EEEDO GRS X 5 —/R(KIZHE D

SR VRIS 2300 S TRERIEFOROAE < JERERAIEME 258D AAGHE & SEahORIAL
— ZOMORSCTRIESN DL E A I ULIZBRTHY | H—H2inmiETH 5,

3. TR YA CERRATSEA~: BESERRR T S a—F
= (2011: 191,2015: 268, n. 9): TERERIATENED(GER = Gy —i(b
— BGRATRIH O ATREMEE?

(9) a  John pounded the metal flat. (= (4a)
b. EFR@BEZCELIDMNEMIL, (&)

OGS (Ackema and Neeleman (2004)): 5 il & BTG O bbfi 26— 2P 5 Bl

31 BAEER
[HeAaE]
TZHESRY & HE e TR e GBS O SRR A K-> THA T2, — SiafllofE

#Nishimaki (2018): G vs, [AAE TS
(10) AT L D4 FHENRGE (6] vs. AN H53E)

a.  anold friend of mine (= a long-standing friend) (Quirk et al. (1985: 428))
b. FDIEAK

(1)  FHHE (and 2RI vs. WHIEERE (dvandva))
a.  The husband and wife cheered each other up.
b. FIBHEWERIE L=
((11)= Kageyama (2009: 515))

— SR\ TS G B = BEEREBTY vs. [AASH RVVC= TSRO ELEY

32. HEERCESHH
leaammrTRENE] PG MRt < Fmioa vs. FEEME < RGO ER

# Hasegawa (1999): EEGEE) (Vi—V) 2350 ViEFMECA TR 5,
(12)  Hanako [ve [v pounded] the metal [ver [vi Res] [av flat]]].

R (contlation)

— Bl Res |1 TAREEOBIA (og fopound) & LCEBSHS,
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« W—JREROREI I HER 2R B S A R T 220,
B o IR TR gl 1 S8 115 L AN A 1 S AN
— JERE e PR E R BT 22 S W ) 2BV T, B TEEEROGED, FREMBSITE S,
= FRF DM L 72 2 01%, HSEIRBUSE D X 212, B EROENEREIND =0,

#Baker (2003: 86, 168): A% (conflation)= FEHHFADHTIIAC = 2 FEHEE
— BEHNEN S EE AR/, MR RERGERYE) [ IWGRIRAEIZ IS T2
g, BIEREROE L LTRSS,

(13) \% %
= POUND — = /pound/
(o] — { "o} — Caman) —

(14)  EFD [ve BIBZE [we [ CESID)] [w HZLZ] [v ADE 1l
#i@ A\ (incorporation)

#Baker (2003: 86, 168): fii A (incorporation)= HHLTADEITHEL = 5 FEHHE)
— WMAZZT HEERLEE AR o=, BEaERE LT, BaEETERT 5.

(15) a  MIEFRED), PEEHIHT), BHHGE), KO *(HT), B *GET), WE*HT)
b, BEVH(HD), BAH AN D), (B H)AS, FHERYF O, *FARSED

— FHIVE, WO, THREREIRE S S T BRI L BTV R L,
= EWFTAER L 2B 0IE, TREEFOT-DIC, MR TRENIC X 2 HTREN7 2 5
HE L TR B0,

(16) a. to{bow/doabow},to {jump/make a jump}, to {nap/take a nap}, to {walk/take a walk}
b 2RED, Vv TTS, BRI D, TS

4. fERE

FEBERR: Ackema, P. and A. Neeleman (2004) Beyond Morphology, OUP. / Baker, M. C. (2003) Lexical
Categories, CUP. / Hasegawa, N. (1999) “The Syntax of Resultatives,” Linguistics, 178-208, Kaitakusha. / 52| 1IK
BB (1996) MEhEaRERRRR] < A LBHRL/ =F50E 2011) THASEEDA v 2 —T7 x4 A < A LB
tHRl. / =2 (2015) T H AGED TlihllRa| & T30k - TS0 | TH 3SEo Stk iUkl 352-371,
O CHE. | ZFHE (2017) TAAGEOIRMC) TECOB LAY ] 6578, < 5 LIBHAR /
Nishimaki, K. (2018) 4 Study on Cross-Linguistic Variations in Realization Patterns, Kaitakusha. / Washio, R.
(1997) *Resultatives, Compositionality, and Language Variation,” Jowrnal of East Asian Linguistics 6, 149. /
Wechsler, S. (2005) “Resultatives under the ‘Event-Argument Homomorphism® Model of Telicity,” The Syntax of
Aspect, 255273, OUP.
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T TSV OFELHEE RRBRERH

Morphological Decomposition of Passive (R)are and the Trans-Predicate Hypothesis

i Yot (TAKAHASHI, Hideya), 11 4% (NAKAJIMA, Takashi)
4 F UL K (Iwate Prefectural University), & |11 FX37 K% (Toyama Prefectural University)

2E

AAGE T THEE) @ Tl (Predicate) #3472 < & LIBEAYIZIE TER) (Word) ERBfkER D, Lizdio
T, ik Vi(s)ase RZ T H VH(are ® L 5 RESIREORERLEGEZ EO L5 2y, ShizFhas2EW
& B ST A, ERNRCCETEN S BEEAMRMBEO—oSTHAN, RIEK—MARMICIZE TR,

AFELTIE, HATRICB U A BSEFToOMIEIZER L, HlcieatronErtzdmiizy. fFlz, Wb
WEHZTE [7 1) 2y Eif, TEHERFEREFGE ] (Neo-Constructivist Theory. Clark & Clark 1979. Kay &
Filmore 1999, Borer 2003, 2005, 2017, Nakajima 2011 ef seq. Bruening 2013, Myler 2018) @ yidiin 6, HATED
ZHHLRRTHEHE AR PEMRICH R I BAAOMEOERBIEIC>WTERET S, [T &A%
ERABINHRGEE LTRAET LT, SHELOMBYREARISEH NS TN Thd, X
HBIZBIT 2HFEOFRRICOWT L, A I RFOEREH S —EOIMNRELNE Z L 2R T,

1. ¥Rk E % H I (Neo-Constructivist Theory)
(1) a. .. the syntactic structure gives rise to a template. or a series of templates, which. in turn, determine the
interpretation of arguments.” (Borer 2003: 32) — Exo-Skeletal Model
b. “If ... PFs are available following the syntactic derivation, we expect correlations between larger constituents
and single phonological words.” (Borer 2017: 129)

(2) Templates of (VP) Structure

a. Weak Projection b. Strong Projection (Z: Spec of X)
X X
//""“—m.___h‘ /_H"""\--\__\___\__
Y X Z X
/ﬁ\ﬁ"‘“—m
b 4 X
¢. Unergative d. Unaccusative
VoiceP VoiceP
e e —
o Voice' yF'/ Voice
e P
vP Voice B /\\'
Voot v WReot v
e. Transitive
VoiceP
o 'IJ_HRVGicc’
s
vP Voice
T )

p

V
oot

2 ODFHFERIBEE RO SN OB TIHER A= /2 (2a) & Weak Projection (350 %IH) & iy, 73
FHOELE) L LTHED &/ &= (2b) # Strong Projection (GEWLERS) L, ZHFIIER, Zh6 2

CRBFFR IR (BERRHPSE (C) 17K02700, 19K00554) o0k %E Z T T 4,
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2O template OFHA G HEIZ L0, IExtEEhGE ., HEREREE, MBETSET A <2 ModET 2 (2c-e)
BIREEND,

2. Trans-Predicate Hypothesis & 5% 7 & L D 1&
(3) TF L i HEBALNTVA I IR -OFEFTCIERLS., (Nar & ellmREh, (DITHRENS
B R M 2 IN L D ERRERE (Mar & e IS LD

(4) 4y BUERE#(Distributed Morphology) @ JEARYAEE (Marantz (1997, 2001)72 £)
a. Root Hypothesis : 35134 & & & fERIEE T, flERIEEDOFHREY Root & v 7z ¥ ol
RS ET D2 ETRES D,
b. Single Engine Hypothesis : s& 2Rk % & Tr 4 T OIS ER TER I S,
c. Late Lexical Insertion : s #Effi AlL Spell-Out #(Z PF ClL Z 5,

(5) e:  Tmjl) D33CGEE UI-HREERINE Get ©, T34, 5E, Bl LV 5 BHRRHOBE LU,
+ 1% (Experiencer, Benefactive, Potential, Controller) 512 X W &1 & Lo FiEARAT 5
(ef. 41 M 1958, i H 1973, Washio 1989-1990. &2 2005) .

(6} (r)ar: WRENE [7 /1) ($11 2004, 427K 2006) O 3GEMRICHR L, ) THHER - 34 Z& L, #iEsc
X, BEREHINE O HE] Inch(oative)-v IZBWTFAGRRE (Zh % NEEIREE Trans-Predicate (TrP) |
LIESR) ARLL., FOREIC Theme & LT VoiceP #3874 2%,

(7) GetP
(Ben, Aff, Enbr Cont}, —Get’

Iuch‘Fr,/\Gel
VP Tich e
VoiceP — V' r

——
e ER VR® v

(r) a

"VoiceP THEINDHA <2 Fo3A « W (nar) DFEEZ2 | GetP fREE O 4 TAINW D (13D /le-rul))
LA T EWNTE, ZEIERETA N O ORISR & SRS B,

(8) FLILREEIE, FEISESL ORI LE LT, FHASMEE LTRE - AR AL L LTHRS
ERTHs . (I 2005: 49)

(9)  a KEBIXHEN GRS, b. BRAEIZ ‘%ﬂ*ﬂt IwERIE ST,
(10) a WABHEIZHAELTWS, b, {EEMARIIE DR TS,
(11) HEHiELIENY ooy Blosassic ibEgh iz,

by bEEBTEREE S v AEAT S O LRIETS, £, (la) KBV T, Y 5YRoot TX B v OBE, A
2 hOREALICSHD IS SR F S, ZoE EIRENIGEST S Z Eiddn,

PEITT (1996 302) Ik B &L WESIEAVEAMEEOFRENL L, Fhicki Wi Ao, EEiic s
BETLY (7L Ltk T ~OBEMZELEZ, ARKTRSAT2THYLOHH () 20O X 5 ity RROM
. 'sEf:iL‘-ﬂ?ffi‘JfﬁI:lft*ié‘é%?ﬁ’)ﬁﬁh_xl'f%511?#!"3&‘"{1 desh Tim Lz,

T ITE, VR AR EMRE) - FRMEMNEA DAV E WD BT, Hf?'Cnnx+R{Myler2(]]8) LT,

T ET T (1996), Labrumc(20]4),chhane(2016) ICRGNS L 210, BERFOEERRICHE T A 1L0bIE default O FRME L
=z 5, PFEMICT AEBEHAIC L > CRESTFEET 24 51F, TiP AO Inch VRO L 5 I FREE 20
WIERBEMNERT i/ BEATHLRKET A0, D THATHALT ALY, #iC, BREERBEFRIETHASGS.
VRAZHT B I O L 2T, v EELO o/ LORTELARBSEBELAES LN TE S,

ik s LToZITY Iz on T, & D bR L (1998a; 1998b; 2003) A &M Xz,
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(12) InchP-vP # 4 L7z, VoiceP 2335 FAiA X & GetP FHEEIC/ERS 5 EEolTo TR )
lz&v, (lﬁﬁ%r‘&ﬁ-ﬁr\ AT T8, MEZITHICBT5) R OSEENENR BT,

(13) a. Get T3k = VoiceP WO ¢ (EHEZ 1 &)
b. Get F:3% v VoiceP WO W infe A8 (M8 kEE 1T S)
c. Get i 1 VoiceP WO HFH ¢ (FTf 5T &)
(14) T¥E) ZRTIEHEYEHEOUEZ TS & BfEnTRE
a. HOBITBFHIzs 2 & hhiz, b, TAVHKEIagr T RICERIRE,
(& 2015: 128-129)
(]5) a. [geap 5}@;@1 v [Voicep € -- f&)ﬂ)ﬁ‘é{if’ﬁaf%%mﬂf:o ]
b. [gep FIEBEMNEE ... [Voicar DI ... (B ENEE RS OREG 28 hhiz, |

¢ [gep Proi( (mmi) omaia/iig) - [voicer HOie T I ofzids| 8 iz, |

(16) fEfE LT oM ARED Afr (B - AH - BT (2019))
a Yarid bXt [FFv2ITBES]L k. (1)
b. Yarid FEICH [FFvZIBRE] hiz. (FUHE)

(17 FEIEEETHLEGE [ L) I L THERoFEERER S h, FESHEETH LG
[Z L) ICH L TEBOBEESEIRENS, (B - A&H - HF 2019: 199)

3. £¢&»
(18) 17 L) (&, W -ofiERE TR <, BB oM L A2 NHRSE 2 FOBGIREE (TP + GetP) TH 5,
(19) 17 L) OEELFEROISHE GERMIGE LTTIEe) Bz D,

4. RiGFLE%ORE
[7 L) Op—rEAE
(20) =& (are = [(ar: A~ FOFE - BB] + [e: 42X FOFHER - BEMEOER]

21 a KEhsr—pftbhi-, (= &/AThE)
b. MRZOSE, B TybleEohET L, @TOHTICARY 4, | (ZFH0E)
e. TR CRI ALY T, | (5% VT B/l BE/ %Y

(22) () Mar DI LY BEEWFEIC LS4 Ry b BEEEENTE T34 - HBREX] v Tils
h%:&f ”"/%L"J (FE8) WiEe (k) £H) oFBEERHI L, R, (i) e OFESEHE 2
N/ M OEROXN B E LT Get FEPEAZINS,

5. NarDXEAL : REEFECBIT B Maric L5 H3 - ATHE - BREHR"

cNIEHE

(23) BHEL-ole, WIS EEHrbE L lREREe, (RE3)

(24) a. /R /20D b. Rz UM 2L Fohsh

(25) a BhE@mfhE"" b. & Z oM WA (/A= Theme, [ %] = Loc/Goal)

“(12) o TR§EfFIF ) 1%, INCLUSION & EXCLUSION @xflt (Washio 1995) & EEARMIZE LS ThH S, 2135, Get &
FEOERIZET ABHEROESCIEZ 2 G B ALY, TP 48 GetP L VoiceP - LT, Get Eif L THia <y b
DEF L OMTH S PORUSERARIT S (b L<E, ezl zevy) SRET SIS,
TR (2006) THUBATVA LI AZHSY Lo S ST ®, Nl Nck-T1 oFY, Fha <y ot
OOV E, 2 OEETAMEICoVnTIL, HHTWLAZ LT 5,
FARAE L OITIL, (72— BiE (Howard and Niyekawa-Howard 1976, Washio 1989-1990) 4E [eift LI i34 B 5,
IR (20150 137-138) (. HEEWLERRG () =Y T HWEoMIE . MTERSZRS (4 1991) oflEE
HoF oz £ 9 LR BT 0d, FREOGHAIE LIThIE, (14a b) (0BT 243510 BT 2 8 LilES R
BOFEEL, FFCHERTTE 525605,
YO LB SIS 0 OF — A T (2006) 35 LU (2012) D ERIZ S L,
U (252) (RS A MBI TA #H(o3) BRATS) A0, HMGEIEEDEL LITHMB A TERERS, 7.
Tt /< fE 72 o LEMEAURT L 51T, BRI L Hib ki Ly,
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(26) BRES)AE Vo~ HBRAMKEED (HFHE)

-wmRAEY

27 a EBRL, ERL, WS BhD, FEL (B +ar)
b. B, <oo20b, 25, 725, WES (BB +ar)

(28) a BE{LWHERIMBIE L O H IR SBR S, GO RLREELES,
b, ATy &2 DS Om T B Ly,

(29) a. WWEHS  [wLoc/Goal Theme [Ndrink-ar]] (ar: v)
b. #BH S [veicer Azent [yp Theme [Vkak-v]]ar] (ar: Voice)

28 ik
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KRB OEBRA X BRI AR IOV T
(Prefixed Relational Adjectives in English)

A H 4% (ISHIDA Takashi)
HLH K2 RAERE (University of Tsukuba) / F ARSEATE BLEFEFRIEFZE H DC2 (JSPS Research Fellow)

1. i ZLBic
() 2 FIAOIREEE (Plag (2003: 94), =% (2015: 3))
a.  PFAfREZEGE (Relational Adjective: RA) {8l - senatorial. polar, algebraic
b. PEETEZER (Qualitative Adjective; QA) ¥l = beautiful. picturesque, nervous
— RA [T, B RL T O Z Y OBRERE L T A E 0 ) AT QA LR % (Nagano (2013) [Z/Z) (cf,
HBAG vs. FiFA ),

(2) RA OFfE
a. AafEEHEAEARTHY , FEEHEE R0,
*this output is industrial. *this decision is senatorial.
b. EUERRIR L. JE{i4 i A U A sl BEEEAT O, A S A S,
industrial output ‘output of an industry.” linguistic difficulties “difficulties of language’
c. EEEHATWOT HIOFEMBEICERETRIERGRV,
*wooden big table vs. big wooden table
d. BREEPEAEFZT. very < Degree words (how. too, so, as) &L TEAL,
*a very industrial output, *a very senatorial decision
(cf. iz, MERGRIZMA R, B0 LEH AR, QA & OBEAMER A rl. AFlbA nl7e £)
(EE (2015:3—4) & —EMEIE, of. Levi (1978), Beard (1995). Bisctto (2010), Cetnarowska (2013), 4 (2014))

(3) RA OFHEZ o AN
a. [Al—®DEATRA & QA D2 ODFREF DB H S (cf. Plag (2003: 94))
i. agrammatical genius [HEOFRF | (RA B
ii. agrammatical sentence [ JCIEAYZ2 301 (QA fiRIR)
b. RA ThoTHibFEICAERT 2] (© (20)
i. Her infection turned out to be viral. (Levi (1978: 254))
ii. 75 percent of French electricity is nuclear. (Bauer et al. (2013: 318))

(4)  BEUERERT & BRIZAST (Prefixed Relational Adjective: P-RA) (Levi (1975: 323, 1978: 24))
mono-. bi-, multi- 7% ¥ O &2 L BEERER AT RA 1XFIAAEI R REAT I AR Ta 5,

(5) a. * Those drawings are chromatic. (chromatic drawings)

b.  Those drawings are monochromatic. (monochromatic drawings)
(6) a. ? Those agreements are national. (national agreements)

b.  Those agreements are binational. (binational agreements)
(7) a. * The population of Hawaii is racial. (racial population of Hawaii)

b.  The population of Hawaii is multiracial. (multiracial population of Hawaii)
— FRFEND (b) RIS T A4 R AR S 2 5 EE L T 5, (0 2T monochromatic drawings |
HEORIOBRTH Y, (5b) b TERLOMRITEE (D) 721 L) Bk,
(8) : RA (REFEEER £ 5 L 2R RICEBTE D L 5Tk D0n,

(9) Levi (1975, 1978) 1&, RA DB ICERE TE 28551250 T, Tttt Al - T 5 & il
LTWaDH, P-RAICH LTRSS %2 LTS,

(10) [ StEetEic SV 200, ABFZETH D P-RA OMBGERT BRI bl ATRETH 5,
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2. Levi (1975) I X 2 3REEHIBRSAT & £ ORIER
(11) a.  achemical engineer b. * that engineer is chemical. (Levi (1975: 1))
— 2 OO%4G (chemistry, engineer) |1, B O N HilIZ k> TEHEH EN TWS, RA (chemical) |1, BRI
HIERIZ X BURETHAR < . chemistry DESIHENE & L TR RIEXOMEEZZ =L 0,

(12) “Have+ ¥l + FEARLTT HEOJRAE (Levi (1975: 324-327))
a.  monochromatic drawings = drawings which have one colour
b.  multiracial population = population which has several races
— HAVE [X, Levi ®FHlAIZE W TAMM S RA HRAET BRI 5 JEAMERE (“Recoverably Deletable
Predicates™) @ 1 -2,

1) aREEHIBR A i 2@ T X AV EN S S
(13) a.  hinational agreements = two nations agree (on X)
b.  trinational coverage = X covers three nations

(Levi (1975: 324))
— HAVE (2 L 24507 Clt. (13a) @ agree 2 (13b) @ cover THEN D L 5 72, Have DAL OIRGEO A % 38
THEZERTERD,

(14) HLIAD S P-RA OFFTE (Naya and Ishida (2019), Togano et al. (2019), cf. Naya (2017))

a.  The consideration of Fallacies is extralogical. (OED. s.v. extralogical)
b.  ...aphilosophy demanding that utilities shall be prosocial and brought forth ...~ (OED, s.v. prosocial)
c.  This is why classic Australian fiction. which at its best is anti-colonial and .... (The Guardian)
d.  The patient subsequently regained his preoperative weight. is nondiabetic. and requires ...

(“Pancreatic Trauma: Management and Presentation of a New Technique.” M. P. Owens)
— Levi @ HaVE (2 L IHBRA T AT 2L WA GH T, ZhoOlERMT 52 LT TEARN,

: QA FRIR & OIKBIA ST Bzl (cf. (3a)
(15) Those drawings are monochromatic. (=(5b))
a.  ‘drawings which have one colour’ [FhoofEiia (ofk) 2] (= (12a))
b.  ‘drawings which are drab (unvarying)’ TZHHOBEFERT (oE 520
— (152) %, Levi ®3H7E Y . P-RA 2% “HAvE+ i + EEAF" L0 o VP IS 253, (15b) 1% nave
b OIRET L 1TEZ bRy,

3. BEEEORV RA OREABEERICET 544
3.1 N HlERST
(16) RA PSBFEMEIZHN TV DOk, BEICIHESAN R TH L EERAFIHIREN I THDH, -
£, RAMITOMGETIEAzV . (Levi (1978), Nagano (2016, 2018), Shimada and Nagano (2018))

(17) X be RA N
— RA OGEIE~OAERIE, NHIBROFERTHS. RA L, Aalmifi ke L Tua,

(18) 75 percent of French electricity is nuclear (electricity / type / one). (Nagano (2016: 45) (233 & &)
— WEMEICAERT 5 RA OBHIXRIE, (18) OX 7% N OB CHIT I, (= Mo 2 ZAE)

N HIBRZMHT ISR 2 IR - FEhAYEES

(19) B 7aflciit s 2 FEOEEROR (Short Form (SF). Long Form (L)) (Babby (2010: 58. 75))
a. *SF: vkusn-o vino b. LF: vkusn-oe vino
goodsy nomn  Wine goodirnoun  Wine

— SF (. MERELEZ Wiy, FiTiEe LTHWBRS,
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(20) a. SF:  Vino bylo  vkusn-o. b. LF: Vino bylo  vkusn-oe.
winesouy  was  goodsk nomn winexomn  was  goodir nowy
“Wine was good / the wine was good.” “This / the wine was a good wine / one.”

= bl E SN I AR A R RE A S B, ARINLIEM O L L D,

3.2 N HIERZ THEIZ T2 N (Levi (1975, 1978))
(21) Levi (1978) %, RA ASuSEHNLEIZ AR T HBRET# B4R L T\ 5 (cf. fi1iZ Class Establishment
=2 Definiteness 72 &) 25, Zh G427 T5teiE] 20 BULIZERNRETH 5,

- Explicit Contrast (Levi (1978: 260))

(22) Her infection turned out to be (23) Our firm’s engineers are all
a. viral, not bacterial. a. mechanical, not chemical.
b.  viral. b.  mechanical.

— not D L5 BRI 2 BT EREMH I LA HFhRVIES LY S RBENE,

« Implicit Contrast

(24) a.  The therapy he does is {primarily musical / ?musical}. (Levi (1978; 260))
b.  French electricity is 75 percent nuclear. (Nagano (2016: 45). cf. Bauer et al. (2013: 318))

— primarily X 75%0 X 5 IAEMGRIC K 2 FDURAY Lt et < h 256, Flkshd,

33. &0
NilBEaHi % & 22 LT, QA LORFLTEEE 25, o, RA RFEMEIZAR TE 55T TH
Fept | ABdo o TS (cf. Diiscourse)-linked wh-question: Nagano (2018: 194). e.g. Which type of ~ ?).

4. BRI X o THE S h 5tk
(25) P-RA 2NBRREMEIZ AR CE HERE L, BIARORV RA (ST 240470 & gk, Tebtete] v
RnHOSHTHTRE, ZOhe, BIFASRHAWEST 2482 Tn 5,

(26) %% #9 P-RA (= (5)-(7))
a.  Those drawings are monochromatic. ML o)) (cf. dichromatic. trichromatic. multichromatic)
b.  Those agreements are binational. M2 [E[E )]  (cf. uninational, trinational, inira/exiranational)
c.  The population of Hawaii is multiracial. [(Z kD)) (cf. monoracial, biracial. polyracial, aracial)
— B FTHEARE L, FAVE S OB IR & ol R R T A = L AVaiE, LU oBERE L (26) &
[k, ZAA S THOBRIRGEM 2B T 5 = & T2 AT - LAV, (= RO 1 2685

(27) a.  The consideration is extralogical. MGwER A B4R (cf. antilogical. paralogical, prelogical)
b.  Those utilities are prosocial. (a4 o)) (cf. antisocial, contrasocial, nonsocial)
c.  This classic fiction is anti-colonial. [(EAEMIT:35@)] (¢l colonial, pre-colonial, post-colonial)
d.  The patient is nondiabetic. [FEBE TR HED) ) (cf. diabetic. prediabetic, antidiabetic)

- O BRI A ML S LB 2 B AR O
(28) Lexical prefix (cf. Nagano (2013), Plag (2003: 98—101))

a.  Numerical prefix : mono-, uni-, bi-. di-, tri-, quad-, poly-, multi-, semi-, etc.
b.  Spatio-temporal prefix : pre-, post-, ante-, extra-, intra-. inter-, sub-, ete.
c.  Contrastive prefix : pro-. anti-, contra-, counter-, etc.

(29) Negative prefix : a-. non-, etc.

- fth oD BRI e 2 MR L 2 W BEERTE O B
(30) a.  Evaluative prefix : mal-, pseudo-, super-, hyper-, supra-, etc.
b.  Negative prefix : un-, de-, dis-, in-(il-/ir-/im-), etc.
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— ZhoEEECR L TREEOBER AN 572D (QA THhUER), 7 A7 NOEWRE
TINZ 2% &9 ZedEmifie L Ay (F) : be-, en-, re-, etc.),

5. EESUANOBERNERIC L - TRE S LS
(31) HEUARED L 5 A BRI S L o TR X L B O ThE, BEFELA OERMHEEIC L -
TR Shiz RA HEFENE~OERE N TR TH D,

(32) iy 45E (Neo-classical Compound) 127+ 54 55 (combining form)

a.  insecticide “killer of an insect”  RA: insecticidal X-cidal  “X-killing’
b.  hydrophobia “fear of water’ RA: hydrophobic X-phobic *X-fearing’

(cf. Scalise and Bisetto (2009: 47))
— «cidal & -phobic /X, TN EFT ), MhEBhs LW IAHER T A0 T, Zh6OHHEFIE
FIH B Tl E IR & DR 2T 2 (of. [X-8) IX-9%] X-3/17c ¥ (Nagano (2016) % Z W),

(33) a.  This substance is carcinogenic.
b.  This substance is carcinogenic, not ulcerogenic. (MBS RMEO TIER < BEED))
(34) a.  These birds are herbivorous.
b.  These birds are herbivorous. not carnivorous. (TAREMHEO TR, EatEo))
(/hmyl - fth (2019)
— HFEEE LR E Uiz RA X, RS ECGE THLHERCFRENS, #6l0 (@) & (b) IE
Al Iz B LT EN R,

6. Bbhiz
(35) a.  HHMELOIBUEIZ L 5T, P-RA OEE & HEHIFEOIE Y RA B primarily %2 75% 0 K 5 121E
BLEETAEAIIOWT, B LA 525 Z LWL A,
b. (28) % (29) @ L O ApEOMWEEEHL, A E S ChoBIREmH Al U, ottt A2 e,
c.  Levi(1975) Hieddedz L 5 e B AR A O & L 202 b,

* AWFIEIL, JSPS BRI 19110598 OHjpk A 21T CWv5 . g4 #4% C : takashi.ishidal990@gmail.com
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Hunger (v.) # be hungry (be + adj.) & — EFRHER
(Hunger (v.) or be hungry (be + adj.) — A Diachronic Choice?)
MEXEMT (OGURA Michiko)
WA R (Tokyo Woman's Christian University)

1. Hunger/thirst or be hungry/thirsty

(1) Mt 25.35 [esuriui enim et dedisti (sic) mihi manducare sitiui
et dedistis mihi bibere]
Li: ic gehynegerde | Ie waes hinegrig fordon 7 du gesaldes
me etta ic wees dyrstig 7 gesaldon me dringe
Rul:  forpon de¢ mec yngrade (sic) 7 ge saldun me etan mec
byrste 7 ge salden me drincan
WSCp:  Me hingrode 7 ge me sealdon etan. me pyrste 7 ge me
sealdun drincan
WyckV:  Forsothe I was hungry, and 3¢ zauen to me for to ete; |
thristide, and zee zeuen to me for to drynke:
Wyell”  For Y hungride, and ze zauen me to ete; Y thristide, and
ze zauen me to drynke;
AV: For I was an hungred, and yee gaue me meate: | was
thirstie, and ye gaue me drinke.

(2) Mt 25.37 [domine quando te widimus esurientem el pauimus
te sitientem et dedimus tibi potum]

Lz drihten huoenne dec we segon hungrig | hyngrende 7
we hriordadun dec dyrstende | drystig 7 we sealdon de
aringe {sic)

Ruf:  dryhten hwonne gesagun we oe hyngrende 7 we
foeddan pe oppe pyrstigne 7 we pe drincan saldun
WsCp:  Drihten hwaenne gesawe we de hingrigendne 7 we de
feddon. pyrstendne. 7 we de drinc sealdon.
IWSH:  Dnhten hwenne geseage we pe hingriende. 7 we pe
feddan. perstende 7 we pe drenc sealde,
Wyck V. Lord, whenne syzen we thee hungry, and we fedd thee,
thristy, and we zeuen to thee drynke?
AV: Lord, when saw we thee an hungred, and fedde thee? Or
thirstie, and gaue thee drinke?

(3) In 6.35 [ego sum panis uitae qui ueniet ad me non esuriet et
qui credit in me non sitiet umgquam]
Li: ic am half lifes sede cymes to me ne hyncgred hine 7
sede gelefes on mech ne dyrstes alie
Ru2: e am half lifes sede cymed to me ne hynere hine 7 sede
gilefed on mec ne dyrsted xfre

W&Cp:  le eom lifes half ne hingrad pone pe to me cymd 7 ne
pyrst pone nzfre de on me gelyfd.
WSH: T eom Ivfes half. ne hyngred pe to me cymd.7 ne pyrst
ban nefre pe on me ge-lyfd.
Wyel:V: 1am breed of Iyf: he that cometh to me, schal not hungre.

he that bileueth to me, schal neuere thirste.

AV: 1 am the bread of life: hee that commeth 10 me, shall
neuer huger: and he that belecueth on me, shall neuer
thirst.

2. Fear or be afraid

(4) Mk 9.6 [non enim sciebat quid diceret erant emim timore
exterriti]
Li: ne fordon wiste huet he gecuoed woeron fordon mid
fyrhto gefyrhiad
Ru2: ne fordon wiste hwat he ewad weron fordon miod fyrhto
gifyrhted
WSCp:
Wych

weren agast by drede.

Sodlice he nyste hwaet he cwad. he was afered mid ege;
Sothli he wiste not what he schulde seie: forsothe ther

AV For he wist not what to say, for they were sore afraid

(5) Lk 8.25[qui timentes mirati sunt dicentes adinuicem]
Li:  dade gée-ondredes awundradon | woeron Awundrad
cuoedon bituih
WSCp:  paadredon hig 7 wundredon 7 betwux him cwiedon,
WyekT:

AV And they being afraide wondred, saving one to another,

Whiche dredinge wondriden, seyinge to gidere,

(6) Mt 14.5 [et volens illum occidere timuit populum quia sicut
prophetam eum habebant]
Li: 7 walde hine ofslae ondreard p folc fordon sue witge
hine hefdon
Rul: 7 wolde hine ofslean 7 dreord him p fole forpon swa
swa witgu hine hafdun

WSCp: 7 pahe hyne ofslean wolde hé a~dred him p folc for pam
pe hig haefdon hyne for &nne witegan;
WyeE V. And he willynge to slea hym, drede the people; for thei

hadden hym as a prophete.
AV And when he would haue put him to death, hee feared the
multitude, because they counted him as a Prophet.

3. Die or be dead
(7} Mt 22.24 [si quis mortuus fuerit non habens filium|

Li:  git'hua dead bid I sie ne hafis sunu
Rul:  gil waswylte 7 ne hafde sunu

WSCp:  gif hwa dead syg 7 bearn nzbbe
Wyel'1: gif eny man be dead, nat hauynge a sone,
WyelF2  1f ony man is deed, not hauynge a sone,

AV 1fa man die. haning no children,

(8) Laz(C) 196
afier pa feourder zere he was dead
“after the fourth year he died”

(9) Mt 9.24 [recedite non est enim mortua puclla sed dormit]
Li:  cerras | eft gewoendas ne is fordon dead dy meiden | p
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maiden ah slepes
Rul:  gewitap heonan nis dead pact magden ah hio slepep

WSCp:  Gad heonun. nys pys maden dead sodlice ac heo slepd;
WyckV:  Go ze awey, for the wenche is nat dead, but slepith.
Wyell” Go ze a wei, for the damysel is not deed, but slepith,

AV: Giue place. for the mayd is not dead, but sleepeth,

(10} Jn8.21 [ego uado queritis me et in peccato uesiro moriemini]
Li: ic geonga 7 gie fylges mec | soecas 7 in synno luero
deadaged | gie bidon

Ru2:  ic gongo 7 ge fylgas | soccas mec 7 in synnum iowrum
oe deodigad
Watp:  lcfare 7 ge me secead. 7 ge sweltap on eowre synne.
Wyek V. Lol T go, and 3¢ schulen seche me, and se schulen deye

[,V schulen die] in zoure svnne;
AV 1 goe my way, and ye shall seeke me. & shall die in your
sinnes:

(11) Mt 2,19 [defuncto autem herode eccce apparuit angelus
domini in somnis ioseph in acgypto]
Li:  deadade 1 dead wzes sodlice herodes heonu mdeawade
engel drihtnes in soefnum iosephe in agypt
Rul:  pa herodes waes soplice dead henu dribtnes engel
ateaude m slepe iosep in xgypto

WSCp:  Sodlice pa herodes waes ford-faren. witodlice on swefne
drihtnes engel @t-ywde 10sepe on egyptum.
Wyel V. Sothely Erode dead [L17 was deed], loo! the angel of the

Lord apeeride in sleep to Joseph in Egipt
AV: But when Herode was dead, behold. an Angel of the Lord
appeareth in a dreame to loseph in Egypt

(12) Beo 8350a
Deadfiege deog,  siddan dreama leas
in fenfreodo  feorh alegde,
hapene sawle:  par him hel onfeng
‘Doomed to death, he had hidden himself, then deprived of joy,
in the fen-refuge, he gave up his life, his heathen soul; there

hell received him *

(13) LS5 (InventCrossNap) 214 (= HRood 14.25)

ic halsize d¢ purh god sylfne p du underfo minne suna 7 pa
zestreon pe ic him lafe forpan de ic nu desen sceal. 7 ic for
pissere untrumnesse him na leng lastan ne mag

‘1 entreat thee by God himself to take charge of my son and
the possesstons which I leave him, because 1 shall now die,
and on account of this sickness can no longer be a help to
him’ (tr. Napier)

(14) Mt 154 [honora patrem tuwm et matrem et qui maledixerit
patri uel matri morte moriatur|
L wrordig faeder din 7 moder 5 sede yfle-cuoedms |
werges dem feder | 0zr moeder of deade sie acwelled

Rul:  are feder pinum 7 moder pin 7 sepe warge fader oppe
moder deada swaeltep
WSCp:  wurpa pinne freder 7 modor 7 se pe wyrgd hys feder 7

maodor swelte se deape;

WyeF 1" Honoure thi fadir and thi modir, and he that cursith fadir
or modir, dye he by deth.
AV: Honour thy father and mother: And hee that curseth

father or mother, let him die the death

(15) Mk 1537 [Tesus autem emissa uoce magna expirauit]
Li:  se haelend donne middy gesende stefne micle of gaste
ageef | asuelte

Ru2:  oe halend wutudlice sende stefne micle of gaste ageef
WSCp:  Se halend pa asende his stefne 7 fordferde
Wyclil:  Forsoth Jhesus, a greet vois sent out, deiede. or sente out

the breth.
AV And lesus crved with a loude voice, and gaue vp the ghost

4. Glad or be glad

(16} In 8 36 [abraham pater uester exultauit ut wideret diem meum
el uidit et gauisus est]
Li:  abraham feder iuer gefeade pte gesege diwge minne 7
agesxh 7 gegladade | glaed uwes

Ru2:  abrahame feder iowrum gi-feode pte gisege deg minne
7 giseh 7 gladade | gled wees
WSCp:  Abraham cower fixder geblissode | he gesawe minna
(s1¢) dag 7 he geseah 7 geblissode:
WyeFT:  Abraham, soure fader, ful out ioyede, that he schulde se
my day; and he sy3, and he ioyede.
Wyell: Abraham. soure fadir, gladide to se my dai; and he sai3,

and ioyede.
AV Your father Abraham reioyced to see my day: and he saw
it, & was glad.

(17)  Ps 50.10 (DOF ge-gladian B.1.a. with bones (as synecdoche

for a person) as subject: to be glad, rejoice)
[Auditui meo dabis gaudium et laetitiam. et exoltabunt
ossa humihiate|

A. gehernisse minre du seles gefian 7 blisse 7 gefiad ban
da geedmodedan

Iy zehymisse minre pu selst zefean blisse gefeogad ban
seeadmeddu

K. gehymesse minre pu sylst blisse 7 gefean 7 gegladiap
ban cadmode

Wyell:  To myn heering thou shalt ziue ioze and gladnesse; and
ful out shul ioge bones mekid.
Wyel V. Syue thou ioie, and gladnesse to myn heryng; and boonys

maad meke schulen ful out make ioye
AV (51.8):
bones wiich thou hast broken, may reioyce.

Make mee to heare ioy and gladnesse; that the

(18) Ps67.4 [Exultent in conspectus dei. ¢t delectentur in lactitia]
A gefen in gesihde godes sien gelustfullade in blisse
D hy blissien on zesyhde sodes 7 zezladien on blisse
I blissiad on gesihde godes 7 beod gelustfullode on

blisse
Wyel 1. and ful out glade thei [LV: make fulli ioye] in the sizte
of God: and delite thei in gladnesse.
AV (68.3).  let them reioyce before God, yea let them
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exceedingly reioyce
[Hebr. reiovee with gladnesse].
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Aim

The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

The origin of the ger-passive revisited
Junichi Toyota

Osaka City University

To propose a possible direction in resolving a dispute over the origin of the get-

passive, by focusing on language contacts, especially with Old Norse and a

subsequent dialect mixing.

1. Previous research on the origin of the ger-passive

a. Inchoative type

Inchoative get + adjectival complement (inchoative type) (cf. Gronemeyer 1999;

Hundt 2001, among others), e.g. The soup got cold.

Stems from a corpus study.

A predominant construction found in historical data: involving gef + adjective.
Too much on syntactic features the structure as a dynamic counterpart of be-
passive.

Get is grammaticalised as a passive auxiliary.

However, no considerations for various semantic and functional aspects.

The duration for the grammaticalisation is misunderstood, i.e. from the 18%"/19"

century.

b. Causative type

Causative gef cum reflexive construction (causative type) (cf. Givon and Yang 1994;

Toyota 2008), e.g. I got myself promoted.

It incorporates semantically peculiar features of the ges-passive.

_53_



a.  The lack of the dynamic counterpart of an auxiliary after weordan “become.’
b.  The subject’s control over events and generic characteristics (facilitative).
c.  The lack of an agent phrase.
d. The animacy of the subject.
e.  The adversative/benefactive reading.

* These features are often typologically associated with the middle voice.

* The data cannot be easily found in the historical corpus.

2. Etymology of get

e It was derived from Old Norse gefa ‘obtain, reach’ in the 13" century.

* Old Norse geta was often used with adjectival complement, and it was in tern
derived from Proto-Germanic *getan ‘seize’ (cf. Proto-Indo-European
*ghe(n)d- ‘seize’).

* OE as well as Old Dutch and Old Frisian used *getan in a compound, e.g. OE
begietan *beget’, forgietan ‘forget’, undergietan ‘understand,” etc.

* A transitive use of ger was common in Old Norse-influenced areas in the

Northern & Eastern parts of Britain (cf. the Dane law).

3. Replication (contact-induced grammaticalisation)
* Grammaticalisation has two types, spontaneous one and contact-induced one,
known as replication.
* Replication requires much less time to go through a chain of changes, e.g. only
200-300 years (cf. Heine and Kuteva 2005; 2006).
* Contact with Old Norse, and subsequent contacts among dialects of English
(ones influenced by Old Norse in north/east and ones without such influence)

can be a clue in solving the mystery.
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4. Sources for contacts

5

Contacts between Southern England dialects and Scottish English in the 16" to
17" centuries.

This was triggered when a migration of people from the north (including
Scotland) to London took place after the enthronement of the Scottish King,
James I of England (or James VI of Scotland).

These were followed by the Industrial Revolution in the 18" century.

. Legacy of northern dialects in Present-Day English

The corpus of Older Scott shows that the use of the ger-passive in Old Scott
was rare and gef was often used in a structure ‘S get DO V-ed’. The impact of
Old Scott and Northern dialects may have been undervalued, but

The result of earlier contacts is clearly visible in various parts of the English
grammar today, e.g.:

a.  verbal conjugation (third person singular present indicative -s),

b.  third person plural pronouns starting th- (e.g. they, their, them),

c. the definite article the, etc.

6. Typological comparison

One of the daughter languages of Old Norse, Norwegian, employs fa ‘get’ as a
passive auxiliary with a ditransitive construction.

Old Norse verda ‘become’ acted like a passive auxiliary, and the passive with
this inchoative verb might have acted as the base for replication.

English lost its cognate weordan ‘become’ by Early Modern English and it is

possible to conceive that get was replicated as a passive auxiliary.



7. Summary
* Notice that Old Scott and Northern dialects were heavily influenced by intense
contact with Old Norse, and the influence of Old Norse is indirectly visible in

the get-passive.
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BEBAFOHE & RBIZONT
(On the Rise and Decline of Hybrid Gerunds)

-  $Rt (HIRATA Takuya)
LT R KBt (Nagoya University)

L. IXL®IZ
(1)

... and that women can probably achieve the same benefit by carefully

examining their own breasts once a month. (Collins #88168570)

(2) The loud shouting of the children kept him awake. (Declerck (1991: 498))
(3) ...that I allmost feare of the obtaining it.... (JOXINDEN-E2-P2,71.6)
.K%&@iﬁ
i. ey uzZenl iISETiEhJH DA G ORHEIZ, BiTHEEE L LT ing
%Jﬁ_ﬁ}:ﬂ Lz &z L b E Lis,
i Eha B4 ; lﬂU)fﬁJ i TP £ TR L= Z &2, IRAENA G D RRICEEN
oy i

2. PHEEN OILREREICB T 57— 4

(4) PEFEHICET D BRGEEEE S B4 (cf. Tajima (1985: 39, 80))
1100-1200 | 1200-1250 | 1250-1300 | 1300-1350 | 1350-1400 | 1400-1450 | 1450-1500
Type 3 23 3 19 160 595 717 562
Type 4 8 9 5 103 250 414 594
Type 5 0 0 1 23 59 253 328
Type 6 0 0 0 0 0 0 12

*Type 3 = BRAE R D 722\ V4 5l I EH 4 5

Type 5=

)

d.

without

] (1) B 4 il

with-oute hurtingue of ani-ping

TYpe 4= |$§:EE_ENH\J E‘”_y O)% %Fljt‘]"] é)]% %nj
Type 6 = IR A BI%

(Type 3)

hurting  of anything

‘without hurting of anything’



(c1280-90 The Early South-English Legendary 52.6/ Tajima (1985: 62))

b. apet te  schedunge of ower blod (Type 4)
until the shedding of your blood
‘until the shedding of your blood’
(221200 Ancrene Wisse 135/4-5/ Tajima (1985: 67))
(6) Witouten asking help of sun (Type 5)
Without asking help of sun
‘Without asking help of sun’
(al325 (MS al400) Cursor 5195/ Tajima (1985: 76))
(7) in  the biholdinge the feire fethers of his taile (Type 6)
in the beholding the fair  feathers of his tail
‘in the beholding the beautiful feathers of his tail’
(1450 Scrope DSP 276/31/ Tajima (1985: 80))
(8) IRIEEMIZ BT 5 BHYEEA 1 O B4 (PPCEME/PPCMBE)
1500-1569 1570-1639 1640-1700 1700-1769 1770-1839 1840-1914
LB 4G | 353 (64.8%) | 307 (41.8%) | 186 (18.4%) | 49 (4.8%) | 76 (7.4%) | 74 (10.1%)
EhEAMEI G | 185 (33.9%) | 409 (55.6%) | 755 (74.6%) | 895 (88.4%) | 942 (91.3%) | 652 (89.2%)
TRA B4 5 7(1.3%) 19 (2.6%) 71 (7.0%) 69 (6.8%) 14 (1.4%) 5 (0.7%)
*4, 50BN 44 51X Type 3 & Type 4 Dl Ji & 5 ie,
(9) a. ..that the effect may oftentimes be much promoted, by employing both
these ways successively; (BOYLE-E3-H,9E.7)
b.  Yet this Caput mortuum was so far from having lost its Electrical Faculty....
(BOYLE-E3-H,25E.82)
(10) a.  The Salts contribute very much to the abundantly supplying the Plants with

what is requisite.

(1707 Le Lorrian de Vallemont Curiosities in Husbandry and Gardening/ OED)

b.
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...he was soe thorowlly bewichd as to owne the haveing writ it,...

(ANHATTON-E3-P1,2,152.12)




(1

a. RS EVAE L 4T84 F OFEEE:
PR AE R 2 D

b. IRAEI & BhEAREh 45 gl O FEEIE:
1. HEE % HHID,
2. BIFNC L AIEMINFIRETH 5,
3. having+il K5 O & £,

3. B

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

PR AE R 1+ & D44 Gl B4 G O 1 1E

[op D [p [n V + ing] [pp P NP]]]

HF~1700 4= £ TOBYFARYEN 4 5] OIS

[v+p Subj [y+[s+ VHing] [y ty Obj]]]

REEAFOHBIZED S 2 DOEK

a. @FARENAFOWEINCHES , EITHEEREL LTO ing WSS TE
ot

b. [REF & D4 FAIEN S RRl(=Type 4)7)5 BRIE 7 D 72\ 44w 1 h 44 A
(=Type3) XV bEMICE(LIZR->TERZ E

A B4 w0 HBLO

a.  [opD [ [ V+ing ] [pp PNP]]] ing =JRAEFLEE

b.  [pp D [y Subj [+ V + ing] [vptv Obj]]] ing = PTHEET

1700 4= LR > Bh Rl (1) Bl 45 Gl O 4 1k

[0 Subj [T (e [vrp fsupy [vo [v+ V + ing] [ve tv ObI1I]

Epicurus and his scholars of old... make this an argument of there being no God.

(1657-83 John Evelyn, Hist, Religion, 1, 79 / (Visser 1966: 1185))

1657-1914 F£ TOM OMEFEZ 11 5 Bhadfv@h 44 5a O 51 (cf. Visser (1966: 1185))

1657-1700 1700-1769 1770-1839 1840-1914
| 2 2 3

I ask where possibly at Compton Green there could be pictures without me

knowing it.
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(1872 W. Besant & J. Rice, Ready Money Mortiboy i, 289/ Visser (1966: 1184))

(20) 1477-1914 4 F TO RO xH& 582 11 5 BhaalnBh 44 56 o 5

1477-1500 | 1500-1569 | 1570-1639 | 1640-1700 | 1700-1769 | 1770-1839 | 1840-1914

3 l 2 0 l | 14
(cf. Visser (1966: 1184))
(21) BB 4 SitE AR, ETP A2 &) (1700 = LLAI)
HifE & Fr o, (=TP #&12) (1700 4=LLF%)
BAE4e: HiEZE-0. ETP 2 £ (1914 4E £ T)
4., 578

Declerck, Renaat (1991) 4 Comprehensive Descriptive Grammar of English, Kaitakusha,
Tokyo. /Pires, Acrisio (2006) The Minimalist Syntax of Defective Domains: Gerunds and
Infinitives, John Benjamins, Amsterdam. /Tajima, Matsuji (1985) The Syntactic
Development of the Gerund in Middle English, Nan’un-do. Tokyo. /“FE{G1E (2000)

I35 s ] BRA#t, HAL. /Visser, Fredericus, Theodorus (1966) An Historical Syntax of
the English Language. Part 11, E.J. Brill, Leiden.

a— N A
Kroch, Anthony, Beatrice Santorini and Lauren Delfs (2004) The Penn-Helsinki Parsed
Corpus of Early Modern English (PPCEME), University of Pennsylvania, Philadelphia.
Kroch, Anthony, Beatrice Santorini and Ariel Diertani (2010) The Penn Parsed Corpus of
Modern British English (PPCMBE), University of Pennsylvania, Philadelphia.
The Collins Wordbanks Online (Collins).

The Oxford English Dictionary (OED), Online, Oxford University Press, Oxford.
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YLEEZ IS D How come R L ORER & &3 IZ DU T

(On the Origin and Development of How Come Constructions in the History of English)

(M

@)

(€)

@

(&)

2. PESBREEE

(©)

@)

Ui 55— (KONDO Ryoichi) EMH ## (TAMADA Takahiro)
SLATRSY: (Hirosaki University) B4 K7# (Kogakkan University)

Why did John leave?
How come John left? (Collins (1991: 32))

Why did John say Mary left?
How come John said Mary left? (Collins (1991: 33))

[t how come (postmodifier) [ 0] ...]
[nere iow (postmodifier) [t come] ... (Radford (2018: 253))

How come the hell that doesn’t happen in real life?
(itshardbeingmesometimes.blogspot.com / Radford (2018: 252))
How come on earth he has the power to beat the top players?
(dragonsoulgame.com / Radford (2018: 252))

How the heck come | don’t get my fair share?
(readersupportednews.com / Radford (2018: 253))

How on earth come you are using fahrenheit?
(volcanocafe.wordpress.com / Radford (2018: 253))

How come + [Subj V...] (Finite)

he drap he head one side, he did, en he ax how come Brer Rabbit got all de
luck on Ae own side.
(COHA, 1881,FIC,NightsWithUncle / Claridge (2012: 184))
If he don t gittin’ better, how come he’ss every day a little more kviefer
(COHA, 1884,FIC,DrSevier / Claridge (2012: 184))

How come (Bare)

“How come, Peter?” demanded Jimmy Day.
(COHA,1922 FIC JudithGodless Valley)
Nobody know how come! (COHA.1934,FIC.Play:PottersField)
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®)

How come + [Subj (PP /to V/CP)] (V2)

d.

b
c.
d

(COHA, 1833,FIC.Camillus)
How came it in the water? (COHA,1870,MAG,Atlantic)
“How come you to have it to sell?” (COHA, 1852 FIC HillsShatemuc)
How comes it that those ruins have not. in part, accumulated?

(COHA,1836,NF.StPierresStudies)

And how comes he?

% 1 1810 A5 2000 S RIZH31T D how come. how came. how comes/th D434

How come How came How comesith
Finite | Bare | V2 | others | Finite | Bare | V2 | others | Finite | Bare | V2 | others
1810 0 0 0 0 0 0 19 0 0 0 3 0
1820 0 0 1 2 0 0 69 1 0 0 10 1
1830 0 0 3 I 0 0 75 0 0 0 | 36 3
1840 0 0 6 1 0 0 | 126 1 0 0 15 2
1850 0 0 3 1 0 0 98 1 0 0 18 )
1860 0 0 3 0 0 0 99 0 0 0 | 19 1
1870 0 0 7 0 0 0 97 0 0 0 18 0
1880 9 3 14 0 0 0 79 1 0 g |25 0
1890 0 0 2 0 0 0 62 0 0 0 | 24 0
1900 2 2 9 2 0 0 56 1 0 0 |10 0
1910 3 1 4 1 0 0 24 0 0 0 9 0
1920 | 17 19| 19 I 0 0 24 0 I 0 14 1
1930 | 46 24 | 20 5 0 0 15 I 0 0 4 0
1940 | 102 | 39 | 17 3 0 0 3 0 1 0 2 0
1950 [ 117 | 33 | 17 6 0 0 4 0 0 0 1 0
1960 | 140 | 44 | 17 5 0 0 2 0 0 0 2 0
1970 | 240 | 82 | 20 2 0 0 4 0 0 0 1 0
1980 | 218 | 46 | 13 1 0 0 4 0 0 0 0 0
1990 | 251 44 | 18 2 0 0 2 0 0 0 0 0
2000 | 203 | 38 | 15 3 0 0 3 0 0 0 | 0
9 a. “I declare! I thought Hunchie was out of his head. How comes [you are
named after that horse], girl?” (COHA,1922,FIC BettyGordonAtMountain)
b. “Josiah, it often wonders me how comes [a fellow that travels around as
much as you do still hangs on to the old horse and buggy].”
(COHA., 1942 FIC.ComeBack WayneCounty)
(10) How + postmodifier + come + [Subj V...] (Finite)

How the hell come you didn’t know that! (COHA,1969.FIC,Mov:WildBunchThe)
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(11) How + postmodifier + come (Bare)
“Pray tell, how the hell come?” (COHA,1974,FIC,OneTimelSawMorning)

(12) How + postmodifier + come + [Subj (PP/ to do)] (V2)
a. “How in the world came you by this?”  (COHA,1857,FIC.BrotherClerks)
b. Why, how on earth came you to know anything of it?
(COHA, 1847,FIC,MadmenAll)

3. Gt
3.1. FERRAOMSES
(13) Late Merge Principle (LMP)
Merge as late as possible. (Gelderen (2011: 14))
(14) a. [ am going [to marry Bill]]
b. [I [am going to] marry Bill] (Hopper and Traugott (2003: 3))

3.2. How come ¥&SCOORCIR & S

(15) a. And how comes he? (= (8a))
b. [Cp how [\.'--:r«c comes] [Tp he tyst {w Fvl !hlm-]]
(16) a. “How in the world came you by this?” (= (12a))
b. Why, how on earth came you to know anything of it? (= (12b))
17 LMP
a. [(_1: how [V-iTiC come/ camefcom&s] ['rp Subj s [\,"p br.. ] !|,Uw]] (~ 20005)
— b [cp how [(: COlTle] [‘n» Subj T {\;p V.. ]]] (l 880s "—)
(18) How the hell come you didn’t know that! (= (10))
(19) a How the heck come 1 don’t get my fair share? (= (5a))
b. How on earth come you are using fahrenheit? (= (5b))
20) Rebracketing
a. [cp how [c come] [rp Subj T [ve V ... ]]] (1880s ~)
— b [cp [how come] [c @] [p Subj T [v» V ...]]] (2000s ~)
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(21) a How come the hell that doesn’t happen in real life? (= (4a))

b. How come on earth he has the power to beat the top players? (= (4b))
3.3. JRHE
(22) A: Max has invited someone.
B: Really? Who (*has)? (Merchant (2001 : 63))
(23) a. [cp how [v+r+c come/came/comes] [tp Subj st [ve fv...] how]] (= (172))
b. [cp how C frSubirFfureeme—Hioww]
(24) a [cp how [c come] frr-Subittarv=——H]
b. [cp [how come] [¢ @] frrSebitfurv=—H]
4. e
PP LN

Claridge, Claudia (2012) “The Origins of How Come and What. .. for.” English Historical Linguistics 2010:
Selected Papers from the Sixteenth International Conference on English Historical Linguistics, ed.
by Irén Hegediis and Alexandra Fodor, 177-196, John Benjamins, Amsterdam.

Collins, Chris (1991) “Why and How Come.” MIT Working Papers in Linguistics 15, 31-45.

Fischer, Olga, Ans van Kemenade, Willem Koopman and Wim van der Wurff (2000) The Syntax of Early
English, Cambridge University Press, Cambridge.

Gelderen, Elly van (2004) Grammaticalization as Econoniy, John Benjamins, Amsterdam.

Gelderen, Elly van (2011) The Linguistic Cycle: Lemguage Change and the Language Faculty, Oxford
University Press, Oxford.

Hopper, Paul J. and Elizabeth C. Traugott (2003) Grammaticalization, 2nd ed., Cambridge University Press,
Cambridge.

Kim, Okgi and Jong-Bok Kim (2017) “English How Come Constructions: A Diachronic Perspective,”
Language and Information 21, 121-134.

Merchant, Jason (2001) The Syntax of Silence: Sluicing, Islands, and the Theory of Ellipsis, Oxford
University Press, Oxford.

Radford, Andrew (2018) Colloquial English: Structure and Variation, Cambridge University Press,
Cambridge.
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FaolckBiT 5 leakage Hig:
(The Leakage Phenomenon in Language)

# & (MORI Sadashi)
TSRS (National Institute of Technology, Fukui College)

1. AREROHEW

AREOBINT, AT & SN2 5O PITIE, [leakage HEA] LW ) BUHHEZ S Z
LIz, FOMBRESHATAZ LN TEXA L0 - Larnt 2 L Thsn, BRI, “Idont
{think/believe/know that} —p.” *W\HWFERBLL, [~ (B) MAHZ ENTED) (EHELIZAMRER
H]) Lud AAGERB ARV,

2. Leakage Hi£:
(1) Jack suspects Jill may be pregnant.
a. Jack inclines to the proposition “Jill may be pregnant.”
b. Jack inclines to the proposition “Jill is pregnant.” (Langacker (2004: 564))
(2) Impressionistically, we can describe this as a kind of “leakage”, where the inclination coded by
suspect seeps into the subordinate clause and manifests itself as the modal may: (ibid.)
@) EHRFHZ L > Ta— Meash T R - Eak] B itEiicE L. 20 [F8% - 5ak] 2¢
BHEIZBWT, GEREOET) Sitlbadhs8ig

3. “I don't {think/believe/know that} —p.”
3.1 _fii#io> T don't {think/believe/know that} —p.”
ELLICOTT:- I think the one thing I would disagree on is that I don't think this kid didn't know
the difference between right and wrong. He didn't know the difference between wrong and very
wrong. (CNN TALKBACK LIVE, 2002/08/09)
well and a shakeup in his staff is needed. Do you believe a shakeup in his staff is necessary?
ACKERMAN: I don't believe he's not doing well. (CNN CROSSFIRE, 2004/08/31)
(6) REPORTER: I'm staying here. My point is that if you interrupt during an interview while it's
ARMY PAO: I didn't know the- and I'm trying to tell you is, I don’t know that I don't like the
guestion. (ABC NIGHTLINE, 1990/10/10)
(7) OBRIEN: Cheri, Cheri, would you - Cheri, quick question for you. Should the troops come out
in Korea, the U.S. troops?
JACOBUS: I don't know. I don't think I'm not qualified to answer that, probably not at this point.
(CNN TALKBACK LIVE, 2002/12/27)
(8) BROWN: ...if you ask for my personal judgment, a two-way contest between George Bush and
Bill Clinton. I think Bill Chinton is going to win that contest. That doesn't mean I don’t believe

(ABC BRINKLEY, 1992/06/07)
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(9) LASHONDA: I have a question for that lady right there. How does she know her daughter don't
know about sex?

F-" "1 F-""71 FE- 1
| | I I I |
8§ | B | .
| I Lo I |
I I | I I |
| el - B |
I I | I | I
I1\© /i I1\© /i | |
L)) L= L)
formulation inchnation result

C=conceptualizer (actor) P=proposition (target) D= epistemic dominion (C’s conception of reality)
Figure 1: Epistemic Control Cycle (Langacker 2004: 542)

(10) ... an inclination stage, where the subject inclines toward a positive or negative judgment

without yet being able to definitely resolve the matter, (Langacker (2002: 200))
(11) Sumnicht (2001) argues persuasively that negative raising is only found with the inclination
stage, where the matter is still at issue. (Langacker (2002: 201))

[Pl

- -

© | _ & © :

- - ————

RC, RC

Figure 2: Inclination (Langacker (2009: 315)) Figure 3: Disinclination (Langacker (2009:315)

(12) Inclination: believe, think, suppose, imagine, suspect. figure, reckon, expect
Disinclination: doubt, don't {believe /think/suppose /imagine/...} (Langacker (2009: 316))
(13) 21) a. I don't {believe / think /suppose /...J she can trust him.
b. I {believe / think /suppose /...} she can’t trust him.
...To account for the rough equivalence of (21)a—b, all we need say is that the negation in (21)a
affects the polarity of the inclination, changing it from (positive) inclination (capture) to
disinclination (avoidance). That is, it affects the direction of C1’'s mental projection of RC1, the
result being that it does not reach P (the case of inclination) but instead reaches its alternative
(~P). On that interpretation (21)a is “logically” equivalent to (21)b, which specifies a positive
inclination toward ~P. The expressions represent alternate ways of construing (i.e. conceiving
and portraying) the same situation. (Langacker (2009: 317))
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A ~ v
_Y _v

Figure 5: C1’s Inclination toward p Figure 6: C1's Disinclination toward p
(Mori (2009: 119)) (Mori (2009: 119))

o\ |
> \'3_!/ ] ] # > _(c‘} } »

Figure 7: Profile Shift on Psychological Distance Scale (Mori (2009: 120))

Figure 8: Cr’s Inclination toward —p [viap. s Figure 9: Co’s Inclination toward —p [e. m.]

(Mori (2009: 120)) (Mori (2009: 132))
(14) I don't {think/believe/know that} [p]

(7%  [plickl4 2 disinclination [main clause] (Figure 6)
(#155578) [pl~® inclination [epistemic marker] (Figure 9)
(15) (D@ DI FHBIZHT HHEEH not 13, T don't {think/believe/know thathZfH5- S Tu%
[—p @EEME) ~0 inclination)] 23y 2 [EEMBE [—pl (262 LHEEE ORI @
ERHMERENTEDE L= (seep into) Z LIC X > TELE LD TH S, LEED-T, EEAYER
13 EREE LTHRbNRTIUER B2, (Mori (2009: 136) 4 3L0D A AGERIZNNE)
(16) Beijing called for emergency talks with North Korea, the United States, Japan, South Korea
and Russia, participants in the six-party nuclear talks, which have been suspended indefinitely.
“The United States and a host of others, I don't think, are not interested in stabilizing the
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region through a series of PR. activities,” said Robert Gibbs. (New York Times, 2010/11/30)

4. I~ (b) hWBHZENRTED
(17) AREFHOBEMAIES L ABZE LET, HLZVDIX 1(B) WD Z N TE 5] T, "D
Bo W/ bib] + ITE5) 3RV TN, R+ (5) 1ud) o HRIEE+ Z & 28
TEBIDOELLMNILELLE Y, [XBUBNBZENTES ORULNDE ORLDI LN
T& 5] FHEC, TTHEERNCATREOED ha /a2 TZERTED] 220 THLWTE
Wi, [XFEhod XFihsnZ e T& 5] ([Hatena Blog 7P S5 AAGE]2012/08/19)
(18) ZhETORKY—LTIHFHEND Z N TE R, SESELEERREREHEH X -0
1T & UTEIERKWEST 2 ZiEHL &0, (BRI FHR X EAR)
(19) HALKLIADNIGED 80% %% 1= ARIDAHEERIZB\ T, AENSOWIHEILITRE S
ZENTE, BELFREEOND Z LVTE £ Ui, GRALKEMBRIEAR R 2005 Vo.30, No.3)
20 ZoO T NETFME, EIR). SIS, KHEFHEORARGEDBZR LY, X0 EM/FER
ERONDZ LN TEET, (GRS MR RER B EBEEE D ZR—N)
(1) ZOFER, MEEHHEZEDD Z ENTE, UL > TEMOEEHTE G BB RE2 S50
B EBTETVET, (KBRS LR Y J—2)
22 TZ L TED) 1Tk Ta—FeahTna [[rRE] o %aHEEE [Z &) 12 K-> T4z
IR SN OPNIRE LT, £ 05, [rrhel 2F3Bha [ (5) b)) & LTEEkL=

23) T A - A8 (1233} ZLMTED ISR G (1989: 342))

24 WVFHEHZERTED] O IVTE] HMuBEE—FzE 155 —o%E, MgHERrolRElx
[7] ClhaldhuddEc s s wic, T4 WERTIFEFRLRONDN, §DZ LN TES)
NZOFEEY T—oOMGEL LGRS, thBhF (185 (T2 st o
72 S TR BLD),

25) MBHNDZ EMRTE...] ONGRITR : [T —24 0] 83%) W& — 54 (17%)

5. ¥¢&8

AT, 1don't {think/believe/know that! —p. &) JGEERBLE, [~ (H) WHZ LN TE
Bl &V AAGEREIARY BT, Zho0OKRBU leakage (B OfERE LTELTWAARE
MPREWZ & U7z, £z, iEOEA1CE, Langacker(2000) D557 HiEFE 5 leakage Bl
BOBEERZOF £ TE 20123 L CEEOEAIITAEREHOYEN S S Z & 24EH L=,

FHEEEICHK Langacker, Ronald W, (2002) “The Control Cycle: Why Grammar is a Matter of Life and Death,” JCLA 2
(Proceedings of the Eighth Annual Meeting of the Japanese Cognitive Linguistics Association), 193-220. Langacker, Ronald W. (2004)
“Aspects of the Grammar of Finite Clauses,” In Michel Achard and Suzanne Kemmer (eds), Language, Culture, and Mind, Stanford:
CSLI Publications, 535-577. Langacker, Ronald W, (2009) /nvestigations in Cognitive Grammar: Berlim/New York: Mouton de Gruyter
Mori, Sadashi (2009) The NEG-Raising Phenomenon: A Cognitive Linguistic Approach. (Unpublished doctoral dissertation,
Kanazawa University) /Nt {5 - BgaBHE - ASES - {M28HE - BATGHIGR (1989) [ HAGEHAGRFFREN] At & |
(2005) (V35 Z LASTES] WU DEHEHAGRED [7] Bz L 53Rz T THASEER 2005 FHRKERGTRE] 25-32.
# E (2009 TEHEHEEY BFEHG BT HRMSIEAEEE JELS26, HASSESS 1717180, #% & 2018) T~ &l
Ul i el T don't {think (that) / believe (that) / know that} —p) JCLA 17, 431-437
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N-free X & N-less X DR OEHERRIZ 55 <
(An Analysis of N-free X and N-less X Based on Construction Morphology)

At R0 (KIKUCHI Yuki)
KIRRFRFBE (Osaka University)
1. RL®IC
® RO RE-free & -less DFFH : ARIN)ZIEMIZELY | T2 IN D20y Ev I KinoErk
BERT, B NSfree TBITDRENT TEELLAVLO] EhkEhb,

(1) N-free:
a. acid-free. care-free. duty-free. frost-free, nuclear-free, smoke-free. etc. (P51 (2006: 247))
b. fat-free yoghurt / lead-free petrol / hassle-free banking (Cruse (2011: 355))
(2) N-less:
a. careless. childless. endless, fatherless. harmless, moonless. ete. (7511 (2006: 257))
b. pointless / useless / valueless / a tailless breed / a fearless campaigner (Cruse (2011: 355))

o KEROHMN : HEFEE T DT Nofree X & N-less X O BARN 2T 40 LT, 728 Nofiee &
N-less DFEROEWHAE L % OhE#ES 5,

2. RTHIR
> Baueretal. (2013) : Nfree DFHIRT INOKRM| ZLEL L O ERRT LWV LT, N
free & N-less IR DL HFMBLTND

(3) a. saltless: the absence of salt is a negative or neutral quality.
b. salt-free: the absence of salt is something desirable. (Bauer et al. (2013: 368))
— Bauer et al. (2013) | Z ChJi A THI L TWED, REC)O LI RBEIchs0his LY
LSBT ILEND

= LEGE L ORI, HEEA SOl e o RFlIcESWTHER SRS AF— bt
HOTIIRWN?

3 =

3.1. N-free & N-less 04— 3 9

® /S AERAWIGEGED A E LT Nfiee & N-dess DFEROE N EFHGEET 5
<M >

- NH (2014) METRT D [COCA & MW i-tassE otk (B : accomplish & atigin DE %
HHEEOanr—ya 1ol 2) 28015

* N-free & N-less D T2 < D450 2Ib#ed 5, i L?'L. Aaal OHEEE X & fLH LS5 (Ilemmas)
ThicxEdy, KlETLans—rarPibanE I EHNDD

— NHE (2014) 12HKSE, [2 2OIRERE (N-fiee, V!ess‘} ﬁ‘?%mUJﬁl‘tn X 2IF LAWVES,
FRHOIREFTESRNBRE S Tﬁﬂ’*u‘f“:lﬂj L AEE
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®  N-fiee | N-less \Z351F B IR N & 0dEGE X OBERAIBEER. X Of#EIZ< 28 WORHE

BEAD,
# 1. =R ZIESL Nefree & N-less 03k LFT RS
IRAEGE HEEGE X (BEE) (COCA (2HE5<) X OFF#
— [LAW](60)/ [ENVIRONMENT](41)/ [POLICY](16)/ [WORKPLACE](16)/ RN
[LEGISLATION](11)/ [ZONE](9)/ [ORDINANCE](3)/ [HOSPITAL](4)... Wit
—— [ToBACCO](157) [POWDER](34)/ [PRODUCT|(16)/ [CIGARETTE|(10)/ [FIRE](5)/ A= &
[ASHTRAY](2) [FLAME](2)/ [GUNPOWDER](2)... AR PR ER EL
child-free [LIFESTYLE](2)/ [MORNING](2)/ [TIME]( 1)/ [SITE]( 1Y/ [NiGHT](1)... A%, 1
childless [coupPLE](94)/ [WOMAN](69)/ [MARRIAGE](17)/ [MAN](12)/ [WORKER](11)... s, N
ice-free [corRIDOR](11)/ [LAND](8)/ [WATER](6)/ [AREA](5)/ [SEASON](3)/ [PORT](3)... Wi, Wi
iceless [RUM](DY/[ICE](1)  %[ICE]IT ice cube trays 245, i, Rk

hands-tree

[DEVICE](28)/ [PHONE](23)/ [HEADSET](11)/ [OPERATION](8)/ [CALL](6)...

i, EIE

handless [BODY](3)/ [CORPSE](2) [ARM](1)/ [SEGWAY](1)/ [HUG](1)... FELE, T
IRAERE UG X (Hi1E) (NOW [2H5-5<) X OFE
milk-free [DIET)(7) [VERSION](2)/ [FOOD](2)/ [ YOGURT](1)/ [FORMULA](1)... T, h
milkless [TEA]2)/ [MOTHER](1)/ [DAIRY](1) [cup](1)/ [BREAST](1) FHE, 9
cloud-free [IMAGERY](7)/ [MOSAIC](4)/ [PICTURE](3)/ [MAP](3)/ [ VIEWING](2)... i, 5HE

cloudless [MORNING](24)/ [WINTER](8)/ [AZURE|(B)... 3¥[AzURE]IT azure sky & 45T, 78, K
harm-free [CARE](2)/ [TRANSITION](1)/ [INTERVENTION|(1)/ [STRATEGY](1)/ [BOOZE](1)... Irilf, NS
harmless [FUN](821)/ [sUBSTANCE](330)/ [PRANK](227)/ [JOKE|(117)/ [VIRUS](81)... Wit s, ME
IR R HhidaE X () (iWeb 1225<) X DFFH#%
acid-free [PAPER](534)/ [T1sSUE](214)/ [BOX](86)/ [MATERIAL](61)/ [BOARD](41)... i®. HHE
acidless [ORANGE](4)/ [TALLOW](2)/ [PRIMER]( 1) iy, il
toll-free [NUMBER](7173)/ [PHONE](1331)/ [HOTLINE](672)/ [cALL](461)... A B
toll-less [HIKING]( 1)/ [ROAD]( 1)/ [ROUTE](1)... ¥¢[HIKING]IE hiking trail 257 g, — bk

lsmoke-free X / smokeless X]

(4) a

workplaces.

(COCA)

Many community health organizations are eager to participate in efforts to achieve smoke-free

[Smoke-free warkplaces implies that people cannot smoke in workplaces. |

b. ...atleast 171 local housing authorities in 25 states have adopted smoke-free policies for some or

all of their housing, ...

(COCA)

that has said some policy|

[Smoke-fiee policies implies that people cannot smoke in a housing

(5) a. Despite the widely publicized decline in cigarette smoking. sales of smokeless fobacco are
booming. (COCA) [smokeless tobacco = tobacco that is used by means other than smoking, such as
chewing tobacco and snuff]

b. ... black powder was replaced by a smokeless powder called cordite. (COCA)
|smokeless powder = gunpowder that does not involve much smoke]

¢. smokeless [FUEL](102)/ [COAL](40)/ [STOVE](30)/ [FLAME](14)
cf. smoke-free [FUEL](2)/ |[COAL](none)/ [STOVE](6)/ [FLAME]|(none) (NOW)
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<JEE N & IR X O ERAY B >

N-less X \ZH1F 248 X 134K, EEN PR TEYZOLOEEHT S, £/ X

(6) a.
WIENBSE L0 LOHIRREEYHTZEBARETH S,
b. AN BEY X HOLBFERIMIZREZNTWVAS L0 I AL, IR £ N-fiee X D H3 58
<BEEL ThD,
3.2. N-free X & N-less X DEBREE

(7)

(8)

Booij (2010) O SCZHEERR (Construction Morphology) 12353 & | smoke-fiee X | smokeless X @)
KH7ekBla ) AL, BRMARRRAEZ BT 5Z LT, dEHmNERELED [N-
free X] / [N-less X] OPRIHRAX—< 3R b AT v 7R EINDL EBEZ D,

N-free X D LA F——~<
[AN]xe  (where A= adj., N = head noun)
|

[[Nm-free]ax Nilne; <> [SEM,; [without SEMm]i];

(Pragmatics: SEMy, is intentionally removed from SEM;)

I
[[smoke-free]a NiJnpj <> [SEM: without smoke];

(Pragmatics: smoke is intentionally removed from

/\ (some entity related to) SEMi)
[[smoke-free|a Nijnpj ¢> [[smoke-free]a Nijxp; <>

[SEMi where smoking is not allowed];  [SEM; that addresses non-smoking regulations
| |
smoke-free|s [workplace]n]ne smoke-free] s [policy]n]n
1 Iaf place]x] [ ee]a [policy]n]ne

[[smoke-free] [hospital |n]ne -+ [[smoke-free]a [law]x]ne -+

N-less X O LA F—

[ANe (where A= adj.. N = head noun)
|
[[Nm-less]ak Nilne <> [SEM; [without SEMm]k];

(Pragmatics: SEMi is potential producer of SEMm)
I
[[smoke-less]a NiJne <> [SEM; without smoke]

(Pragmatics: SEM, is potential producer of smoke)

™
-

_ 1
[[smoke-less]a NiJnpj <> [[smoke-less]a NiJnpj <> - ubschema @&

[SEM; that emits no smoke], |SEM; used by means other than smoking];
| |
smoke-less owder|n]~p smoke-less|a [tob N 7 -
Il alp NI [[smoke-less]a [tobaccofn]ne

[[smoke-less]a [fuel]n]ne -+ [[smoke-less]a [product|n]se <
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- RRAY 72428 (e.g. smoke-free policy. smokeless tobacco) DFFOIEMMEL | Zh b0 RBIZA R
H— AP Z LD, PRIRAF—DEEICE > T, HBRBAOER L ATREL S,

* N-free | N-less DFEROEN T, HIZZh 6OEEFZT THBFTE 2 LD TIZ2W, Nfree X/
N-less X DL~ T 52 8T, K2ICALNDABIEDENEZHRITE D,

72 2. TN-free X1 *N-less X| , [*N-free X/ N-less X1 @il

R4S JLERE X () (COCA IT3E3<) X OFFR
alcohol-free | [TONER](6)/ [MOUTHWASH](4)/ [CAMPUS|(2)/ [CONCERT](2)/ [EVENT](2)... s,
nuclear-free | [ZONE](29)/ [wORLD](15)/ [sTATUS](3)/ [POLICY](1)/ [FUTURE](1)... Hibfg, 5L

fatherless [cHILD](30)/ [HOME](27)/ [FAMILY [(20)/ [HOUSEHOLD](9)/ [SON](5)... 7, HiE

worthless [sTOCK](25)/ [PAPER](16)/ [MAN](13)/ [CURRENCY](8)/ [DEGREE](2)... 1ale, N, 0

cf. *alcoholless toner/ campus  *nuclearless zone/ world  *father-free child/ home *worth-free stock/ man

3.3. salt-free & saltless DERRECRFH
® 7ot sali-free & saltless D3(3)0D L 9 IRIEIRARFOD 2

(9) T Dz E s — 3 L OTFE  salt-free [bread](3) / saltless [bread](2) (COCA)
(10) a. Americans don’t have a taste for saltless bread. let alone the patience for the long. long chew of
old Tuscan bread. (COCA)
b. For those on salt-restricted diets, use salt-free bread. (COCA)

 BLAK salt & IGHLEE bread O FEMRAIBAER - TASE AN A& L0y

» saltless bread : 173 338D EW A2 T LW o ASEORE N 23, BEIoHE AR L
TWARE] - GENFE-EFPEMICiEZ 65,

» salt-fiee bread : [ O LB NIZE > THBITRE L e b o, 2Suh b EEMIZH S
DEBEEINTWARE] - SUAZE R A TR DIFEE L AR BNRD,

— LEEE L oBfRIE, PRI A F—< (subschema D) OB HHHTE D,
— salt-free/saltless bread OFFRIEIL, 6 LFOIZ HOEWZ L Db 5,

4. #R
®  N-free X/ N-less X OEZE%0H L CHARN & HHEEE X o Sekny Rt 2 854 L, [N-free X]/[N-
less X] D[R A F—~IZ L o T Nofiee/ N-less DiEVWEWZ HNDHZ L &R LT,
$E3CAR : Bauer, Laurie, Rochelle Lieber, and Ingo Plag (2013) The Oxford Reference Guide to English Morphology, Oxford
University Press, Oxford. / Booij, Geert (2010) Construction Morphology, Oxford University Press, Oxford. / Cruse, Alan
(2011) Meaning in Language: An Introduction 1o Semantics and Pragmatics (Third Edition), Oxford University Press, Oxford.
/ Goldberg, Adele E. (1995) Constructions: A Construction Grammar Approach to Argument Structure, University of Chicago
Press, Chicago. / Goldberg, Adele E. (2006) Constructions at Work: The Naiture of Generalization in Language, Oxford
University Press, Oxford./ 75J1[B$HE (2006) [9%55ERE0F7E] BREGTE, HE007 N G (2014) [COCA % (- F= 650
OREAE] TR WEB = #7272 Lingual <http://www.kenkyusha.co.jp/uploads/lingua/prt/13/UchidaSatorul409. html>
3 —/3A : Corpus of Contemporary American English (COCA) / Corpus of News on the Web (NOW) / The 14 Billion Word
iWeb Corpus 3¢9 : Cambridge Dictionary | Collins English Dictionary | #=F¢EL on the WEB / Oxford English Dictionary
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TS A & S 25RO/ 2 £ D Preposing around Be Z#:fi & L T—
(Information Focus Fronting and Emphasis: A Case Study of Preposing around Be with Adjective Preposing)

AL (BRI

honda.masatoshi.84(@gmail.com

1. (ZLHIZ
(1) WFTeHEEe

a. EWCUFEESRO N — 7T 7 4 — (Cartography) OFSHAAD F, Cruschina(2011) (%, =<
ARHZET DB R BN OBIE A £ 2, CP S £ (Contrastive Focus) &
FEAHTIERFE . (Emphatic Information Focus) % A4 AHGENE % 2 SIRET 5,

b. Trotzke and Quaglia (2016) 1%, FA YVEEOAZVRiRESROMEI IS E, THMRORE
AEEhO THEER) AUEMRIC, RESAOMEENE (Morzycki 2012)) 23535 Lagm L T\ 5,

c. AFELTIE, Trotzke and Quaglia (2016) DAY, HeahDIEATADONIEZ (D Preposing
around Be (2L~ T, OISR SIS LimC b,

2. AT - SRR RIN L SRR R SN S 3 D RO Ao T
2. 1. Cruschina (2011) : %tHAEAEE) & FaRT S S H)
(2) a {HFHFES (Information Focus: IFoc): ... the assertive part of the sentence, that is the focus of the
sentence, must be interpreted as innovative and the most informative, in the sense that it contributes

new and relevant information to the universe of discourse ...” (Cruschina (2011:14))
b. ML (Contrastive Focus: CFoc): *... the assertion corresponds to denying or correcting a previous
innovative assertion or presupposition that the speaker does not share ...” (Cruschina (2011:14))
3) a (Context: What car did John buy?)
John bought [a Ferrari]irec (Cruschina (2011:14))
b. [YOUR BOOK Jcroe you should give t to Paul (not mine) (Rizzi (1997:285), {£1E4))
— MHEAEEI I (3b) 1%, wh BERISCOEE & UTHEEE L 72\ (Rizz (1997)),
@ T U TR DIHGEEHIE S (Emphatic IFoc: E-IFoc)
A. Chi  scrivisti? [Sicilian: SVO]
what  Write.PAST.25G
“What did you write?’
B. a. Scrissi n’articulu. b. N’articulu  scrissi!
Write.PAST.ISG  an article an article Write,PAST.1SG
‘I wrote an article.’ ‘I wrote an article.”  (Cruschina (2011:58), {Z1E47)
— SRR AR E D S (4Bb) X, wh SERIOEE L UTHREL, BOMERES 2049,
(5)  FEIERONTHREE S OFHE (Cruschina (2011); Bianchi, Bocei and Cruschina (2016))
O EASUIRTHEETHE (] : “Guess what?” <> “What happened?” ~~@[a]%)
@ FELFosa ) EoME #X)
6) a ... Force ... Topic* ... Focus ... Topic* ... Fin TP ... (Rizzi (1997:297), {£1E47)
b. ... Force ... Topic ... CFoc ... Topic ... E-IFoc ... Fin TP...  (Cruschina (2011:103), {&1E47)
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(7) a - [earoe N articulu, [iiroe scrissi [ [ie pro [1 4 e 4 [ve ...t J]]IJ1) (=(4Bb))

IFoc Assertion
b. ... [croce NPARTICULU, [croc @ ... [[7ae [ pro serissi t. ] (no na littra)
CFoc Presupposition Antecedent

(8) JHEREIEHESIC T A i oME
a. Cruschina (2011): BhEHPERR (Sperber and Wilson (1995))
b.  Shimadaetal. (2015), Shimada and Nagano (2016): Evaluative Morphology (Cinque (2015))
c. Trotzke and Quaglia (2016): FEFHIMIENE (Lexical Extremeness) (Morzycki (2012))

2.2. Trotzke and Quaglia (2016) : FHEFIFFHIE LU I1T 250 & FREAOmEH:
©)  FAVEEOAREALAIRE (V2) B8 & AR (e.g. Wrumbrand (2000))

a. Auf hat er die Tir gemacht  (und nicht zu).

PART(open)  has he the door made and not  PART(closed)

*He opened (not closed) the door.” (Troztke and Quaglia (2016:111))
b. * Auf hat Peter  mit dem Trinken gehort.

PART(Up) has Peter  with  the drinking heard

‘Peter stopped drinking.’ (Troztke and Quaglia (2016:111))

(10) a. (auf, zu)-machen ‘to open/to shut’ (Trotzke and Quaglia (2016:115))

b. (auf, #zu)-héren *to stop/to listen’ (Trotzke and Quaglia (2016:115))

— TN E S

(Bl + AL 1 3, XSG ZTART DIR, A LEIRTEIRG) AT D,

(11) FRIAITTHRIESIEEN Z A 7 ORE(GEIRTEIRS (Trotzke and Quaglia (2016:119)) (cf. (5) D)
Stell Dir vor! (*Guess what!’):

a. RAUS hat Costa Rica die  Englidnder geschmissen!
PART(oUt) has C. R. the  English.pL. thrown
“The team of Costa Rica kicked out the English team.’

b. ? RAUS hat die Band ihr neues Album  gebracht!

PART(0UL) has the band  their new album  brought
“The band published their new album.

(12) a. rausschmeifien *kick out’:  (raus, #rein)-schmeifien [-contrast]
b. rausbringen ‘publish’; (raus. #rein)-bringen [-contrast]
(Trotzke and Quaglia (2016:120), {&1F-47)

— | Trotzke and Quaglia %152 | | HHEAAZACARASE BT 205, SR HIE SRR L S,

(13) Speed is ascale thatexists inthe world. A speedometer is a scale through which we look at and talk about
this scale. Such a scale, one through which we view another scale, is what might be called a ‘perspective
scale.” In these terms, E[xtreme]A[djective]s signal having exceeded the perspective scale.

(Morzycki (2012:583))

— HARSFEIL, BRI (RIERHME (expressivity)) ASFEREEIRO—EREL TRESH TS
INGEZNAET S (cf. Implicit superlatives (Cruse (1986:Sec. 9.6))).
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(14) 2. Yourshoes are downright (X gigantic, ” big) '!! (Morzycki (2011:568), 1A
b. very (” gigantic / big) (Morzycki (2011:570))

(15) a.  HUEEMIEARIOM :  gigantic, huge, gorgeous, monstrous, crazy, etc.
b. FFEVERIGEOH] : simply, just, positively, absolutely, downright, etc.

(16) a. Costa Rica hat die Englinder regelrecht rausgeschmissen.
C. R. has  the English.. downright  PART(out).thrown
“The team of Costa Rica downright kicked out the Englishteam.”  (Troztke and Quaglia (2016:121))
b. 7?2 Die Band hat ihr  neues Album  regelrecht rausgebracht.
the band has their new album  downright PART(out).brought

*The band downright published their new album.’ (Troztke and Quaglia (2016:121))
— | Trotzke and Quaglia OBIZL 2 | FERARREEMAARY RL Vil BB D15, SRamAORs e i

A IR D\ — U T A,

3. SGROEEFORIE R ES Preposing around Be 7%
3. 1. Cruschina (2011)- Trotzke and Quaglia (2016) |ZHe—< T+
(17) a.  SCHEEMEO LYV T, SRS HERBENII L OEETHAETH D,
b.  RERIOMREEMEZAR 5 WS, SRIRAUNFHEE B SEH S D,
— | IR | o~ ARERR KA VREA IR B C S TR i B0 7 7 u —F &5
TR D Z & T, BT e - BRRRVENRD S H D 0 TiEZeV iy (of Honda (2018)) ?
3.2. BEEXRIG . SEEOIREIDRIE % {15 Preposing around Be
(18) a. Most embarrassing of all was losing my keys. (Emonds (1976:35))
b. Losing my keys was most embarrassing of all.

— MBI EGN oY 2705k T2 30EA AR, —MOiERR%ES (“Comparative Substitution”
(Emonds (1976)); Hooper and Thompson (1973)),
3.3. A 7 A —= > MEIZEES S SO
(19) FEGLIRREEVEL AR TGS EOFRBIE (of. (11a,b), (16a, b))
a. That Akita dog was absolutely/just {°* humongous / ™ big}.
b. {Humongous /"’ Big} was that Akita dog.

(20) Wh SERSC~DEIZRERE (cf. (4))
A: How was that Akita dog? B: a. That Akita dog was [humongous].
b. [Humongous] was that Akita dog.
@21) HERO R IV HIEEHERE (cf (5) D)
[Context] My cousin led me to his nice garden. 1 found an Akita dog sleeping in the garden, Pochi.

Guess what?
a. Pochi was humongous.
b. Humongous was Pochi.

— [AROD /G — T, OI=~/LT (e.g., gorgeous vs. pretty, crazy vs. sane) (=H 4 TlIED,



(22) FRAEGHET- AR
a. That Akita dog was absolutely so big.
b. So big was that Akita dog.

— FEEEEL T (Corver (1997); of. Castroviejo-Mird (2011)) ZAHhIruE, sEREOMBEMZR =70\ iEZsn
AR Ao CRME RTRES /Y, SERGIREEI A R ST REY, o — o LRRROIRD B kT,

(23) SEATHIED T — 2 1% (Comparative Substitution (Emonds (1976:35)))
a. More important has been the establishment of legal services.
b Just as surprising was his love for clothes.
C. Most embarrassing of all was losing my keys.
d. No less corrupt was the ward boss.
e Equally difficult would be a solution to Russell’s paradox.

— SJEATHFYE (e.g, Emonds (1976), Gary (1976), #atth (1985)) T L CW A AIRTEHEDZ <
1, ESMECEE AR BT, LV SUREHRAEREL T/37 =885 T 5 (cf.(11b).
34. IRE
(24) A RO AN : BiEhEER (Auxiliary Contraction)
" Huge’ll [= Huge will] be that Akita dog.

cf. ...and in 5, 10, or 15 seconds .. .. out’ll come your answer. (www.brigada.org/today/bt950825.html)
— AELT- AT, SR s e 8o it (of, A2 LEIRTEEIS: (Cappelle (2002))),
(25) a. Pochi was humongous.

b. [ be [sc [or Pochi] [ag humongous] 1]
c. o [EFocP [Ag) humongous ;i [E-roc Was [Fin [ € [ye (Was) [sc [or Pochi] € J]]11]

— MNOERLREDS (cf. Stowell (1981)), [Spec, IP] XL, [Spec, E-IFocP] ~Fdh% (cf. (6b)).

(26) Thematic Resistance Principle
Only [-V] categories may be #-marked. (Koopman (1984:111))

4. 5
27 Jf&nﬁlﬁf] S I SRR E O FERIBIRIL, KAV RED R ERTEH RO 27057,
BEEOIARIORIEA 1D Preposing around BE 23U THEBIZEENA,

%2 Wik / Bianchi, V., G. Bocci and S. Cruschina (2016) “Focus Fronting, Unexpectedness, and the Evaluative
Implicatures,” Semantics and Pragmatics 9, 1-54. / Cruschina, S. (2011) Discourse-Related Features and Functional
Projections, OUP, Oxford. / Emonds, J. (1976) A Transformational Approach to English Syntax: Root, Structure-Preserving,
and Local Transformations, Academic Press, New York. / Honda, M. (2018) 4 Cartographic Approach to Focus-Related
Linguistic Phenomena, Doctoral dissertation, University of Tsukuba. / Morzycki, M. (2012) “Adjectival Extremeness:
Degree Modification and Contextually Restricted Scales,” NLLT 30, 567-609. / Rizzi, L. (1997) *“The Fine Structure of the
Left Periphery.” Flements of Grammar: A Handbook of Generative Syntax, ed. by L. Haegeman, 281-337, Kluwer, Dordrecht.
/ Trotzke, A. and S. Quaglia (2016) “Particle Topicalization and German Clause Structure,” Jowrnal of Comparative
German Linguistics 19, 109-141./ f&HE B& (1985) [HC sq/aset 10 ikafootintsl] FAERTEIS, J0m

_76_



The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019
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1.

< Bl U 7o BB Rn A o0 1 A e
(1) a. Someone from NY, is very likely t to win the lottery. = >likely, likely> - (Fox (2000: 145))
b. How many people should | talk to? many> should, should>many (Cresti (1995: 83))

- JE A C PRSI, (NG Late Merger (Lebeaux (1988))
(2) a.*Which argument that John; is a genius did he; believe?

b. Which argument that John; made did he; believe? (Fox (1999: 164))
(2)" a |which argument that John is a genius] he believe [which argument that John is a genius] = *he=John

b. [which argument that John made]| did he believe [which argument] - vhe=John
2. I

2.1 {ERIREHEEED A =Xk
 HEREASFEEEE(May (1985). Cinque (1990). Chomsky (1993)) : QNP D {ERIEK=LF (23517 5 C HEFER
(3) a. NS: ...[someone from NY] ... [...likely ... [... [someone from NY] ...... 1l
T |
b. LF: ... [someone from NY] ax [...likely ... [... x/thex fromNY ...... 1D some= likely
c. LF: ... Jsomeenefromd¥)—. .. [... likely ... [... [someone from NY] 2x... ][] likely = some
* ERAGFERESE(Cresti (1995), Rullmann (1995)) : BEIORBFOER S A 712 X TERBSRE 5,

4) a ... [how many people] ... [...should ... [... [how many people]...
1 |
b. LF: ... for what n: [n-many people]-ep 2X<e [...should ... [... x ... []ep many > should
¢. LF: ... for what n: [n-many people]-ee AQ<ero]... should ... [... O ... []ceur
—> I # R for what n: should(I talk to n-many people) should > many

2.2 YRR & RS C OFESEH R OBEGR
[V« iR oO(E - S THGE S C OISR L Yo X 5 [ZBFT 502
(5) T# [op..REHL.Ji...pro..0p... e...(pronoun ¥ e % c T %)

LF pro & R ZHDOFE—HER
i arr i PR e pro...Op ... |pe...R #HL..] ... X
FERRY A L [op...R #3100 ...pro...Op ... 0 .. @)

B3 S I
* Romero (1998). Fox (1999, 2000) : (EF MW PHEEE I &0 C S RA G TR 24,

(6) How many pictures that John; took in Sarajevo does he; want the editor many>want, *want>many
to publish in the Sunday Special? (Romero (1998: 96))

* Sharvit (1998). Lechner (2013) : {EFISGFF B SE3 0l Sl C FIELI R A S Sl 2 s,
(7) How many [students who hate Anton;] does he; hope will buy him; a beer? many>hope. hope>many
7272 L Nde re, *de dicto (Lechner (2013: 175))
>N AR EEO M IR QR RAIBERMEOBINMEZ L TR U, Hlr 3 M LT 5,



- BEMROHE RIEAME O BH &R E Uiz B CERBRIHRYSE L aud &t c DR OMFE R~ 5,
S@Q)DEF Dt &, QNP2> QNP AEFRIZH 1T pronoun & R BB O —I5R X al g Ao,
(8) [owei-..R &H...] ... pronoun ... QNP2 ... ¢ ...

- B2 VE I G TN B L 2 R PR B = A (Tada (1993) 4 &£ % FH T Z ffi 1k,
AR E L, SR E LD RS R TH D L v ) HEOHRH & HH,

3. 5—#

3.1 REREEXRY

(9 a  GfELIZ GEPDGHREL TV A >V, V>3
b. FHMELIZ GEPBHEFDGHRIEL TS EE-TWS >V, *v>3

(10)a. * e, SAEFARES, LEE LA L TnB LB T 5
b. [KES, LS LmBAIC K, 2 AHETA WL TV D L BoTS

(1D a. ey DFEDDSHEFAS KEB 2358 L7zfE SIS ki L T 5 &RV >V, * V>3
[KBB, &R LT=ifE B I . % ASRED D SHET2S BRI L TV 5 &L BV /2 >V, *V>3

3.2 EHHkE H U(Takahashi and Funakoshi (2013), Shiobara (2016))

(12) ABEED ., ZH B G EEOFEECRLTEAD (Yatabe (1996: 304))
(13)a. 1 AOFAERSTOHR COMELIER L. A>V, *v>3
b. BTORIELD .. 1 ANOFPEN (LR LE A>W, *v>3

4y a, * 4% KB A EO= G L oIz & SV T
b.  [ABE BAEWTZRRILONAE 1 L BRI RS0

(15)a. i 31 ANOFEIL, EF AWV TORCOMBERM L A>V.*Vv>3
HET i BN R TORIOL, Bk 31 AOFA o FREABA L1z 3>V, * V>3

33 B—HMHEOKEHL

(16)  FHKE, #ikid cERIZHEh TS (Oda (2017: 343-344))

(17a | AOBEERDSTOFRL L LGB #H#tH L 1>V, * V>l
b. ®TOMILE .. | AOFEAEN LGB I LTz 1>V, * V>l

(18)a. * fldr  IXRESASTET 12D =i L L LGB &3 AT
b. [KESHIET (\ZBEDT=fRC &, it 1T LGB #REATS

(19)a. &l 1 AOZAEIC, BN ENEDLTORLE LGB 2L 1>V, * >l
[MEF ARV ELTORT L L 31 AOFAIT W LGB 2R L 1>V, *V>1

(3.4 HEEEEEZRY)

(20)a. FELBENEFLTVA V>3, d>V
b. FENE LB LELTHND V>3, I>VY

Da. * i DEFIZRE OB 2B 2 - 4 LT
b, [KER; O &8 X Fgi 3 e, M DME FIZ 6 LT

(22)a. B AL I AR OFR A B2 723 | AR(To)E LT v>3, 3>V
bl [KEB DBMIRAEME 2 7-5 0% | RO B DEEDIC W IELT v>3, 3>V
E L

FEEREH L, B—-SirE L, RIEEHR SRS ERRAREL 205, UL, 5EEMC
1B U Tl e o,
FEFREER 2 IRAIR(EEMN ) (BB A 22 1 25810 L, B AN C OSSR A2 R,



4. o3Hr

(1) b. [KEB; 2F5 LTSI . B 33D B E T3 0 M LT D &V >V, (*V>3)
(15)b. [{EF i BENZLTOMRELOD). B 51 AOFEAED o MEZHRA L >V, (*V>3)
(19)b. [HEF AEWLTOMLE L. Bk 131 AOFEAEIT 4 LGB 2 LT 1>V, (* ¥V>1)
(22)b.  [KER, OBRAEE A 7oA | K, T EDIC w LT v>3,(3>V)

4.1 BORRIBHEE

*LATO LF 2BV TRARIEETRO R KR Z CHM LAz, & CIlziR Ly,
()b, [KEB; &5 L2 B IS e ADwere[ B i D3R B [FET-H8 Q R LTV B & T Jeens
(15)b". [Tt BEN B TOMR LD Jeae Mcan it i A3 1T AOFEAIZ O BBEZRI L7 Lo
(19 b7, [fEF DN L2 TOHI & e MO [T 1E 1| AOFFANT O LGB F#IT Liz )cenes
(22) b". [i(EiS,@ﬂﬂ?%ﬁifo_ K}gf | Z’K] el.rP?Q’e[,l)[‘ng ﬁ‘nﬁ{){u Q'ﬂﬁ l_/f-:..l-:en_p

4.2 MEFEAYFEHEE

« LUF O LF IZiWTHRAMIZETHO R K% CHEAT 5720, &iF CITERT 5,
() b7 48 DSaED D S [{EFARER , L 58 L72aft b IZ)ibh LTV 5 & i
(I5)b7. it 531 ADFEAIZME - AW AT ORI OIREE R L

(19b”. x| AoFELZHET B H W2 TOMmX & LGB i Lz
22)b. i G ICRES OBR AR i R | R

UEXY, 3EOT—Z 3BRNEREDO ST 2 KT 5,

SIBTEOORGR « EIZ(ISh)SHZ BV TSN & TuvRLy,
(15b) CRENAE CAEA s LEREMGR b ISWEREDICR S it hiEi B,
W 2N Z OATEL TN TB RO BT KT D Z L,
(15)b. FEFHBTENTZR2TORLO, My | AOFEECEAHI Lz,
IRAE B0 M 1 AOSFEIZ 2T O OMBEZRY L
ii. [4= T Of im]ﬁﬁr# 1 AOZAIZ[RTOmMXO|REZEF L=
. [HETFAEWE 2 TORI DML | AOFEEIZ[ £ TOMRI OB AR L
iv. LF [1 ANOFAE x [Z){EF B HEN 2 TORM Ly O LD x 12y ORFEZF Lz
BLii e~ I i
s FeRE B E LA CREARAIIREN TRWESLH B,
(23) [T BTV TORIDO), Bl D3 AOFEIZ BEERA Lz -7
L7disdn>3> W
IRAE Q. [ AY T [w» wanted [1p PRO [yp 3 AOFAEC £ TORIXOMEE SHT 3]
i, [2TOMILD « 1o P AcH | T [vo wanted [p PRO; [ 3 ADZEEIT 4 RIEZ FHAT 5]
iii. [?E:J,‘ j 73§:EL \f:ﬁ’:_( U)ﬁ)‘(d) k [Tp mﬁf?ﬁ i wanted [Tp PROYy I_\-p 3 Aa)i-_j{‘iil {18 Fllﬁ‘..]]]]
< (23) TIEBEM RO HT I~ RS M4,
> HRERIIHREGY) CIIF I U TR C B ZFEH T 20, BWRATERESE (e 5IEER L,
iv. [ __ [P 204 ; wanted [rp PRO; [vp 3 ADFEAIZ[TET HAEWZ R T OO )]
v. [ {7 BPEOVZETORILD Weap [ M | wanted [ PRO; [ 3 ADFAIZ 0 FH...]10]

5. (ERREMEOBRBEONRNA
ATREPE 1 @ S AT
(24) I‘%@JE;E@’*#‘L?WH& L THRRET D REMZM I T 5 & (ERB R 2 W B L T 5,
FipfE &Ry BRI Tl CHWIALFIOE THD,
ERHRERL FEFENP2 [XV TiE2< . NI OIETH S,
o -HAIEBE X L Reinhart and Reuland (1993) : [vp V [X and Y]|IZH5 T, Faam9iciT V OIHT
Xand Y] THD, X &Y HIEIZVOETR,



AEtE 2 fEBIEY T
O EEHE X IRY (Miyagawa (2006))
(25) X REAFIL Scope Economy [ZHE 9 [R Y | JEEF % ¥ A F<e>Of{(AZEH x ¢ TE 5
Kb e IEL EEE Z A T<eto D iR FATEE L H &
(26) a. One girl knows that every boy bought a present for Mary.  one>every. *every=one
b. One girl knows what every boy bought for Mary. one=every, every=one  (Fox (2000: 64))
@7Na B FELLTarPBLFALIZEBoTND dlE 7> 4, *aff H>RED>
b. #HI GNP 2 NDFELDRGF A LIZEE TN fEA>ifE 6, ok/22%E H>FE
(Miyagawa (2006: 615))
@FfefkE L
(28) A EHIR o B % 2R % (Larson (1983). May (1985))
(29)  Two politicians spy on [gnez someone from [oner every city]].
a. 2>every>some b. every >some=>2 c. Fevery > 2>some
(30)  [onezloner BETORDWEFE 1 AL % 2 ADTEAD ¢ Ao LTz
a. 2>every>some b. every>some>2 c. ¥every > 2> some
@F —FIHDOHEH L
(31 FAIEITE O E LN ENLAER TR TR 5 720 (Fox (2000: 50))
(32) a. * Who do you think Mary likes t; and Bill hates Sue‘
~> <[who...t....]. [whoi...Sue...]> : &5 D& TLEE A U
b.  Who do you think Mary likes t; and Bill hates t,‘?
~><[who...ti...], [Whoi...ti...]>  : ZEE AR GO [A]EE
(33) Who; did John take a picture of t; and draw a sketch of his;m car?
~—> <[who...t;...]. [who....his....]> : 25 72 R oo [a] ik
CGBDEWBRTAMBY BT, B—F(ANBENL CERRANDS Z LR TED,

Gd)a. 3ODHEL . | AOFAEN (REELRRLE |>3.
b, 3OO#EEL I,J\U)""’}ﬁw% DHREAR R 2 b Lz |>3. 13>1
(Bdya'. <[3ODOHE . ....][32OHE . JEEE. > D O E 5 7R
b. <[3 oa)%@:’_i... DL B OoOEE L OEiiE..] > -__JJaf;;La%%!GJIPI
4. #Ew
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1. IZL®IC
1. H§30A 74 A M e ZDOHDERIZHOWVTHH LD, 2. One’s Way #§3C (Omuro (2003)), 3. el
HESC (NER (1988,2015,2016)). 4. ddidshhill, SQEICBIT AHEED A =X 5, 5. fidh

2. XA T 1A DMELEZOHDRER : One’s Way #3C
(1)  kick the bucket

(2) VP—VNP
(3) a. He went out and made his way to the Savoy. (Agatha Christie, The Mirror Crack'd From Side to Side)
b. Clutching his basket tight, he jumped his way across the shallows from log to log. (CD)

c. Inthe capital rusty vehicles belch their way around the pot-holed streets. (CD) (i) lexicon? (ii) leamability
2.1. One’s Way WSXDERSZ A T LIREZ A T
@) BEROERYE . A7 1 AL TIEHIZ T “thread one’s way through the crowd” [\ ZA DA 2% ) 1 512 L Tilkd)
[% "make one’s way through~' T~f1%-iEe) OZERN (varation) ThhA, LI ICEN S, Lo LEUGHIIZS
Z5HE, ZHFERE2EZ 5D make (OGN E- TS LWV SRR WD O TR AT 1AL E
L TP ‘makeone’sway’ (28 |Tthread A TE EEZ DX THS D, (FHIE (1967:121)) (i) fusion (i) unification
2.1.1. make A7

(5) Tmade [xp her way [pp to the top]]. (i) conservative, step by step (ii) simple composition

(6) Tmade [xp my way [pp to the top]]. (i) Huddleston (1984: 37): pragmatic implication

(7) Tmade [xp my way] [pe to the top]. (i) obastacle: Ishizaki (2001) (i) CD 1{i7. (= (2018: 85-88))

212. jump ZA 7

(8) Miss Marple jumped into the room.

9 [pam TO [prace IN [1rmic ROOM]]]

(10) %1 THIH IHMEE % 50 SRR HEA 72, (211 - AR (1997: 133)) (i) Levin and Rappaport H. (1995)
(11) Miss Marple jumped her way into the room. (i) constructional idiomatization (i) CD /% (K& (2018: 90))

2.13. belch #A4~7

(12) John belched his way out of the restaurant. (i) delimiter (Tenny (1987)) (i) CD 1 [1] (K= (2018: 90))

2.2. One’s Way 1#3COFEFESEA: Kirchner (1951), K% (2000)
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(13) a. My sister Houdini’d her way out of the locked closet. (Clark and Clark (1979: 784))

b. She Lincoln Tunneled her way to New York[Vogue]. (Clark and Clark (1979: 777))
c. to Bonny and Clyde one’s way through the West. (Clark and Clark (1979: 783))
(14) Forawhile, it was the *80s all over again, with Washington officials dourly waming that Japan should not try to
“export its way” out of hard times. (FEiR (1998: 159))
(15)  @hiahs 5 AR STV A : Once a year, the leaders, the politicians who have kicked, clawed, fought,
cajoled and persuaded their way to the top, meet officials. (CD)

(16) ThEAASEET (alliteration)ZE5A TV 24 : Their final duet from Pique Dame went down so well that they

tumed themselves into shepherdesses for the encore, mopping and mowing their way through the opera’s little

Mozartian pastorale, and then repeating it all over again. (CD)
(17) @R (thyme)Z-E5A TV : An impressive cast including Susan Sarandon and Meat Loaf vamp
and camp their way through The Time Warp and other such OTT delights, whilst Tim Curry invites you up to

see what’s on the slab. (CD)
(18) & . McWhinney, after going nine-under at 14, dropped a shot at the par- three 15th and parred his

way home. (CD)
(19) #EHaE0OH - Ifyou boo hooed your way through the film The Bodyguard there’s more to come. (CD)

23. 2fiDE L ¥ : (i) ZREHY (i) FTE (2009) (iii) HD: Tzrael (1996), Ishizaki (2001), Fanego (2018)
3 Bk e E 0B ORER - FEA T

(20)a. Masao was spending his vacation working at the Matsumoto factory in Tokyo.

(Sidney Sheldon, The Chase) (i) Sweet (1981), JFLR (1957) : half-gerund
b. He was two weeks learning to use his flippers. MEGIV: 172)
c. Hewon't have a hard time getting in. (Web)
d.  One had difficulty buying ‘pormographic’ literature. (Gerold Frank, The Boston Strangler)
e. [ found him very busy putting his books in order. (JTames Boswell, The Life of Sanmel Johnson)

(21) a. Masao was spending his vacation in working at the Matsumoto factory in Tokyo.

b. He was two weeks in learning to use his flippers. (MEGIV: 172)

¢. Hewon’t have a hard time in getting in.

d. One had difficulty in buying ‘pormographic’ literature,

e. I found him very busy in putting his books in order,

(22) (After to employ, to spend, to waste, and verbs of a similar import, and also after the adjective busy and its

synonyms, the preposition i is sometimes dispensed with.  This changes the status of the ing-form, converting it

into a present participle in the grammatical function of predicative adnominal adjunct. After fo spend and fo
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waste the omission of in is met with only when these words are accompanied by an adjunct denoting a length of
time. (Poutsma(1928:903)) (i) K= (1988,2015,2016)
(23)a. G Basic Structure: [ He [yp was spending [xphis vacation] [ppin working at the factory]]].
b.G" Model Structure: [s He [ypcame [vprunning]]).
.Gy Derived Structure: [ He [ypwas spending [ his vacation] [yp working at the factory]]].
(i) play a role: %4, (2018) (ii) predicative adnominal adjunct = quasi-predicative
(24)a. They parted good friends.  (NP) (Fukuchi (1976))
b. They ran naked in the parks and on the beaches.  (AP)
c. Hecame home very much depressed.  (past participle)
d. They sattalking about their plan.  (present participle)

e. Hesleptinhisboots. (PP) (Nichols (1978: 124)), Ishii (1983)
(25) a. *Two long-haired groupies spent an hour real muisances at the concert.  (NP)

b. Daedalus is designing a novel house extension, a variable-pressure bedroom, which may purchase an extra few
years of life for its proud owners by slowing the metabolic rate of that third of their lifetime which they spend
asleep. (AP) (BNC)

c¢.  For thousands of children who spend their days locked up in the shanty towns while their parents work, the

streets offer freedom and escape from domestic violence as well as a springboard to prostitution or petty
crime. (past participle) (BNC)

d. Masao was spending his vacation working at the Matsumoto factory. (present participle)
e. She and Henry spent their spare time in country clothes. (PP) (Thomas Kieman, Jane Fonda)
(26) (i) X3 (2016), Arai (1997)
1810 - - 10 180 10 = 50 - o
KT Vg 4 ) 0 7 4 N 10
POETIVE Ve | 2 4 " 7 n
o om 10 10 199 o0 e s o e
TIN5 Vg 4 v 2 2 s | 0 | 0 0
POKTIE Vg i 5 0 s s o 7 n w 1

(K= (2016:68))
(i) 1880, 1890: f-fih#iid 11 451, 7 61 vs.inff @G 10 L2 1 i HTAHEROL LI
(i) BN 1845 vs. FITES35 1940 4K 15/691 (iii) (i) FPEZATA] 1940 41X, 16/691
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4. FLBROMM & R BIT BILRO A B =K A

(i) Syntactico-Semantic Discrepancy (Kajita (1977))

(ii) Syntactic Reanalysis

(iii) Constructional Idiomatization /Constructionalization and Their Subsequent Expansions

(iv) Conservative, step by step

5. a2 3% Sk 0% LB HIROSGEBIE A T R0 S8 AR~ 5 Z L& 5k Sanst

MVLETCED  (Kajita (1977, 1997). Chiba etal (2003). i%f (2012), Nakazawa (2018), K= (2018) HZHH)
BRI

PRRAF- (2009)°The Derivation of the Ores IWen-Construction: the Mechenism of the Extcrsion,” JIL.S 26, 1-10, /A, Yoichi (1997)** A Corpus-Based Analysis of the Development of /s

Divopypingg™ in the Sperad Time Ja 1l Constraction,” Shiches m Frtish Ligrastics, ed. by Masatomo Ulaji et al, 181-196, Taishukan, Tokyo,/Chiba, Shuiji et al (2003) Foysrcal aned Theorcical

iy [ engriage, Kaitakusha, Tokyo, /Clark, Eve V. and Herbert H. Clark (1979)“When Nouns Surface as Verbs” Lanyguage 55, T67-81 1. Fanego, Teresa (2018) A Constuction of
Independent Means: the History of the Wy Construction Revisited” Erglish Leviguoage cond Lingrasstics 233, 671-699,/Fukuchi, Hajime (1976) “Quast Complements and Active-Passive Relations™
Stuches i Frelish Lierane, English Number, 105-126/Goldberg, Adde E. (1995) Comtrnictions: A Conspriction Cremunar Approach fo Argnanens Strictiore, The University of Chicago Press.

Chicago,/ [FERTER (1957) PHY Crai suh ekl 40s) Huddleston, Rodney (1984) htrodhuction ko the CGrammiar of Tnglish, Cambridge University Press Cambride/ Tshii, Yasuo { 1983)

“Quasi-Predicatives and Related C jons i English” Ungublished Mastar’s Thesis at Tokyo Gakugei UniversityIshizaki, Yasuaki (2001) “A Cogniive: Approach to the Histoncal
Development of the Wey=C o™ Snwdies inAfockm Fnglish 17, 5176, Ezral, Michael (1996)“The Way Constructions Grow,” Conepiud Sirucinure, Disconrse and Largguage, ed by Adele

E. Goldberg, 217-230. CSLLJackendoff, Ray S (1990) Serncnic Sraciares, MIT Press, Cambadge, MA Jackenndoff, Ray 8. (2007) Lavgnage, Conscionsness, Cultire, MIT Press, Cambeidge,
MABELCRER - BABB T (1997) [afibnle - BRGS0, 5 Kajita, Masaru (1977)Towards a Dynamic Model of Syntase” Shadies i Figlish Lingsics 3. 44-76. Kajita, Masaru
(1997)"*Some Foundational Postulates for the Dynamic Theories of Language.” Stuclies i English Lingustics edd. by Masatomo Ukiaji et al, 378393, Taishukan, Tokyo/Kirdher, Gustav (1951) A
Special Case of the Object of Result.” Fraglivir Studies 32, 153-15OATRRRER (2012)  [DSHo0iRin] Die, oo BUEEIR (1967) [HEimai— D OEAdisnen] =&5 &
AR (2018) Tplay arole (in) Veing {2350 PO in ORI L) TOSISNERGHEIFE] 25,71 -87) Levin, Beth and Malka Rappaport Hovay {1995) Unocousathvity:
At the Syl el Semanics fnferfoce, MIT Press, Cambndge. MA/Marantz, Alec I (1992)“The Win~constnicoon and the Semantics of Direct Arguments m English: A Reply io Jackendoff”*
Shostery cod Semmemtics 26, 179188, Academic Press. New Yok Nakazawa, Kazuo (2018) 4 Dysonic Stk of Same Demaine Processes in Eyglislh Cranmar,. Kaitakusha, Tokyo, Nichols,
Johanna (1978)Secondary Predicates”” BLS 4. 114-127/ 520/ (1988) [958 Zha bl @i 0 o0 v DS it 10 41 95,4565, B KERGE (2000)

[Ome’s Way fl Lon (R i o v E—Kidmer  (1951) it Z) THEREGTS 6 H 55, 34-36/ Omuro, Takeshi (2005) A Dynamic Approach o the One s Iay-Construction

m English: From Simple Composition i Phrarasal ‘Lexacal Idioms to Constractional Tdioms,” Enpical ar 77 3/ mir ] e, ed. by Shji Chiba et al, 588603, Kaitakusha,

Tokyo, KSR (2015) Wi a0 E4 5~ Biielspend DHERFTE ) DRUNT « BB+ [UHRUR G THRRIFEOIAL 154171, DR, 40U RSRIES (2016)

TR T & T oIS P ) I - S - ) D Tor—sSiniaon SR - S S FRERER] . 64T DAL T

FEHE 018) T bIEoREE2 Bl B AR, 050 Poutsma, Hendrik (1928).A Grmar of Late Modem aglish, Pat I P Noordhofl, Groningen, Shieber Stuart ( 1986) An
Introduction jo Unification-hased approaches o CGremme, CSLLSweet, Henry (1891).4 Neww: Fnglish CGrommer, Part 1, Clarendon Press, Osford /6 RAt— - JUBFEE (2002) [H 95500118
Al ARl T ) S R AR G, Al FERECE (1998)  [Cobuild Direct R L=~ FIRE—ISTR: - EFBErmmidiER FaaEs Al

255, 151-169, Tenny, Carcd (1987) Grammaicelizing Aspect cnd Affectedbiess, Doctoral dissertation, MIT,
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T & OHijiE A ) HRE S

— SRR SONR & R © & OHBE OB b —

(Children’s Utterances Consisting of an Independent Prepositional Phrase: From the
Perspective of Discourse Context and the Differences between Prepositions)

A 345 (HORIUCHI Fumino)
KHAL K (Daito Bunka University)

1. [ELHIT

AWFFE Tk, FEGASRITE G A) % Bl CHR
5%k (e.g. “Like me!”, “On the box.”, LL T [#if
BRI IEEE ) 1T RN T, Fh604k
EE 2R D, H linds LU
I TEDERBENRRS LR, 33—
AT —HELUITERMITR T, SbIZ, Zhb
DEFTHCBITBEDIO LG H TER T L%
L | FRICPE OI8O S A T R IR AF
L= CrEMMNEZAZE, EEOFE I
Lo THRITERELOBERNRELRDI LR TR,

2. BEEBLUET
2.1 ﬁﬁﬁ&%wmﬁ

W SRR O A Tl AT B SRR FE 53 Rk
ANZITOI (e.g. Brugman 1981; Lakoff 1987;
Tyler & Evans 2003), # O % feild 3 atrah
T&T=, Ll TRSOFFRIIEFIICESE,
HSCHALO S M T ABIAIC 7=, Hi
G D R RISV THER & I iF 203 T
A, ATE R HEZ OB GNEF BB
M7z (e.g. Slobin 19’}"3 Tomasel]ol98'?) &?ﬁh
ﬁ‘ﬁmﬁ{%ﬁ‘ 1 nrag—f_!fif_u_a)@f’ifi<$ﬂ%(
L’.#i'ﬂ‘?’f’ EDELED (eg. all over X) D

TR -FEHEhDZEERL, Al RIC

+H§LT’H/'(‘-?’0)’91'?75‘L LM RHDHIE
ML, L L, ZTho O e E R A Y
TTCWeDLHEFHENTORELFEO LR T
Y., 1 FEaEE AT AL T AR SR ReEE
PR TR TS ED oy v(cf. JEN 2018),

2.2, B OE G

ATE R LA DB G EICL B E2miT5L,
HiERAE T 7 0—F TOMFE (e.g. Tomasello
2003) WD OHD, ZD 1 D ThSH Diessel
(2004) (X, 2—/RAGME L Thekea OF
RBRESHL . ROZEE R LI, I,
FI B A S 4868 because, and, so, but
RO OE AR T o HIETAR S
BOTIE< BIO B - FALH DI D
HERR S AL 7= 5858 (B I RE) Db bad
Hinsetel 2 oL FoffizfEe+ 2T
fEbnDIoIzis, B I, HiEMEFTO
AR I, ERalc ko TRAS, Hilz X
when i, if £, while 81722301075 4
EoTREHENAMEAIICHD, 3B =12, Hidm
FEFHDER T A O LTGRO AR,
feralZ ko CTHRARD, Flz X, because FHii Bl
REHIHAEZRD M O®KICAERLSLT WD
2% so FIHUMIERHIL LS H B DORIHFDRIZ
AL T NZEREREh TS,

HIE 2 B ETHHETATHY, #
BERENLHI ST RS SHEM BN TIEH S
HLOO, fiE S 2 # (RTE OB Lo 155
trajector (TR)* H #Y5E landmark (LM)) & 272
WTENLOBEMEEZR TR THY,
fotanl DY SERIL 7B MRS Roh b ]
HEPEDS 8D, Diessel (2004) Ak % . AHfFgE
TIEFEBITE S Al E G ) AR T GE O fE i IS
AHEL, PR T O R RGEET 5,
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() AZIS U4 REEOZEk

(i) FEEERLARDATE Lo, AJHEIMFEFE T
O A FEL B BE D R

(iii) JeiTH8aE LD BERNE

3. BIRAE
AAF%E Gl CHILDES (MacWhinney 2000)

ZBLUTHI A RTRERR 7 AV A S OB 2552
—/NATC % Providence Corpus (Demuth et al.
2006) ZH\ iz, 6 A DOFELOFENS %
1~4 mOWM, K 0.5~1 ¥ A ._ﬁﬁiu‘:
A=A THD, ZOFND, BT —Z 0355

540 FELOT—2ERGBLEL ., prep F &1E
STHITEMZ &L RFEERR LI, 220165
R o LB bn 2 HHIEPERLIZEZA,
A2 3 Te /5503 9,939 il b7z, ZoH

20 i i G O AR 004 X S5 1,285 fAil%
L., ot gE Uiz, 7o, fidl4 %
FEDALOEIFEE (e.g. come on, fall down) @
JHER adv #7053 TW S 45 EID
HRITITE £V,

4. BIR#HER
4.1. BEICIECE=ZE

FELD A T AT HTE ) A AR FE O 4=
ERLMEL R RERITHD, SEFTNTE
NORE GO W H R CER 6 H ) 1v56
b H BN CEDOARBEER LT, 777 DK
I LORE A B ThHD, FELIZLD
because, and, so, but THEEAHIT &R DKIS
BN HEMBEFE COEN ThoTm &N
(Diessel 2004) . ZhulZbb <AL Al i A) B
P FEO AR OE B IR, LinL, H
Hér‘*:‘&m%‘ﬂi:m%ﬁﬂ*’%é& EDOFELLAT

I ] O P HH B A 0 0 23 fe b ) A B R O A
ﬂ;iﬂ&f?ﬁw‘(\ HimEde b2 0HIGHEKT
LK ZEdsbhsTz,

#1: A L otERoZ
B0% ——Alex
70% —= Lily
60% - Naima
50% —=—\fiolet
«- William
40%
30%
_
20% SN ee o
N o e e e
10% —
0%
168 71248 1318x8 192arF 253078
4.2, ﬂ'] n=] & a)*ﬁ

KL, a— " ANTHELICLHEHMEE
yib) J_ {ﬁ@ﬁfllﬁn—“{)uu %xj‘%&.u\ ﬂi]i_.n—.[mﬁi
MAEFCOEERELFELIHE R THS,

2 L 6 LS AR 2 o0 A AU

Al & 7] D ORI

SO | HE RS
1 in 2,329 278 12%
2 10 1,417 51 4%
3 on 1,500 163+ 11%
4 of 983 31| 3%
5 for 964 121 | 13%
6 with 853 97 11%
7 at 689 70 1 10%
8 like 582 2151 37%
9 | about 282 17 6%
10 | from 196 251 13%

ZInbbnAL 0 likel AT Al a) BN FE GE
TOAERFENZENL TEL., for, from, in, on,
with, at?D LR RZF <,

(1) MOT: Toad has the list.
CHI: Like me!
MOT: That’s right. That's right, you were
making a list, just like toad, of all the
things that he does in a day! (Lily 2:7)

U up 2P over | EaEE L TOAREUE T E ARG

FEELCOERB OO ZIzEEhizn,
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(2) MOT: Where's he sitting?

CHI: On a branch. (Lily 2:4)
(3) CHI: No, like a little airplane.

MOT: Okay.

CHI: In the sky. (William 3;2)

— 45, to, of, aboutZ = ZE & L 7= il & i A] B
AR EEO E R B ITIEF TR, HflZ oL
ZNEOFEILAIE R ) L) KERBALNGKD

FEMA] (e.g. alot of X, How about X?) <CHFiE
OEFEAEDFEODE (e.g.goto X) DHFTHI
HLAILTWADT=b (T, i F A AL THSE LT
T 2FHDIER (2D RRdoTe,

4.3. FITRFELOBRFRME

+ £ A i BE T H A i E R 105R
ICBEAL ., b2 B L+ 2 i & R A Bk g
A& EIT I RE L DO BAFRE L7, A& AR HE AR
b3 52% B4 (TRILM) 55 . TRA & §04k
TTREEDBLOREENFEL B ORGEN, £
T2IETRA S RB STV Ry (Rl Sl 4D 534k
SELTARLTWS) 2 E L. filx
EDORNPTEDOEATHREE. )T FELEHD
HATRFE I ORITEERELT2—FT 471,
FATRAEDFEHE O % BRI, TOFREER, £
(RELUCRIEFIMHMEE T FELEFO%
FHIVLBORFE ISR CEEHEN A IS
HHZE(R3) . HRPMEWEXIZEBORGE I
OIRTTEEHOFIE @I L (FR4) Hibiho
= (FADOBN I HORE A 30 .

EHIZ, SRGic BT A RERES LV
BlEoLl piEFES S ICaEMRERRLLTAE
AR OMHEED 7 — N HHER RSz,
BT 2l A L 3 55 T o Al B B A3 3 W vin, on,
for, with, likeZ % §i2, BOEITHRIEEDOM
FEZE RI=E 24, inReon| 3B ] (ML A 121
where 5[ 30) ~DIEEALL TAER TH/ 37—
¥ o(eg. (2)) MERHEV, EDIIN, FATH

A3 - ATEL A A R FE G 00 SEA T FERE ORE A

o m i
50 OFORE
o - BEREORE
1% = I
100 | o
i = I I | | i
—=
o - — . . —
$ @ o o & T S
b o o
- %o W

R4 JATREOREE DB THLEEOLEA L

80%

60% \
40%

20%
0%
1-64H 71248 13184 A 194 8-
@ﬁ[];ﬁl“—}fuj %**ﬂfn@b kLL = %‘_'1' $f%{)
Eﬂ")h?‘;‘o

(4) MOT: No no oh no it's not in there I'm sorry
it's in_this one.

CHI: In this one. (Alex 3:2)

—Jj . for, with, likelZ, Bl2VEE H L7= T8
[CFELPEREAMT 2E B HEHZ AL
T, MEERIICH, BT R ISE DR Heo-
construction (Ono & Thompson 1995) (Z{Ll7=
G CHOR IR T 550 Z 0,

(5) MOT: Oh a crown how nice.

CHI: For Belle. (Lily 2:2)
(6) MOT: You did drink juice there.
CHI: With a straw. (Naima 1:9)

(7) MOT: That's the baby Nemo look how cute.
MOT: And he started his first day of school
in the movie. didn't he Nemo?
MOT: Yes he did.

WAk R, SRR LA ORI AT

FEFHEOFE (BT LM R BER V2,



CHI: Like me. (Lily 2:7)
(8) MOT: Okay, let's dance.

CHI: Like this? (William 2:4)
(9) MOT: You gotta slide it down.

CHI: Like this? (Violet 2;1)

AT Gl A R S5 D like DHEEBIZHY 65%73
me X2 this HORERFH T, BlOFEEIT ke
me” AL CE =T 554 345128
ZFFRDH (e.g. (1)7) =2, EEITVVRDH
“like this"t S>THOEELF I ZOOEET
A (e.g. (8)(9)) MMHEVIRLUBEEINT-, KA

BN T IEREN O LR PR T FaE
OB LFE DSV TEASNAMIE N
BHHIEDIINBZ S,

5. BREELED
AT I ) A1) BEL AL 535 L AT 8 ] 0D B HH 703 e

LA IDRRI L ZL<BBOEITHREEL
Bl SITBN - CAR 2, fiE 66 Bk
R, BlOSITRGHI TR E%2 LD
LT ELTHARMMDRGENTEDHKT
HHEFIRFIZ, FHAELT 2 EOBREL ST 2<H
(L THDHET, Al GO o5 g2
PTG | D25 TVWAD TR W
nEEZLND,

-5 C, ATE SO FIZITBFE O P&
AR GECHTE G A L0 K& ER Ao
THOOLNDELHY, LT UL [ATE RIHNP]D
BN BZDBEHM G ED DI TR, Al
A, FEBMERTREEITAVENRR
FUNHLAE (R R A 0O B TN L= v
Ei) AR LT VD R Z — B
[CTRTER ) SV TH, fBlcL>TRA
DS RALIIRFEL TEESh TWAZER
IR D, T OBNILFE B (Ko A4 i<
ZEMBAIRFTLE VST ERE S04 LE
EEMIC TR A ERLO TR HAITA

DG BH AL F IR CRRIESh,
i TV LD TRV EEbiS,
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XRic T 2 2 FEEOBER FEEMC SR BRI BEICERALT
(Two Types of Instrument Subject Constructions in Context:
With Special Reference to Focus and Members in a Set)

FI fIEE (ISHIKAWA Kazuyoshi)
PR FRKFBE (University of Tsukuba)

1. ILBDIT
(1) a. The key opened the door.
b. John opened the door with the key.
(Fillmore (1968: 25). LA F F#RIZFHRE)
= (la)l, @, APEN 2 TERMEICEESRN 2 FENLERRTH Y, 2 oA
B L CiEsmr T h T iz,

- EBRIYEBL - B E TN
(2) a. The dishwasher cleaned the dishes. (Schlesinger (1989: 193))
b. * The hammer pounded the metal flat. (Goldbe:g (1995: 193))
— EHBEFFEE, R TRINZEREZGEFREFTHOFLFRIN I GEICERIN
5,

ao FH A B - et
3) The key opened the lock. (DeLancey (1991: 348))
— BEHREFBICHHOBIRB 2T IEER I kv,

(4) Mack (2010)
R RSO 2 N A REMEmAVEIE L LT, R CIEYE(L 2 LB open proposition
BRET 5.

(5) AFKROTIR  BEFFEW I, URICX > <2 EFET 5,
a. HHOFMAEILET S,
b. BTS2 368 £ T,

2. FEARRRIHT
- What happened?® fif & n] GE 14
(6) Mother : What happened today?
Babysitter :  Henry broke the crystal vase with a baseball bat!
(7) Mother : What happened today?
Babysitter : * The baseball bat broke the crystal vase!

(Mack (2010: 244))
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(8) Mack (2010)> L3 :
BEH B CAREINGICIT GEE LM ETAEE T 2E®RE LTCEEX 258
open proposition 2%, IR TiHELE TR TIE R SR\,

(9) a. The key opened the lock.
b. X opened the lock.
— (9b)IZ open proposition Z 5 L, ZIH X (3£ 51715 % 455 3 (cf. Prince (1986)).

- HEROER
(10)The semantic component of a pragmatically structured proposition whereby the assertion
differs from the presupposition

(Lambrecht (1994: 213))
— Mack (2010)i. presupposition % open proposition IZfE1E3 5,

(11) a. Presuppositions are complete propositions and thus can be true or false, believed or
disbelieved.

b. Open propositions are incomplete semantic objects, lacking truth values and inappropriate

as objects of belief.

(Mack (2010: 65))

(12) A: Who came to the lecture? (Mack (2010: 66))
B: NOBODY came. (Mack (2010: 66))
(13) a. Someone came to the lecture. ( ¥ Nobody came.)
b. X came to the lecture.
— (12A)2> 5 1E, (132) & (13b)23 M3 2 AIREPEDS & 2 23, (12B)DIREHATE 5 DI,
(13a) T3 7% . (13b)BELEZI N T W38,

- RIS X o THREFE R B
(14) a. * This bullet killed Joyce Alexander. (Mack (2010: 246))
b. The revolver which the police took from the appellant was loaded, with the exception

of one chamber from which a shot had been discharged, and it was this bullet that killed
Joyce Alexander.

(Mack (2010: 247))
— (14b)D 53 #31Z, open proposition & L T X killed Joyce Alexander % iGtHAL L. this
bullet H3ERERE LCAHEX 2H® 5,

3. BRE

32 g S

(15)Mack (2010)2 4B L =156, 2IE X #3883, RTEESI LI ELHLI S
EIRE W, EACRRBEEEBFET 5,
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-HA0EAICKH
(16) a. X opened the door.
b. X= thekey s {thekey;’AfB;’C;’ }

(7EEFEEEZ-FIC, @ERAPEREN BT EEMEIGEEPHL TS Z &
EZD

1&
25t BRRCBAZEUCBALETAVEAEBEET S,

(18) a. X pounded the metal flat.
b. X = the hammer «— { the hammer / this hammer / that hammer/ ...}
¢. X = the hammer < { the hammer / that hammer / Mary / John / ...}

— (18b)& (18)DEAWCH DO & ER TEEM X OMERRIIR LY, T T hos
127 (_‘rnz: é g 5

3.2. 2 FESE D E R RE
(19)a. EHL T L DXfLL (cf (18b) — FHOTEEFERL
b. A& DXL (cf. (18c)) - HRbVEEFFEEX

(m)ﬁ%mmhﬁﬁﬂ

a. *‘JfﬂoajJ nnﬁﬁi
Xfﬁf*ﬁ%éﬂ%fﬁ.ﬁ’)ﬁﬁ%ﬁf&% T UEE L, HEMERI NI LS. FF
HOEEEBM I, BZXFIcZzoEER Y0 L ) RFEE o0 2 0E
TEEDICHERHING,

b. S Vi E FFER
XIRCBEINIAZELEE» L, EEMERINWZGE, GROVERTE
L, FEEPARV P ERGIZRILAZEERZBNEST 5, HB5WVIEHL OHE
wERT-OICHAING,

3.3. Bikp

3.3.1. FrfE o 1 B R X

ERORHREILET 5

(21) GUIDE  : This display shows how the metal coins were made in medieval Europe.
VISITOR : There are all kinds of coins.
GUIDE : Look at the tool next to the metal coins. The hammer pounded the metal flat.

3.3.2. B 0 EE FEEREL

- L [l

(22) BOB  : Why is the metal flat?
KELLY: No idea.
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BOB :T'll ask you again. Why is the metal flat? Did you pound it that way?
KELLY: No, it wasn’t me! The hammer pounded the metal flat.

-
(23) GRANDMOTHER : Good boy! I'm so proud of you.
GRANDCHILD  :No, it wasn’t me. This cloth cleaned the dishes.

4. SYFEELHE

4.1, HIRABEFRE~D -7 7 L — XATHELE

QCAFIRENRETZ, FEOEEZ I OEAZEEL T, 20996 1 2% [RET 55
REZ 5o,

(25) The hammer pounded the metal flat. (cf. (21), (22))
(26) This is the hammer that pounded the metal flat.

a. PO EREFEEX (v)

b. &b VEHETFERMIC (X)

4.2. G35 HAGEZRIR
27 a. FEO FEEFEFEMB X DEG (cf (21))

b. b VEEEEMLOEHEE (cf (22), (23)
Zo~v=—H, ZOER/EMNATELIKLEZAE, [ 0723 Y]

5. 8BbYic

b. 2O I, HAGEXRHD (o273, (073 YT 2 2 L HEE
N b,

T %% ik DeLancey, S. (1991) “Event Construal and Case Role Assignment,” Proceedings
of the 17th Annual Meeting of the Berkeley, 338-353. / Fillmore, C. J. (1968) “The Case for Case,”
Universals in Linguistic Theory, ed. by Emmon Bach and Robert T. Harms, 1-88, Rinehart and
Winston, New York. / Goldberg, A. E. (1995) A Construction Grammar Approach to Argument
Structure, University of Chicago Press, London. / Lambrecht, K. (1994) Information Structure
and Sentence Form, Cambridge University Press, Cambridge. / Mack, J. E. (2010) Information
Structure and the Licensing of English Subjects, Doctoral dissertation, Yale University. / Prince,
E. F. (1986) “On the Syntactic Marking of Presupposed Open Propositions,” Proceedings of the
22nd Annual Meeting of the Chicago Linguistic Society. 1-17. / Schlesinger, 1. M. (1989)
“Instruments as Agents: On the Nature of Semantic Relations,” Journal of Linguistics 25(1), 189-
210.
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Speaking of X OKILBEREICET 5EE  H3UEDERN D
(A Study of the Development of the Speaking-of Construction
from the Perspective of Constructionalization)

" F (YAMAUCHI Noboru)
KEKXKZ (Daido University)

1. [ZL®IZ
@ T, PREREEE BRI AWV Y, FopkoniiR A TR (Traugott and Trousdale (2013)) @
B LIZEE D LW OB HED LI TWA, AIFETIE, FHlfFco—E LT, () ITRT XL
272, ahEEAOBRIZEF S D speaking of AIZHLY LT, FOiEHER S L TORCEEE 2L
DA BEZT S GIAMO THRIZETERIZLD).

(1) Speaker A: I saw daddy kissing Santa Claus.
Speaker B: Speaking of Santa, what did he bring you for Xmas? (Rodman (1974: 450))

@ [FFHED of DEHIZIE NP /1 TlE/e < whichwhom/that 7¢ X LT 2G50 HS, —0 X5k
speaking of 112 fHEI1Y(Z speakingof X (LA#% SoX L&D &P 5,

@ TH, SoX |TFEEMOBEICHEM Eh AdEETE LT, A RBlarbBEniED LT
(e A (1993); A (2013); Bai (2015); (LPY (2015); KKl (2016); 549 2017) %), —iBO5Et i
Tl3, speaking of which AESEIEAE AT 2T v 7 & LTREOUEEZET T2 LW iR s

Tu%, Ll speaking of which ORES{EAHHTIE, W< 220N EN TS (LN (2019b)
£,

@ FHIETIE, MEkONHrE 38 e, Wbt SoX OB E TV D Lo 5, BRI, (A
FHUE, FERELHALOE O BRI O ERA~DER AT DB 441 5 BEEER & L Oy 420 7 C
W EET A,

@ FUMEOMERLE, LATFOm0 Thad, #__fiCld, Traugottand Trousdale (2013) (2 L A Hf (L & A
{bOTEREHGET 5, H_HiTIL, speaking of Oy L b SoX 1384 Lk AWl 2%, FM
T, SoX OWSUETEIERL, FORMEZBGEH 5, BHEITIE, 2UoELDHEE~5,

2. 3L EAETZEAE - Traugott and Trousdale (2013)
@ Traugoit and Trousdale (2013) |2 LAuE, AR SN DiFRE, #3UL (constructionalization) &4
WA (constructional change) (253415, £HFh Q) & Q) DL ZERSND,

(2)  Constructionalization is the creation of form,-meaning,,.,, (combinations of) signs. It forms new type
nodes, which have new syntax or morphology and new coded meaning, in the linguistic network of a

population of speakers. [....] (Traugott and Trousdale (2013: 22))
(3) A constructional change is a change affecting one internal dimension of a construction. It does not involve
the creation of a new node. (ibid.: 26)
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@ iUk, BEHEOMCR v FU—27 BIZHMAATR T, B LUV E B LbiEsko~7 1 >
TIfE SN Z L THD,

@ i b lL, ERAY - BLEEAY - TEREAYA I O T X A b T A, WU kT,
{LORIEIZRAET S, UEORNCRAET 28T TR L) LWpEh, Zo%IcRET 22k
I RO ) EFEENS,

@ M ULOPHAT, kO GEbOBSA 2 128, (ERORVINARTE ShQndenize, {E
FASROOTER 5 & - D kel OO LRI BT A 0 a2 Th D (INEFE 2018) BHR),

3. PEAMESUN S Speaking of #EXXA~
@ AT S SoX I speaking of DR CIZHAT A EEZ LA,
@ Ko @) OTHERL 1915 FICflER Sz, speaking of DTS L TOEFTH S,

@

[...] A delay in reaching a decision had thus been caused, and the President desired me to make a careful study of
the plan proposed and give him my conclusions.
Speaking of the general question of doing government work by contract, 1 expressed the view if the con-

tractor is competent and is receiving a return which insures him a profit, the contract method, as a rule, is easier
for the administrative officer, [...] (Corpus of Historical American English; George W. Goethals (1915, Mar.)
“The Building of the Panama Canal,” Scribner's Magazine, pp. 265-282) (Bai (2015) Z:H)

@ TFHIBHMER SR MT I XV ITBCEBE 230179 Z L o— AR RIEIZB L TE <58

iz,

BN v s WS BRI EFRFRENS,

@ speaking of DT E L TOHEFIT, FHEIRROBICHEM SN D SoX LIFAlS, EHEIZRHVLTY
fEREnD (5 2.

(5)

[...] SEC Commissioner Greg Sankey declined to discuss specific developments, saying he had spent the open-
ing weekend either at games or traveling to them and, hadn't seen much TV coverage. But speaking generally of

the trend toward acceptance of sports gambling, he referenced an opinion column published in November in
The New York Times where NBA commissioner Adam Silver called for betting on professional sports to be le-
galized. (Corpus of Contemporary American English; George Schroeder (2015, Sep. 9) “ESPN’s shifting line
on college football betting information,” https://www.usatoday.com)

® THAEEDH-LAMT [AR—YEEORRITHEIT E@IZ>VT LY ik <5881z, #%

(- - - dWnHma—a—2 - FALLAEICHEIK SN - ERMIZES R LT-) LEREnD,

@ LIEDXHIZ, JFD speakingof FIZIE, HMEIAAA ST Dikahws L COME (1) 28) b1F
EHUE, RS E UCORIELIAET D, SoX 1, speaking of OF37l I 5 SHEAN N L 7o

©

EEZBND,

speaking of D/yFHE L (4) M) >  a speaking of DL ((5) B
b. speaking of &3 (1) Z:1¥)
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4, Speaking of X D#E3LHHT

(D AHFEOEIE : SoX 1X, 8b) IR T LT v 22 FRLTEY, TOMIMEKRE LT 9 I
BUF B OFFETIBGEEAE 9 FGEEE & LT, oUbaisyting,

(8 a [y [y speaking] [pp of X ] ] ((4) (5) ZH8)
b. [asp speaking of X ] (1) i)

(9)  FEEESHUCPES TREERMEOREE] (Grice (1975) ~OER ZFEF1T 5,

[A] BRI DEERDEYILT

(10) ELAINE: [...] and eating spaghetti at two in the moming. JERRY: Hey, speaking of tomato sauce, you want to
come with me and George to Mario’s Pizza? (Seinfeld)

(11) EMMA: You're pretty handy for a writer. Where’d you learn how to do all this? AUGUST: Wood shop. Eighth
arade. MARY: Oh, speaking of school, have to get going. (Once Upon A Time) (1IN (2015: 188))

(12) DONNA: Well. I believe that if you want someone to know how you feel. it's better to use the direct approach
like this. Don't go to Afiica, dill hole. (DONNA HITS ERIC’S UPPER ARM) ERIC: So, Hyde, speaking of annoying
women who hit, have you heard anything from Jackie? HYDE: Nope. (That '70s Show)

[B] ARSI DOFHIEDER Y LT

(13) CASTLE: It was pretty cool, the way you filled in the story there. I think I must be rubbing off on you. That
sounded dirtier than 1 meant it. ESPOGITO: Yo Beckett, dispatch just got a call out of Connecticut. New Haven
PD have two women involved in an altercation. CASTLE: (TO BECKETT) Speaking of dirty... (Castle)

(14) Lissa: Can I play her? VALERIE: Only if we end up doing pom star runaway or eating disorder. SADIE:
Speaking of slutty, how did Jenna get out of this? (hwkwerd)

[C] &REfIEDREM

(15)  A:I've been craving Chinese food. like dim sum and soup dumplings.
B: I enjoy a mushy pork, speaking of Chinese. (Rodman (1974: 465, fn. 5); —HHEIE)
(16) But, she made somewhat of an appearance on this weekend’s iheartradio awards—which we guess are like
some hip, 2005-version of something called the HeartRadio awards—at least, in pre-recorded form. She was
there to introduce her new video for her song Delicate, which, speaking of 2005, sadly isn’t a cover of Damien
Rice’s weepy song of the same name. (https://fashionmagazine.com)

(D] MIRFTOER

(17) HOLMES: Like mice running a maze of his own design. (HOLMES NOTICED DRUMMOND ENTERING) Oh,
speaking of vermin. WATSON: What is it with you and that woman? (Elementcary)
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(18) MARTHA: An actor learns to make sacrifices for his craft. Besides, we’ll all have plenty of time to sleep when
we're dead. (CELL-PHONE-RINGING) CASTLE: Oh, speaking of dead. (ANSWERING-THE-PHONE) Castle. (Castle)

[E] of DEMEDESE

(19)  MozziE: Providing we find a way to start selling off the art without alerting the feds. NEAL: Yeah, speaking of,
Peter and Diana are up to something. MOZZIE: Feds? Up to something? Quelle surprise. (White Collar)
(LU (2015: 196))
(20) JOE: She’s got feelings for you, Barry. She may not know how to deal with those feelings right now, But |
know her. They’re there. Always have been. You know that, too. BARRY: Speaking of, Iris just sent me a 911
text. (The Flash)

[F] Which speaking of... MFE4E

(21) 2. The 1990-1991 Flash Television Series [...] and actor Mark Hamill plays the part of the Trickster, a role he
later reprised in the Justice L.eague animated series. Which, speaking of...
3. Justice League and Justice League Unlimited There’s seriously a lot we love about the entirety of the
DCAU—it brought the world Batman: The Animated Series and for that we shall ever be grateful [...] (Kevin
Mahadeo (2013, Aug. 1) #5.2 Reasons We’re Flash Fans.” https:/www.dccomics.com)
(LI (2019a: 140-141))

(22) [speaking [of X]] > [speakingofX] > a. [ speaking of which/whom/that/o ]
b. [ which speaking of o |

5 BbhYlIc
Sk

Bai, Y. (2015) “Different Roads to Discourse Marker: A Corpus-Based Study of the Speaking of X’ Construction.” 14th
IPrA Conference, 26-31 July 2015. IPrA. || Grice, H. P. (1975) “Logic and Conversation.” Syntax and Semantics 3:
Speech Acts, 41-58. Academic Press. || 17 (2017) T/yaa2dBlakabtmakit & 2 O %M : B350 5 O
ALl THESCOESR A0 ] 43-64, < A LBHIR || AWk 2013) [FREERE speaking of A DFSHE &
EATFET 5| [MBESERE 2 H ARG 10 EEATRITE] 153-160, Bl GEHTE A A A

CiB || NBFSESLF (2018) THESULT 7 o —FIC X 5 kR g8 [IEEEARR O] 116-140, U
#5775 || Rodman, R (1974) “On Left Dislocation.” Papers in Linguistics 7, 437-466. || {54 AIEZ (1993) [speaking
of Datilam TYEE™] 139 (), 22. || Traugott, E. C. and G. Trousdale (2013) Constructionalization and Con-
structional Changes. Oxford University Press. || LIPS (2015) [Speaking of O fliHgeF 3 %rtidbAbE %L

PaEREESCERAE] 22, 183-199. || LIS (20192) TEE#EAIZE51T% which speaking of DR FHEEHERE TN
Aah R AR 21 [IRaFEAGH ] 14, 137-144. || LLUPYH- (2019b) [Speaking of which O UL T
#) [oelalis PR 37 IR L PRI || Bl (2016) TRRGEEE “Speaking of X Mk
RS FEEOTR E a—SZARMET D b0 Tl TRFEASGRiE] 64, 47-64.
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HARBERE T EREFV VRV T L
MRE-FHRA v ¥ — 7 oA AITRERERORTEDS - T
(On the Representation of Information Necessary for the Syntax-PF Interface)

TR E=S A B AERUNTZREE)
Bl FER BT LT SIREE)

A ¥ (FEIZERF)

R R CREERS)

o B (REKF) (A IE)
TA4ARyY N ZH EE (BT

E309

BEHHA (549) BR

=D (3049 THIBAEMRMBRIZEIETERICOWVWT]  AF - 5H

RBRO Q&mFﬁéﬁwﬁ%m%ﬁﬁ;Uﬁ/«memmﬁﬁﬁﬁ
B2 R iz

®%#B  (304) Pred’ ﬁm

{RER (10 %)

T4 AHvay 304) ZH

2E&FE#E G5)

R

N ERERIIEONT-REOES, BELHALTLHOOBRIETHLIHE. B
FOPFEIC L o TERSNIZ 7 = A A% FE - BREPNIE S 720 DERED A ERE
T 5, ERIC, BRIETEHRBLOMEE®RR LD VI —T =/ ATHDH A
T T MIBWTLETSRIFRZRIE LR ITIER5R0,

L7 L, ER3RI2R L CIEBEB L OBEROEZITE TN R T 2008 BETH S
A3, Chomsky(2013: p.107 B LU M. 12) bLIE T 58 YV . £ ZIZIIEXTMEDRTFET S
AR H D, I 6IZ, HEFEROTRICE S SFEERTMAPBE I NT-HE. IRE
EOHEAER CERIIFEETMICBIT AR EB AN TEZERLRERDL DV
EENUBEOEMICE W THRbhDZ & e D,

KR T ATIIRER. T, FERICO D IME ISV TSR LW
RBRORBAHLERL, LVHIRINEZEEROL Y N E2B XD,
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REEE

#RO THIBRDPERMBRIZRIZTREIZONT) O~ - ikH)
BRERIT RZ RERHELB W THIBRDSBWARICEZ 2 BEBET 5, FlE,
why-stripping((1) 2 ) RLEAEISZ(QZ R EOBRACEEFEO —MOKRE 2774
Rt SCTIE, BAKRE L L COIRMARRIARIRITIR D #E< | MARIAER O B FIRETH
Ba
(1) A:REEDBTHRICFEEZHIT T,
Bu:72ATE (%) ? BaR A THIFTZ (D) ?

(FZ2 T H5—EBAIEEIR : F4 LIZBIT 5 ; FEEREVERR : B 5, ME#HTH)
Q) A:HOLEIIIEY R/ERD?  BARTT,

(&1E D —HERRAIAEIR « OR—h—, REZD) HE2EHZ L ;

FERERREIRRIR : L EZ T RTHZ L)

AR TIL, YZOIEBRBERO K anzx U, [IEMAAIARIRIT, 583 FRFEME)
DO HEAOFEFRIZFES X5 (Encyclopedia) P IZBWTIRESND] ¢354
#ovfEsR (Marantz (1996)2 ) (TR L 7= 2 1R T 5,
Marantz, Alec (1996) ““Cat’ as a Phrasal Idiom: Consequences of Late Insertion in
Distributed Morphology,” ms., MIT.

#EKQ BEABOTHENERB LA /< F-SEEOERARRICLELRER)
BE BF A kE)
B R E AR ILEBIC B W TG e B e shs, LvL, 3E—7F
FETIX A 2ETHENIL2TEEBT S,
(Na BELE/ERE b. B0 /3D
(2) a. FEODWEEDD OIS b. &IELVVEIXLV/EEXLW
WIZ, EE IR EGE L B (kAR TA /v hAATHEFFELLICEFOOKES
RIZLENTES,
(B)a. FAlZ (FEIZIT) oD/ VNTIBITL/EZE L&
EBIC, 2F—T2RERBE LA )~ FROZTEEEL SLITREEZ RSN, 9
T722WHOITEREN S 2 WITRIEGERIZ LB Bz,
D a BDEVBEIENRITET, b. BBl FRN=TL T,
SEIRERICL > TN O E2HAT H7-01C, BEREOFRSVNIRFEL LTE
HEh, £/2, BB ENFTEHRATEOL Y ITREENTWAONIZE L TIRES
1T9
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FRKOQ Pred’] D B (EEKF)

AJEFETlL. Matushansky (2019) 73 Pred? DIFFEICEEFR A E L TV DA DX L., F3E
BLOHAFBORZGOSZBEL T, Pred OBE ZALMNCTEZ L4 BEEL TS,
HAFEDOB 5.75>5 1%, Nishiyama (1999) |2 k> TIREINTWD L H1Z [T MHEE
BETPred & L TEIWTWAZ L 2R L7Z LT, Pred OFRERMEGE N 7= b7
T2 DEICOWTHRETT 5, F£7=, [T BHORUUTHHRTHZ L2vb, Pred 3E
REFTTH-OOFOEMEFEELBRICH D Z & 25 U, KO/ N EiD Y ERE
NEDHELI L TH D Z & Z2FFT DI Pred® & Foc DEBRMEICL LD THD LD
AlREME #IB%ET 5, Pred’ 7 Foc® L HLIOFIG TH 572 HIX, BRI A58 Lz
ZEEBRTAEVIBERNEBEAFETEL L, 20 LERBRANLED
haE@gcEzxohs,
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HIFRDERBRICRIZTEEICOVT (J)

(How Does Deletion Affect Semantic Interpretation?)

AFHEF (Hiroko Kimura) RLELE# (Hiroki Narita)
FFEIFEKZE (Chiba Institute of Technology) BB (Tokai University)
1 ([FLHIZ
() A KERIZ{FIELEMANZLEMAIEIEE/m—TIZEE BBV LW,
Bi: 7R A TP/ a—")2 (Why-stripping)

B 7RATIREE?E*FIRLEE AL E/MMIZLE E/n—T T LX)
B:: RAT{RIZLE/MEILEIMMITIEEZ/n—TITEE)?
(2) A: Ben ate [nswéet potatoes]. (7~ 1) (3) A: Ben ate [np swéet potatoes].

Bi: * Why sweet? Bi:  Why sweet?
Ba: *  Why potatoes? B2:  Why potatoes?
Bs:  Why [swéet potatoes]? Bs:  Why [sweet potatoes]?
4 A Z o TFF S DIRAE?
Bi:  {F/(B)=FHA0L TR L, (RIHEISZS, fragment answer)

Bx {EMLUB)EHIF /IR BALE LY X
B) A DOLEIHREVIHFEL LWL,
(F#& % (compositional iR (R —H —, BREFOVEEI1ESL Z &,
FERE Y (non-compositiona)iFFR:&E 23 H 2y DR DA T RT 52 L)

Bi: 72AT&R? (*FERRMOBRIR, * IR RN ARER)
B RATHEIED? (*AERRAVARIR, o FERERRAIAZIN)
Bs:  7RAT(HDEEDY))? (CHERRAYHEIR; o FERE R AIAZIR)
6 A BHWOIIMEYN BHEERD?
B: #&TY, (* FE ARSI, *IERE R AIATEEY)
(7 A: Ben is trying to find (any) [black shéep] on the farm. ([n black shéep]: JL/T#)
Bi:  Why black? (K HERRAOBER *IERERRAVAREIR) o ATERBE R O Bish
Ba:  Why sheep? (% FE RO AR, * IR R AR
Bs:  Why black shéep?  (*HERRAVAZIR: % FERERAVAEI)
Bs:  Why (Ben)? (FHERR A MR, ok JEREREIARRY)

(8) | FEMERRRYAERIZ R4 2 — ML : JERERROAEIR 2 5F RS X, £ O — SO FE O Z 3 E

J—'(focus)&ﬁ Hah, HIFEEEOER S (remnant) & 72 - 73613, IERERRABRIR A A A
HEL 720 . WAV D A ATRE L 72 5,

.719'5%::3%@ HiY) : HFEHIBROBEE T, W50 1 & TERAREFCIERM AR 0w
VR RESNENEREDLZ LIZDD

* A ZE L ISPS BHIFEE TP16K 02779, JP18K00660 MBIk & 52 1T T4, a8 f# & 141 5 5512 Bridget Samuels £
[Sallat <5 S TR bl TR " - R O i 8

- 100 —



2 A TAFLEBEERR
O (8) DFTIEHY — AL I ZHERER 22 SR (i ) A 7 4 A LENC LU TIEE D,
9 A EKEBHEIZ(E- Ofif % HIF =02
B: F(%)TT, (“%rlzﬂ"}ﬁ%‘&-ﬂ?%?%’ﬁ--*;Eﬁrﬁiﬁﬁf@%ﬂ-r&otjﬁ{rﬁé?ﬁLr‘:)
Ba: * {HAVEENE)TT., (HFZ2biIF5:boMAbhizne s o, BAEbif5:
Bup4%; HElZ ST B HHEE T
(10) A: KEEBHRIZ(E» > OF&2 b,

Bi: A TEGEZ) (*HERATARIR; *IERERRAIARIR)

Ba: A THITF(D)? (R AR AOARER, 7ok SRR R AR ER)

Bs: RRATFEHITE(D)? (A ERAIARER,; o FEAE R AUARER)

B 72 A CORER(S))? (* AR o JERERLAAFAR)
(1) A: John hit the books yesterday. (hit the books ‘study hard’)

Bi:  Why the books? (S HERRIOARIR, *IERERRAVARIR)

B2:*" Why hit? (K HERRAYARIR, *FEREAAYARER)

O(I0B)EDHIIERENEDLN, ZDZ LII®)D (LD & 1T 5720

@ RAL: (10B2)D L 9 7o EhalF R 30 5 2 B2 Al 2R £E si(polarity focus, verum focus)|Z [
LA, HRERORRIIARTRETHD

— (10B2)iZ F-& lf 2 DI E 5 2 D88, b= OB skic k> THRLNHREES
(alternative set; ALT)IZ, (11a,b)?® X 9 72 KEROEMEDEAE TIE72 < ((10Bs) TIX Z OFERA ]
), (11D & 5 RFRORE/HEBOER L 2D,

(12) a. ALT = {F% ®\fTz, HEHITTc, BEREH LR, o7, HiTie, )

b. ALT={®ifTz, Tl Eof, TFhWi, Z7ux &t ...}
c.  ALT= {KESNTRIZ(AD > OFEHIFTZ (10A)NTE), KEESTTRIZ(AH
> FEZ2HIT o7z (10ANEA)} (cf. ZRATE S LizD?)

@ (10B)D K O REAIRIT, ABETIIARL, ZRICEFLE LTHE L TWVD T(H 5 U Th
P4 9 BEAERIRE Pol)lCE A5 Eh T é:%x bihvd, AK#EhEL, Bk T
1372<, B ETHHESREIEI T/Pol OFFRHNEXZDOIHEAINTWIEFE L
ZE 2 HID(cf. JeEE O “dummy” do; Sato & Hayashi 20]8 DO N->T—C #0 EiFB#E T LS
Rz &)

(13) A:He (didn’t) hitdogs. Bi: Did(n’t) he? B2: Why not?/Why did(n’t) he?

(14) A: RER(eh-o)=, B1 R(Z2do)le?®? Bz 72A TR D2)T=D?

@1 Hic Rk hEaEAFAICOVWTIE, BEEROMEIZZLZLELRY, LoT,
(1B)D X 9 aL-&mfm_owc L®)D— AL PINEM AL D

3 HBEXICHETLHERENEENEE

O D —Akix, — R, AW UTIZBIET 2BAHU LOWEE E LA2WAITE
(Culicover & Jackendoff2005, etc.) & X FF T H0MI LA D705, T b OFWEHE SCTITHENTHT
FESNR2VEERFET D L T 5O 5 5,
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3.1
(15)

(16)

)

(18)

(19)

(20)

3.2

2
(22)

(23)

AR 2ETHR ERGEE—HIC)
JEREIESHT| (Culicover & Jackendoff 2005)
 BAHOWMEDOLNFEEL., SRS hRVIEILEFEE LYy,

A:  KEEDBTHERIZ(MA> O E H T =02 B: [ F]TH
T (Saito 2004, etc.)

 BEUE SR WEGEEFFD proXP7E/TT ) WO RBHELTH S,
pro;’%—#b{%t [ F] T

(Saito 2004, etc.)

RV EIXOEAULEZ 3, AHEHID PFHIFRE L5,
{@ﬁécaﬁ;é%@:eﬁq#e@f- SHHR R OHE T, TF
B E) 5381 (Merchant 2004, Nishigauchi 2006, Nishigauchi & Fujii 2006, etc.)
o3 26 L0, BRABOLERBEK, PFHIBRREIEHN SIS

[Focp [i+F1 TF1-(%): [Fine ARt =0 72/T7) CE[+F] = £

JEREENIBR M| (van Craenenboeck & den Dikken 2006, Kimura & Narita to appear, etc.): J¢
1730 & AT SO D B B R R 2 ez & £ 7= £ £ 0 PF #llBR(focus-in-situ PF-
deletion)33i F = 41 % (cf. Focus-inclusive Deletion, Kimura & Narita 2016, 2017)

R F(2) -] (0 72/TF)

- BiEhd 0
. * PF HlB&dH Y ,;;1,.-'.’. &5 Hr
- HifEESH Y
- B2 L

- PF HlBR7 U — RS

- fi EAE Y hT
ﬂﬁﬂ‘]ﬁ ﬁﬂmﬂﬁ (Kimura & Narita to appear/K&N)
A BRARIIA T U T E e 1O HOREIZ LTZ0? (71 wh B 30)

Az BATRIIA T U T 2 NFEF AR OBLEIC L7202 (BAFE wh BEf30)
Bi:  {/— AR} (7Z/TF) (OfF Az ok 5 Az )

B2 [np [gem @]-00 BY] (72/TT) RF A% % A2 ")

Bs:  [ne[er BIRIZIT-72] ] (72/TF) Oof Ar: % xF Aa: ¥)

Be:  [nefB [op —A]] (72/TF) GoF Ar: %% %t Az ®) (K&N:(3))

a.  BARIIA TV T BN AT OfRMEIZ LT

b."" BAIRIA T U T NI [dem $]-0 B)F A ORI LT=

c. * BARIIA T VT %[n[eler BEIZIT 5 2 RIF A OB A LT

d. * BRARIFIA T U T ZNNe B [op —AJFA]|OEEIZ LT (K&N:(4))
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(24) whEEW 24 Y 209 EETES [N W-Y]/[n Y-W] & H s wh 86/ SCIZW T, #
AT D EMIEE X (E/TDORBEZ, [NX-Y)[NY-X]E WX EFSOBEETED
Wl LT 5 (K&N:(6)D—fix{k)

(25) HEGEEAYAHE FIME(structural isomorphism) D ZfF (K&N:(13)):

HIBRO@E ARG & 70 5 XP 1E, JEiTHEE YP L ESERICHIFE TR E e B,

(26) a. [Pl U B IR — AR e L= (= (21B)
b. " [ttt eE U T Fe b np [dem 3D]-0D ﬂf%}%#}@%@wb—?‘—} (= (21B2))
c. * phAleldg s by ne[cr FIRIZAT o T2 | IR enfid e = L=} (= (21B3))
d * Phbeteld g e U Zebonp I3 [op /\]]ﬁ#—]@ﬁb@-rrb-‘f:} (=(21By)

= FEME IR IEFEN TR & OFFFRAERIMIE Z (BUE L 2 WAl Tl [A— O RS E

ITXOMWEEIZ X » TRBENERT S L0 7?%7&:&Hﬂr%f£u\

27) A FAARIEA T VT Ehe £ L0 AOREIC LTZ X

A BAIRINIA T U T ENAEFFA) DA LT &

i

1Kl

Bi:  RATIES? (C6F A % X Az o)
Ba: AR AR/ — ANIRY? CGoF Au: %5 %F Az %)
Bs: 72 A Tve [aem B ]-0D 1R]? GoF A %% & A2 ")
Bs: 72 A Thwler BBEIZIT-72] 1H]? GeF Ar: 9% % A %)
Bs:  RA TR [op —A]? Cef Ar: % %F Az ®)

=why-stripping !i)LfT)LO')’&ﬁ— RERFZOFEZHVETQBY)OL I REXE LHIZ, ERE
FEHNORRA TSI THRDQRIB-B)D L 5 R LARETH Y, BFEITHOWVWTITRIE
0y (25)0)%1_&‘} pl -PEDSRIFIRE D,

3.3  FEREBIRA~DRE

@ HAFEO—HEBRHIBROBAICND L0 ) EEIT, FERNE»LOBEIC LD LLE
ARHETZ &\ — RN BB 2T, IEBBHIBRGYT O 42 R 5,

(28) HAAREAcFE U F Ry (FXP) MRS O flid el L GEBEhHIER )

(29) (Mn(XP) W) FAdetia ez U F el t-f b DRl L= (FE S HHT)

(30) (AR U T Zety o i HIRREI T F=DHE [(XP) MR 72 (R

4 EHREROREAN—ZXLOSBEELVIEFIZDNNT

4.1 HIBREERBBA

@) ARSI ICHEREIC L > TIRESh A HIRRICHEB I AW (cf. (8))
AR A AR E |2 S 2 B BRI CHIBR) O RICE A &

(32) FEHERYTR (RN HIBRIX PF & L(Spell-Out)d» % 12f7Hoh 55 &H;FEH FACT=#ET
b, B OFEIC ff“”ﬂﬂé%wfﬁmw (cf. (34))

(33) 4riEhiEsm(Distributed Morphology)((35): Halle & Marantz 1993, $7(Z Marantz 1994, 1996):
a. MR EIR T, FOMEFHEDOAIZ Lo TRESND
b. FEMGRR AR L, EEBRERFY 12438k L 7= Encyclopedia (=X - T, $FIZ Vocabulary

Insertion DR IE-STE T A(late insertion) L5
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— OBOFEERRO X 5 7. ERIRES BRIz RE KT Z &a:a*ll,c T NWPLE

(34) (35)
IR O THREH O ks
A EROTH O 2 B Narrow Syntax | i fif &
M- EOEHHE - IEREONE PF HiER—
l Narrow Syntax ]---#J%‘r’tfj{ﬁ'-{? ""'?
PF §llj&— I

mum g o
WA - RiE I
SEM Vocabulary [tems @235 25 <
B « HREARIE RO « PUE

(36) |#2%ED PF BRI Vocabulary Insertion 1 ¥ & 4:125 H &, PF HIBRZ 7o (21X
Vocabulary Insertion [F3# i X172V (ef. IRAEDFEH1E; Chomsky 1995)

@ AT 4 A LKEEOIERMEAMIR T, Y GO RFEIZHT 2 Vocabulary
Insertion % % & |2, Encyclopedia (= L - THBAEAYIZAT 5 240D (cf. (33))

@ Bk EZ - ERITPFHIBRE AN D (cf EANEMEIER, (19)

B7) A: KEED[whEIZ(A> TO)FE2HIT]-12 (F HERRAYARIR, o FERERIARER)
B:  72A Che—{pn F(B) 2 (* FERREI AR, *IEHE R A ARRRY)

(38) a. I T YA N S B b. —fe—lirn v nH—H—=
@ @ MR 1@ (BIBRIZ L fage/DFi AT L

fte/  [agel (—@IHERLAOBEIUL ) @PF Ik Mte/  —IERERORRIRGT R
4.2 x4 X(phase)l=EIBHMIRE

@k LM 721 T o A AREERES ﬁﬂl&?éa"bé fox JHﬁﬂiﬁ’]ﬁﬁﬂ SHERF S NG D DM
(39)  RAT Hpr KEBD Huwr ? (IR AR

T

(40) [#22@ HIBRX> Vocabulary Insertion 72 & G)fs’ﬁ'[ﬂi'? =4 A(phase) = & IZAHIAIZIT o
% (Chomsky 2000, ef seq.)

® ERFMEFFITEHO C (253 why R Foc 22 £ C ORFEDRE) B O—EK
(Agree)lZ k> TR UHTRA SN D720, +FIEZOHEIZERM CP 724 X
ECHREESND

(41) a. [»V n] b. [w...[nelte/n] [ V]]
? 0

. Jage/  (—IEME RSB 5)
C. [cp 72 AT {'[nP J_ it e ame— ] "PDFTIJ@

— iz L B[+F]eataf

/'\
. f’tarof ”i)\focabulan Insertion

— VP 7 A XA "T?Ff%hkﬁ"}ﬁff%“é’ 5 %2 B7-0(C 48 Vocabulary Insertion {Z52 T L
TEY., RITCP 7 A ADOHIBRERIEIZ X » T vP 2K HIBR S 5
(42) 7RAT PR RO ) T4 | H=0]? (IR AR EIAZIR)
a. [wy nl b. [w..[wy nl [J_ v] ]

[+F] [+F]
Lot st o /T fagef
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C. [LP fﬁ AT {_[P:I'P /taro/ HI—'—'—{TF—"'""[HP -4(_ H]W] Dk
[*Fl ¢ C @ gz ka+Floge
i @Vocabulary Insertion
(—/age/ iRz & IERERY
RIS TcE Ry
= VP T x> A AW TIHEIER AR IR & 5 2 2 T2 2403272 Vocabulary Insertion 235¢ |
LTV (FED P F[HFIZMHE5EN TS EDICHERRREIND)
— C 7 A A The/ AT BEEIZIL, CP 7 =4 XOHIBRRIEIC X - Tlage/iZifik LT
W5, Lo TEOWFOERIZL > TRE SN HIFEHIREFEAT L Z LI TE
AR

5 #5EE
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The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

BEBOEBRNERL L UF / < FREO BRI L E R ER
(Information Necessary for the Phonological Realization of Compounds

and the Semantic Interpretation of Mimetic Predicates)

BJR  BAF (Sacko Urushibara)
FEAINTESIARZE (University of Kitakyushu)
1. &
(1) AEEOHHY
SyiEiERs  (Distributed Morphology : DM) OFsfLZ 25T Spell-Out  (LAFF) 124
WTED LS et LB ZRRGET 5

(2) DM @5 (Halle and Marantz (1993), Embick and Noyer (2007), Embick (2010) ft)
a. b am ORI A (terminal nodes) 213Kk D 2 fEOER N H 5
i) sdtR (Roots) : HIEFZRH D - open class
i) S ERLEEEME (morphosyntactic features) @ 5 #7572 L -+ closed class
b. AEARIIHING & FE7o 2
C. HUMFIIPERERIGTIZ X - CTIRE—  GHR +ISRERING = [ GE ARG )
d. Spell Out DR A > kv PF ~Oitafe Cih%effi A (Vocabulary Insertion : V1)
e. LF TOMRRIZ 00 % T~ TORMEITHHRGIAAE L TR b2

(3) LISTS ACCESSED STAGES OF DERIVATION
Access to Syntactic terminals > Syntactic derivation
v
(Spell Out)
Morphology
Access to the Vocabulary >
PF LE

(Interpretation)
(Embick and Noyer 2007: (13))

A 4

Access to the Encyclopedia

"ARTFZE I ISPS B AL A ST (C) 17K02816 (4 iEsi o IRReE - HAGEA 2 < b
~AOihEl & EEOERIZER LT oz ZiEto T,
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2. AR BHERFEOERES
21, HEEFCRITHER (BXUAREL)
(4) B DRE (lexical strata) « FAEAINGT A T EBOEREZELCSHE D
() BELAGH

a. diacritic features [ = Yamato] (Y) [ £ Sino-Japanese](S-J)

b. G D BB R

c. Bhailh A AT I D Bha & 5 B 0 R BR
(6) HAGEOE#DE (lexical/vocabulary strata) (Kageyama and Saito (2016) fth)

a. FigE (native) b. {%§H (Sino-Japanese) c. #FKif (loan) d. A4/ < h+< (mimetic)

(7) "EHEODRE & SEH%

FaE HE ShskiE | A/~ R
L GOl S) O X/O X /O X
L O X/0 X X
BHEBET 7V b O @) O X

(8) ##FL : /g — [n]: [+Y]
9) a ®»NDH[y] b Ak [g] c TN [g] d HFZHZ [g]
[+Y] [-YI[+S-1T  [-Y][-S-J]
(10) & :[wi++ 1] [wrevjonset p++] (voicing assimilation = spreading of [+voiced])

[+voiced] [-voiced]

v

[+voiced]
(1a. ELBHHEW [k]~[gl 0] b K K] ¢ TIVXNANAT [KId XA [K]
[+Y] [-Y][+S-]] [-Y][-S-J]

(12) BEE BT 2k (55 - RS - Y & A/~ b2 l)

b. TEITALD [n] cf BIER [g cl. 1FVA 2. Ad—n

[+Y][+S-1] [-YI[+S-J] Y-S [+Y][-S-]]

(13) E#EIZBT 5MEL ERE - HY © kB A/~ b2 L)

bl. BH b2 k&t [Kl—lgl—ln] ¢ *TVHAATAT d*¥haTH
(14) /8RS LR ORE
a. Ji[+Y] (LH) — Jix (LHLL) (P78 (+&EE(k) - a7 72y b
b. JA[+S-N] (HL) — i{fi# (LHHH) “&{(iBRrTHE®EZ L - EAET 72 b of #x
c.H# (LH) — ##H% (HLLL/HLHL) H{7BFR CHl - HAET 72 MelL

- 107 —



(15) i & BLE 4w O FRBIR - (Efi —EMBIR— dEbh v SRR — Ml L
a. HRIRLIMBF b DLEVAR o RO/
(16) Bl kE ARz I 2 Wi & 25— EROEREER (i - #201(2002))

(17) a. BAX/2EHX b. oY /P> b (TH & g
(18) a. fehE/MrE/—ENE b. & U/E=NL (N © )

— P (2018) vIC X AL HAVREEGEE : H YV SIEEGEE oL
(e ) - A = S 720
(19) a. FE3DVVEESDHOEESH b. BIEBV/EITZHWEIREL WD
C WMZTAUNIALILRENZAL — H/HINGEOIESTEDNE K
— E—7 - T/ MeEBOME R4 (R) © FHLRAE ()
(20) wh-Bh Gl kb3 2 BMEIC B 2B D (390 JEFRE (ef. AFF - ki (2018))
a. (ZbR_A=F—) {AfEFTTH, 4 BEOWLET, FRANK FRABN
b. (BEEL7=DI) (MEFT3 0, 4 T, ERADN K Jie A7
2.2. EEBAIFE (phonological word) DFEFE (cf. Urushibara (1997))
(20) Fe/NGEOHIF a.*word<oo b.*word<puu  (McCarthy and Prince (1995)ft)
2.2.1. BhEIRE & BRI
(21)a. KEBIZ [TEHRERAAEN] KEGIATL, tabe- : £RE HE
b. KESIE (A& aismisr] JRERA, yom-: & @G  (Bloch (1946))
(22) FEEEEMIZ O[] - "Theme morpheme” cf. Latin theme vowel
(23) * “ornamental” pieces of morphology, items that are apparently relevant for morphological
well-formedness, but not part of syntax.” Embick (2007: 75fF)
(24) F 4 A(phonological epenthesis) TiZ 72V VRHL « 55 2 B /T Thh £ 2 3G Bha
a. WEAR D yom-i-aw*FE E 9 yomau b. @tAfEZ D yom-i-oerw/*@E H 2 5 yomoeru
—  Faithfulness Constraint O S IX S LA @ THDHIET
(25)REE A : Class I -3 @hiil : Class I nb. B3 (L/F—E) @5l > B/ F B TR5

(26) a. v b. v @7 Th © /[ __
VTABE[I] sl " v N T
\JYOM[II]/\ v
(28) FP (29) a. V\TABE & tabe
VoiceP il F b. VYOM © yom
PRO N Voice’ [a{ccompanying action](ac) c. l[ac] © nagara
vP - Voice d. [ac] © v* copy
:‘ﬁliﬁl&/\ v nb. VYYOMIII]: Th i £Zo>4fi A

JTABEIAYOMII ~~ v — MS:Th oA — B copy
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(30) #hfifi") & & {k(Compensatory lengthening) (cf. Poser (1989))
a. KEMIX [T LEZRWRWAR R TRER~<7,
b. KEBIX [SEEZLWWLWWA*L L] A—LEBAT,
(31) KEBIF[A—/ZEEFE LD LVAAEE LEE LAREL L] AKEFHATE,
—  JEHEFE N4 l(Verbal Noun)-{2Eh(light verb) @ #iakam =331 ANz L

(32) FP (31) a. VTABE & tabe
VoiceP S F b.YYOM & yom
PRO Sl Voice [E{ccompanying action](ac) c. [ac] ¢ nagara
vP N Voice d. [ac] & v* copy
e

2= fSOOSIN VU ~ vMS: Th ®ifA — v*copy — PF : MitlfRH(L
(33) Hi—JEHER T4, Sl DB
a. KEBIE [Z< OREEFELEELARELWLUYHEEL L] B2 1Eo7-, (L ul EHER)
b. KEBIZ [BZHELABELARLOLVWAELL] (2T, (2u 1 EHER)
c. KERIZ [#1%1E UfE U/ME LW EUWHE L L) BT 245 -7=, QulEHER)
(34) B1) & D : A FDFE—F R TIIR BELE D
(B5)a. B [*A2IDEAEZBERLWLWERLERL] &2 KEITEM LT,
b. K#EaEIE [£#£< 03%&%‘]%82;1& LU LU+l se UAkSE L] o md < 2 72,
Nb. B3b)fiE &k (33c)Hil : FEARDHFIE Tl < MHER DEUIKAF
(36) KEBIE [E7 / Z B LWV LW A—=AZXELWLW] BREH-T-.
2.2.2. BiF L EETDOEBER
(37 a. KERIZfazR~R (*X) Z57/4E5, b. KERIIkR (*X) £572/4& 5,

(38)a. KERIIsE (*X) FH75/4 &5, b. KEBIXBENe* (X)) £H12/F 55,
(39)a. KENZkZ: (&) 257EFE 5D, b. KERIZsE < 72* (X) £H75/F&F5,

(40) & : Aalfbiely & A CiEIRGEME Al a 2%
(41) Extended Projections (Grimshaw (1990))
a. Verbal Extended Projection: V-T -C b. Adjectival Extended Projection: A — Deg
(42) a 25« AL OBERERING & %15 2 703772 O | ZE&FE D LB (cf. Pred) (Urushibara(1994))
b. EhFdlz%med 5 (72 0 F (Neg) (cf fH@aE
c. BEMIZHERT D (72 (R GEIR) (cf. HILFE)
(43) a. ki-soo-da [VKI-soo-da]re (35b) b. na-sa-soo-da [VNA-]ap [soo-da] p (36b)
(44) a. ko-na-soo-da [VKI-na-soo-da]rp b. ko-na-sa-soo-da [VKI-],[VNA-]ap [soo-da]rp (37a)
(JZHERY) 43%! (morphological fission) < @k : FiH (analogy) ?
(45) tuyok-u na-sa-soo-da  [VTUYOK-]ap[VNA-]ap [so0-da]rp (37b)

- 109 —



(46) Kishimoto and Booij (2014) : A ET A w1 043 Hi
a.ClassI: W5 E (M) 2y HERT (DY) 2240 [ar [we N-NOM] A%
b.Class II: L7z (A3) Zevy BERT (B3) 220y [A% e N-NOM A?)
c.Class IIl: L X 9237420y Z2i2if 22w [A° N-NOM A]
(47) Class I : NP #l137  Class 1T : 8¢l A Class T : JEHERYME G7E (1 5F
48) BB E (A3) /Ll (D) ILEINR* (X) 5712,
— MSIZBITEHE — PFICRTS TX] A

3. /< bSREEOERMR (cf. R (2018))
(49) A /= F_OYRE : GBR (W F) O LHOBEREMEIZ IS 2 a5 A

a. Weight © [+voice] # % b.[BOUNCE] ©[n] 7% > ¢.[HALT] © [ri] 7% U

d. telic[-telic] PLURAL <> total reduplication % % 41 %
3.1. F /< bROBRFBEREICAH LN A HIIR
(50)a. HE BB Ea ME, b, ASHIHHETIIE, oo HEHEATH I R,
(51) [SCATTER] ¢ partial reduplication Root : CIVIC2V]1 — ##8 C1VIC2V2
(52) HFaF, vV, ATrany RlEBIZLIAAVGREN

< [SCATTER]FME & IKFEMEDOATEAPE  of [BOUNCE] [HALT)
3.2. AFRMEMICIIT 2 RBEOES L A5 LR
(53) a. 7T/ b, HFHFQ)D/a%E
(54) a. EHEHQDIRRAZ I b, EHEIDOAROVBERABY (NELIZTO—ES)
(55) [E - FH - WHOMWE GEAYNMEN) - To] - JEL~ViksE
(56) a2P (57)a. [stage] < [na]
b. [individual] < [no]

J ROOT a2 alP
[stage]
JROOT al 2P
[indivicfual]
J ORIGIN n2 nlP
J MATERIAL nl N (“head noun”)
4. fEEE

(58) Hiakiam DFE D MS TOFEFARA, BfENR PF ~DO A1 L 72 DL 72 HBIG
— DM O % 3 Fr
(59) HaBHEE LD A ) = X LT 2 H R DA O LB
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Pred®

P32 F!F‘J (WATANABE Akira)
FHUK: (University of Tokyo)

1. F

o HBFIZRARZ < PredP (Bowers 1993) . #hEdLL4h T PredP (Baker 2003)
o BEEOEEAFFOulEE TIE DegP 75 Pred® 4§, (Watanabe 2013)

(1) V [ Subj [Pred® DegP]]
+  PredP OfF{EFE % ? (Matushansky 2019)
(2)  V [pegp Subj DegP]

s HHRIXEAEaT

2. BEBEOEART—¥

— Nishiyama (1999) @347

(3)  [[ve [prear Sizuka [preae de]] ar-] [1 -u]] = his (14)
4 a. ZOFTLEYMIHPMLTHS,

b. l#ciﬁll%fffﬁ)é

c. ZEZIISEYETTHLAS,

d #HEIFyEvERy rohizhsb,

<> “crosslinguistic absence of an overt Pred® with PP predicates” (Matushansky 2019: 88)

— Watanabe (2013) D 43#r

5) aa ZOEMIEmE20A— ML THD, & THEL,
b. ZOEMIEE20A—rdHD5, (P& THEV,)
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(6) [peer Deg® [pimp Dim® [sp MP #° AP]]]
(7) a. [prcdp [DimP takasa [#P MP IAp #o] Dim“] [p;cd" de]]
b.  [pPredr [Degp pOS [pime takasa [sp MP 14p #°] Dim®] Deg®] [prea- @]]

ZOENTETHEN,

[preap [Degp totemo [pimp hikui Dim®] Deg®] [prea 0]]

®)

=2 o

(9) Selectional or morphological properties of Pred®
a.  [pra 0] DegPa
b.  [preae de]: no selection (elsewhere)

3. FERROBRAER

—  JefTRad & LT ® PredP (Baltin 1995: 233)

(10) a. Iconsider Fred an excellent teacher, but I don’t think Mary is.

b. *I looked for an excellent teacher for my children, but I don’t think Fred is.

4. HHEX
4.1. Wik

—  Williams (1983)

(11) a.  What John is is important to himself.
b.  Important to himself is what John is.
(12) a. *I consider what John is important to himself.
b.  Iconsider important to himself what John is.
(13) a. *Is what John is important to himself?

b. Is important to himself what John is?

— den Dikken et al. (2000), cf. Schlenker (2003)

(14) a. ?What Mary didn’t buy was any wine.
b. *Any wine was what nobody bought.
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(15) [ropp what Mary didn’t buy [rope Was] [ip she-didatbuy any wine]] = their (71)
(16) a. ??what John didn’t buy was [ip he didn’t buy any wine]
b. ?what John didn’t do was [ir he didn’t buy any wine]

(17) a. *What John is isn’t angry with himself . = their (86b)
a’.  What John isn’t is angry with himself = their (86a)
b. *What she likes isn’t she likes coffee. (O’Neill 2019: 57)

b’. What she likes isn’t coffee.
—  Meinunger (1998)
(18) [ropp It 18 [foce XP Foc® [¢inp Fin® IP]]]
4.2. HAGE
— Hiraiwa and Ishihara (2012)

(19) a. HEFRTLELSPELLATDITHPNLT,
b.  their (24b)
TopP

> FinP

N
FocP Top®
TP Fin®
a2 | XP

Ixp no-wa teinp Foc

—  [72] O5f#, Foc® = Pred®

(20) ['ropp FinP-wa [[Fgcp XP [F‘]c" de]] ['rgp" aru]]]

— QE&ABTX

(21) a. EFDBHEPSET LB 2L b2V LHFNL b7 (DTHD),
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a. FETBHEPLTLVELVRERLboNEWVI L e HEDPBE60720] THD
Spec of TopP in-situ focus?  (cf. Abe 2016)

b. WFRHENLTLES ML EoTehEn) LHPNLTH D,

b. HELBHENLCT LB REE LS EWVI L [ HENEHEo70] THDH

= [tunrt] OIEE? ((EFPEILT LB M2 b botoind S MRE])

(22) a. fEFBTVEL P ELLeDIFHFNETH D,
b. *EFBRT LB ELLSEDIEAP AL L LoD TH S,

23) a. EFBRTLES b Z2LL5T01THNGRD?
b. *EFBHENSTLEY FELbolzhbn ) LilENL L B0 2
c. WFVRHNSGTVLEL R NE2LLo0TmnEWNW) LHENLGL LA ST ?
(M2 o1} WA TWARWE Z 2 e 28 SC [ ASGE SO G ])
43, /IEICE & F 2 EOELI R

(24) I consider [preqp important to himself Pred® [rinp what John is]]

EHEHOMEICITZaE 2T OMIZ Pred® EEEAE U< 35 Foc® BAEL 9 5,
7. /PN D PredP DI ETIIBEI OGS L LTHEIX 5 5,

(25) With Mary likely to be sick, there is little we can do. (Matushansky 2019: 71)

(26) Proud of himself is what(*ever) John is. (Williams 1990: 487)

— FRV ofiE

(27) a.  Angry with himself is something nobody likes to be. (den Dikken et al. 2000: 84)
b. ??What John is is six feet tall. (Higgins 1973: 323)

Foc® & Pred® [X[ U7 =T U —72A3%, FEARMRIRZ 584 52 LR Wi TR Y |
%:ni* - THE Lm{.,«mb%‘:fx& fﬂéo'c, Pred® |3 A& SARIRZ 98 L 722\ 2
EWIRT L L) BB E &
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5. C° & Pred® OBAf%

— /WU x—ik

o

(28) Jeg betrakter denne mannen som sveart dum. (Eide & Afarli 1999: 161)
I  regard this man as very stupid
b. Jeglurer péahvem som ser mest svensk ut. (Svenonius 2014: 2)
I wonder on who as sees most Swedish out
‘I wonder who looks the most Swedish.’
¢.  Han er en mann som alle som kjenner, beundrer. (Svenonius 2014: 3)
he isa man as all as know admire
‘He is a man who everybody who knows admires.’
d. (Slik) Som de kranglar! (Abels & Vangsnes 2010: 3)
such SOM you.PL quarrel

*You are quarrelling a lot!”
«  som % Fin® (Rizzi 2014)
(29) He’s a man such as we’ve never seen the likes of. (Kayne 2014: 223)
= EDC PPred® LRUAT IV —, L THRONDDICEHT D37 A2 2
6. HERE
o Pred® D{F{EZ8MT 5 Z £ T, Foc® & DM BAIEAL
s belar & Top® & O
o AnlEMITE vs. WbFEMEE (Eide & Afarli 1999)
. RILOLERNE
(30) KEEDDCDIZEER B Z e W o Ay P2V TELISLWTH D,

= [WhZ) RS
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Symposium:
The Semantics of Intensional Phenomena

This symposium focuses on phenomena for which a semantic analysis that makes
use only of extensions at the actual world and time of utterance is insufficient. The
standard approach to such intensional phenomena incorporates extensional
evaluation at possible worlds other than the actual world and/or at possible times
other than the actual time, typically combined with quantification over such worlds
and/or times. This approach to intensionality has led to significant advances in our
understanding of linguistic interpretation, but still faces challenges. The aim of this
symposium is to address some of those challenges.

Modality has played a central role in developing tools to analyze intensional
phenomena. Modal utterances are typically not about the way things are, but rather
about how they can, could, might, should, must, ought to ... be. Concomitant with
the range of expressions that qualify as modal expressions is a range of distinct
flavors of modal interpretation. The word must, for example, can be used to express
the conclusion of someone’s reasoning, as in It must be raining, uttered upon seeing
people come in from outside carrying wet umbrellas. It can also be used to express
obligation, as in The criminal must go to jail, or an action needed to reach a desired
goal, as in To get there on time, you must take the train. Differences in flavor are
typically described in a possible worlds semantics as deriving from differences in
the sets of worlds that a modal quantifies over. Kratzer distinguishes two sets as
relevant to modal interpretation: a modal base and an ordering source. The modal
base is the set of worlds consistent with a set of propositions that are taken to hold
in all of the alternatives under consideration. An ordering source, in contrast,
identifies an ideal that is used to rank those worlds. In the case of an epistemic
modal, the modal base is based on the set of propositions known by a speaker, as in
the raining case. In other cases it is based on a set of relevant facts consistent with
the prejacent. In these cases, the flavor of interpretation depends on the ordering
source. If the ordering source identifies obligations, the result is a deontic modal
interpretation, as in the jail case. If it identifies paths leading to a particular goal,
the result is a teleological modal, as in the train case.

Research into modals has been done from many angles. One approach looks at
specific modal expressions, often limited to a particular flavor of interpretation, and
asks how their behavior can best be explained within a particular framework.

David Oshima’s paper on the interpretation of should falls into this category, with
the adopted framework being the standard framework of possible worlds semantics.
Oshima argues against views that analyze should p either as identifying p as true in
the highest ranked worlds, or as identifying p as better than alternatives to p, where
the ranking/comparison in both cases is based on a relevant set of rules, goals, etc.
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He argues instead that should p identifies making p true as the only way to render
the situation good enough.

A second approach to modality looks at a specific modal flavor, often limited to a
small number of particular modal expressions, and asks how the properties of this
flavor of interpretation can best be explained within a particular framework. Joseph
Tabolt’s paper on epistemic modality falls into this category, with the adopted
framework combining a possible worlds semantics with a Stalnakerian pragmatics.
Tabolt argues that a Kratzerian analysis of epistemic must p, properly implemented,
can account for the fact that a speaker who utters must p is perceived as less
committed to p than a speaker who utters the non-modal p directly.

A third approach looks at a particular framework for analyzing modals and argues
that that framework is insufficient. Christopher Tancredi’s paper falls into this
category, arguing against the standard possible worlds approach to modal
interpretation. Tancredi shows that the interpretation of modal p can vary with
different expressions in place of p even in cases where p denotes a necessary truth
or falsity. A possible worlds semantics that identifies the interpretation of p with
the set of worlds that p is true of cannot account for this variation. Tancredi
proposes an alternative approach to semantic interpretation in which quantification
over inference relations and causal chains replaces quantification over possible
worlds, and in which non-actual worlds play no role.

The second major branch of intensional phenomena involves time, including what is
always, usually, often, or occasionally the case, in the past, present, and/or future.
In addition to these more familiar ways that time affects interpretation, Junri
Shimada highlights how measurement of masses is sensitive to time and develops
the foundations of a semantics that can account for that sensitivity in the semantics
of mass nouns. Mass nouns like milk denote substances that can come into and go
out of existence over time, or that can be hypothesized to exist at certain times and
not at other times in different possible situations. Shimada shows that accounting
for these facts requires tying existence to measurement: milk stops existing ata
time t iff its measurement goes to zero at ¢, allowing the denotation of milk to
remain constant.
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How “should” works: With a special focus on the issue of supererogation
David Y. Oshima (davidyo@nagoya-u.jp)
Nagoya University

1 Introduction

o The two major existing approaches to prioritizing modality (which subsumes deontic and
bouletic modality), summarized in (1), suffer from the problem of supererogation (“giving
too much”; Chisholm 1963).

(1)  should(p) is true if and only if:
i p holds true in all highest-ranked (best) worlds within the modal base, where the
ranking of worlds is based on how well they conform to the relevant set of rules, goals,
etc. (e.g., Kratzer 2012).
ii. the (expected) goodness of p significantly exceeds that of each member of ALT(p),
where goodness of propositions is determined by the relevant set of rules, goals, etc.,
and ALT(p) represents the set of the contextually prominent alternatives of p (e.g.,
Lassiter 2011).

o These accounts:
. support the invalid inference from “(2a) A (2b)” to (2¢);

(2) a. p should be the case.
b. “p and ¢" is better than “p (and —q)".
c. Therefore, “p and ¢” should be the case.
. and thus fail to predict the consistency of (3), adapted from Lassiter (2017: 197), and
that of (4).
(3) a (On moral grounds,) Adam should visit his friend Bob, who has been ill.
b. Visiting and cooking dinner is morally better than just visiting.
C. However, cooking dinner is optional; it is not the case that Adam should visit and
cook dinner.
(4) a. According to my doctor, [ should not have more than one cup of coffee in the morning.
b. He says it is best for my health if I avoid having any coffee.
c. However, he also says that having just one cup won’t hurt too much; it is not the case
that I should not have a cup of coffee in the morning.
% Proposal

e} I propose that “should(p)” essentially means that making p hold true is, or constitutes part
of, the sole way (among the prominent alternatives of p) to make the situation “good enough™.
. In other words, “should(p)” means that if p is (were) not the case, the situation cannot
(could not) be good enough, and if p is (were) the case, the situation can (could) be
good enough.
. Formally:

(5)  should(p) is true with respect to modal base f and ordering source g iff:
i. For any f'such that f € Fu:(f, {p}), (i) 0. < Vu(f) and (ii) for any ¢ such that g €
ALT(p) and ¢ does not entail p, there is no f°” such that f° € Fu«(f, {¢}) and 0, <
Ve(f'), or;

ii.  there is some r such that (a) r entails p and (b) should(r) holds true.
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where

(6)

(7

a. Fu«(P, Q) is a set of situations (= sets of propositions), such that each member thereof
is the union of (i) Q and (ii) some P’ such that P’ is maximally similar to (and
potentially equal to) P but is compatible with Q.

b. V., is a function that assigns goodness values in view of ordering source g to situations
(i.e. sets of propositions).
C. 6, represents the context-sensitive acceptability threshold value relative to g, such that

“0: < Vo(P)” means that situation P is “good enough” in view of ordering source g.

In intuitive terms, Fy«(P, Q) can be understood to be a (possibly singleton) set of realities
alternative to P that are compatible with Q; e.g., assuming that p and ¢ are logically
independent:

. Fuo({p}, {g}) =Fu({p, g} {¢}) =Fu:({p. 7q}, {¢}) = {{P. q})

*  Fu(p. gl {=lp A gl) = {{p. g}, {-p, q})

The modal base is typically the common ground (CG), and the ordering source is the relevant
set of rules, goals, etc.

Illustration

The “sick friend” scenario

Consider the scenario illustrated in (3). Let v and d represent ‘Adam visits Bob” and ‘Adam
cooks dinner for Bob’ respectively (v is pragmatically entailed by d, but this is not a crucial
factor here).

I assume that for any p, ALT(p) consists of (i) p, and (ii) propositions prominent and
contrasted with p in the context. In the case at hand: ALT(v) = ALT(d) = ALT(v Ad) = {v,
d,vAad)

Intuitively:

« situations (7a,b) are good enough, while (7c) is not; and

* (7a) is better than (7b), and can be said to be ideal and “supererogatory™.

a. {*A and B are friends’, ‘B has been sick’, v, v A d, ...} (supererogatory)
b. {*A and B are friends’, ‘B has been sick’, v, ¥Ad, ...} (good enough)
3 {°A and B are friends’, ‘B has been sick’, ¥, ¥A-4d, ...} (not good enough)

The addition of v to the modal base (CG) guarantees that the situation will be good enough.

Furthermore, v does not have any alternative that (i) does not entail it and (ii) makes the

situation good enough.

“v A d” too will make the situation good enough, but it has an alternative, namely v, that (i)

does not entail it and (ii) makes the situation good enough.

Thus, the proposed analysis rightly predicts the truth of should(v) and the falsity of should(v

A d).

. Furthermore, by (5ii), it is guaranteed that Adam should do something for Bob, Adam
should go out, etc., whose prejacent-propositions are entailed by v, will be true.

The “coffee” scenario

Consider next the scenario in (4). (8) illustrates situations that are “more than good enough”,

“just good enough”, and “not good enough™ in relation to how many cups of coffee the

speaker has.

. =2 = ‘1 do not drink two or more cups of coffee’; =1 = ‘I do not drink one or more
cup of coffee’.

- 122 -



®)

(10)

(1)

a. { ‘T have such-and-such health conditions’, =1, =2, ...} (supererogatory)
b. { ‘I have such-and-such health conditions’, =+, =2, ...} (good enough)
3 { ‘I have such-and-such health conditions’, =+, =2, ...} (not good enough)

The proposed analysis rightly predicts that should(—1) does not hold true, =2 being an
alternative that does not entail -1 and makes the situation good enough.

Varieties of prioritizing modals

Strong vs. weak necessity

Expressions of obligation (and other kinds of modal necessity) come in different strengths.

. For example, must is said to convey a stronger obligation than {should/ought} (e.g.
Portner and Rubinstein 2016).

a. You must turn in at least one paper. (Otherwise, you will fail the class.)
b. You should turn in two papers. (Otherwise, your grade will be a B- or worse.)

Under the proposed analysis, this difference in strength can be attributed to the difference in

threshold values associated with different modal expressions.

. The threshold value for should, 8, is set higher than that for must, 6 (i.e. 0" < 0),in a
way similar as how the threshold values for big and {very big/huge} differ.

Permission
Following the standard assumptions, I take permission to be a logical dual of obligation.
. Modulo a potential difference in associated threshold values:

may(p) = —should(—p)

Prioritizing modality and conditional reasoning

In Japanese and Korean, prioritizing-modal statements are often and systematically
expressed with idiomatic constructions along the lines of ‘If p is not the case, it will not be
good’ (for obligations) or ‘Even if p is the case, it will be good’ (for permissions)
(“conditional evaluative constructions’; Kaufmann 2018).

(Japanese)
a. Ken wa tomato o tabenakereba ikenai.

K. Top tomato Acc eatNeg.Prov go.Pot.Neg.Prs

‘Ken should eat tomato.” (lit. ‘One cannot go if Ken doesn’t eat tomato.”)
b. Mari wa  kaette mo yoi.

M. Top return also  good.Prs

‘Mari may go home.” (lit. ‘It will be good even if Mari goes home.”)

Conditional evaluative constructions can be taken to transparently reflect the conditional
reasoning inherent to prioritizing modality.

Priority, uncertainty, and expected utility
An adequate theory of prioritizing modality needs to account for the readings available to
(12) under the premises described in (11) (Kolodny & MacFarlane 2010; Cariani et al. 2013).

Ten miners are trapped either in shaft A or in shaft B, but we do not know which. Flood
waters threaten to flood the shafts. We have enough sandbags to block one shaft, but not
both. If we block shaft A or shaft B, all the water will go into the other shaft, killing any
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(12)

(13)

miners inside it. If we block neither shaft, both shafts will fill halfway with water, and just
one miner, the lowest in the shaft, will be killed.

We should block neither shaft.

=)o
\ a.
% ﬂ - " %

=B o

Figure“I: What happf;ns in one of the shafts if neither shaft it blocked

Many speakers judge (12) as TRUE on its prominent reading, called the subjective reading.

. Note that this does not readily follow from the classic “in-the-best-worlds™ analysis
(= (1a)), because in the best worlds the right shaft is blocked and all miners will be
saved.

(At least some of) the same speakers also accept the existence of a second, less prominent

reading (the objective reading), on which it is FALSE (“No, we should block the right shaft—

whichever it is.”).

We take the inferences leading to these judgements to involve calculation of the expected

utility—in this case, the expected number of miners saved (9.0 if neither shaft is blocked,

and 5.0 if one randomly chosen shaft is blocked).

I suggest that, we, more or less rational utility-seekers, tend to adopt an ordering source that

dictates the maximization of the expected utility, so that ‘One maximizes the expected

number of people saved’ is, or is entailed by, a top-priority condition (call it ¢;) in g.

. Note that, unlike Lassiter (2011) and Chung (2019), I do not take expected utility to
be a hardwired component of the semantics of should.

When f= CG (as typically is the case), only the option of blocking neither shaft leads to the

satisfaction of ¢, saving nine miners (and losing one) instead of incurring a 50% chance of

losing 10.

I further suggest that f could additionally contain some relevant facts unknown to the

interlocutors, leading to the objective reading.

. When fis taken to contain ‘the miners are in Shaft A” or ‘the miners are in Shaft B’
(but the interlocutors do not know which), the only option to satisfy ¢, is blocking A
or blocking B (but again the interlocutors do not know which).

Or under prioritizing modality
When embedded under should, may, etc. (on their prioritizing interpretation), or appears to
allow a “non-disjunctive” interpretation.

a. John should take the subway or the bus.
# John should take the subway, or he should take the bus.
b. Mary may play video games or read comic books.

- 124 -



(16)

a7

(18)

(19)

# Mary may play video games, or she may read comic books.

Or under should
Generally, should(p) entails should(g) if p entails q.

Adam (should have) made chicken soup for Bob.
entails: ‘Adam (should have) made something for Bob’.

This does not hold, however, when g involves or; on its prominent interpretation, (15b) does
not entail that Adam should have made chicken soup or a burrito.

a. Adam made chicken soup.
entails: *‘Adam made chicken soup or a burrito’.
b. Adam should have made chicken soup.

does not entail: ‘Adam should have made chicken soup or a burrito’.

It appears that should([p or g]) is typically interpreted as: ‘If p does not hold, then should(g)
holds, and if ¢ does not hold, then should(p) holds’ (‘[—p—=should(q)] A [~g—should(p)]’).

John should take the subway or the bus.

Reading #1 (typical): ‘If John does not take the subway, then he should take the bus, and if
he does not take the bus, then he should take the subway.’

Reading #2 (less common): ‘Either John should take the subway, or he should take the bus.’

It is not clear to me how this “conditional obligation™ interpretation comes about.

It is interesting to note that this interpretation is reminiscent of that of the “Imperative or

Declarative™ construction, exemplified in (17).

. The two constructions share the scheme: “If the prejacent of one disjunct does not
hold, then the other disjunct holds”.

Take the subway, or you will be late.
entails: ‘If you do not take the subway, then you will be late.’

The “conditional obligation™ interpretation is furthermore reminiscent of the projection
pattern of presuppositions in statements with or, as proposed by Karttunen (1974).

Either p or g.
presupposes: *[=p — ps(q)] A [~g — ps(p)I’
Either Mary doesn’t come, or her husband will come too.

presupposes: ‘1f Mary comes, then somebody other than Mary's husband will come.’
does not presuppose: ‘Somebody other than Mary’s husband will come.’

Or under may
may([p or g]) —again, on its prominent interpretation—roughly means the same as ‘may(p)
Amay(q)’.

Mary may play video games or read comic books.
~ Mary may play video games, and she may read comic books.

It seems plausible that may([p or g]) actually means ‘[—p—=may(q)] A [~g—=may(p)]’, in a
way parallel to how should([p or g]) receives the “conditional obligation™ interpretation.
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(21) Mary may play video games or read comic books.
Reading #1 (typical): ‘If Mary does not play video games, then she may read comic books,
and if she does not read comic books, then she may play video games.’
Reading #2 (less common): ‘Either Mary may play video games, or she may read comic
books.’

o The judgment is somewhat subtle, but the data set in (22) suggests that the typical
interpretation of may([p or g]) involves “conditional permission”.
. Note that the “conditional permission™ reading leaves unspecified whether may([p A
q]) holds true or not.

(22) a. Mary may play video games, and she may read comic books. 7?But she is not allowed
to do both.
Mary may play video games and read comic books. #But she is not allowed to do both.
G Mary may play video games or read comic books. But she is not allowed to do both.
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1 Mass entities form a Boolean algebra

English nouns are classified into two kinds. Count nouns, such as child and statue,
exhibit a singular/plural distinction, and typically denote things or individuated objects.
Mass nouns, such as milk and clay, have no morphological number distinction, and
typically denote stuffs or materials.

Two properties that are often associated with mass nouns are cumulativity (Quine,
1960) and distributivity (Cheng, 1973). Cumulativity refers to the fact if x is milk
and y is milk, then the sum of x and ¥ is also milk. Distributivity refers to the fact
if x is milk, then any part of x is also milk. Theoretical analyses of mass nouns that
take these properties into account are naturally led to assume some kind of Boolean
structure that need not be atomic (Bunt, 1979; Link, 1983; Roeper, 1983; Lenning, 1987;
Higginbotham, 1994). Let’s follow suit and assume that the domain of mass entities
forms a nonatomic Boolean algebra (D, V, A\, -, 0p,1p), where V is join/supremum, A
is meet /infimum, — is complement, and Op and 1p are bottom and top elements. We
can express the part-of relation < between entities by defining z <y iff z vy =y. On
Boolean algebra, the reader is referred to Givant and Halmos (2009).

Assuming that the denotation of milk is identical to that of the predicate is milk,
we will have

(1)  [milk] = {z € D |z <m},

where m stands for the sum of all the milk n the world. Thus, denotation of milk is an
ideal.

Definition. A subset I of a Boolean algebra %4 is an ideal iff
e el
elfrelandyel, thenzVyel

e Ifxeland y <z, then y € I.
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One can see that the second and third conditions in the definition of ideal correspond
to cumulativity and distributivity, respectively. The first condition corresponds to the
fact Op € [milk]. This might appear counterintuitive, but it is merely a technical
convenience and has no real consequences for semantics. The ideal formed by the
elements that are less than or equal to some element a is called the principal ideal
generated by a, and written La. Using this notation, (1) can be expressed as [milk] =
im.

The kind of static model just sketched might be good enough, if all that there is is
what exists at this moment in actuality. However, the existing entities might not exist in
the past or future, and can be hypothesized to be absent in a state of affairs-—or possible
world—other than actuality. Conversely, something that does not exist now may exist
at a different time or in a different world. As language enables such intensional talk, a
simple model like the above is bound to be insufficient.

2 Existence as positive measurement

Quantities of entities denoted by count nouns are numerically expressed with cardinal
numbers, as in 9 children. In contrast, entities denoted by mass nouns are generally not
countable, and their quantities are numerically expressed with measuring expressions
such as 1.5 liters of. Under the assumption that mass entities form a Boolean algebra,
functions called measures come in handy.

Definition. A measure p on a Boolean algebra 2 is a function from % into RU {cc}
that satisfies the following conditions.

e 1(0z) = 0.
e [Nonnegativity] u(z) > 0 for all .

e [Countable additivity] If {z,}ne. is a sequence of pairwise disjoint elements (i.e.
i # j implies ; A 2; = 0y), then u(\/neb :c,,) =D new M(Tn).

If p further satisfies the following, then pu is called a positive measure.
o [Positivity] wu(z) > 0 for all > 0.
Lemma 1. If x <y, then u(z) < u(y).

Proof. f x <y.theny=(zAy)V(~zAy)=zV(-zAy),s0o uly) =plxV(—xAy)) =
w(z) + p(—x A y) > pu(x) by countable additivity and nonnegativity. O

Using measures, we expect sentences asserting the existence of mass entities to
translate as conditions that those entities have positive measurement.

(2) a. There is some milk in the tank.
b. There is 1.5 liters of milk in the tank.
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(3) a. p(V([milk] N [in the tank])) > 0.
b.  fuiter(V([milk] N [in the tank])) > 1.5.

Unfortunately. translations like (3) turn our to be problematic. Unless y is a positive
measure, it is possible that @ = \/([milk] N [Jin the tank]) # 0p and p(a) = 0. In such a
case, (3-a) predicts (2-a) to be false even though some entity a is milk and in the tank.

In order to avoid such inconvenient situations, one might suggest stipulating that p
be a positive measure. However, this is not what we want. We have noted that things
change, and that something that exists now might be no more at other times or in other
worlds, and vice versa. We want to capture this intuition by employing a family of
measures, each indexed with a possible world and a time point. Let W be the set of
possible worlds and T the set of time points. We identify T with the set R of reals. We
consider a family {p"?},ew, per of measures and propose something like:

(4)  Anentity z € D exists at p in w iff g*?(z) > 0.

This allows us to describe how entities come into or go out of existence. For instance, if
a € D was born or created at noon, then for time points before the noon, p"*P(x) = 0,
and for time points p after the noon, pu"P(x) > 0. Thus, fundamentally, entities never
really come into or go out of existence. They are always there as elements of D and
may or may not have positive measurement, depending on the world and the time. On
this view, it is essential that ;™ be generally not a positive measure.

3 The life of an entity

We want to define a function that for each possible world w and each mass entity x,
gives the life of w, i.e.. the set of time points at which z exists. Under the slogan
“existence is positive measurement”, that z exists at ¢ in w should mean that x has
positive measurement at ¢t in w, and furthermore, not only 2 but also every nonzero
part of z must have positive measurement. We thus define a function @)y by

Oi(x) ={peT|Vy(Op <y <z— u"?(y) >0)}

We call O a life function.

Now, it might seem that the assertion that an entity = exists sometime in w will be
translated as Q) (z) # &. However, if the slogan “existence is positive measurement” is
to be taken seriously, one should realize that its application should not be confined to
the discussion of entities, but must extend to other realms such as times. This means
that the size of O)(x) should be evaluated by some appropriate measure. Since we
identify T with R, an obvious choice is the Lebesgue measure X. A gives the total length
of a subset of R. For instance, if a < b, then A((a,b)) = A([a,b)) = A([a,d]) = b — a.
Let’s write .Z(T") for the set of Lebesgue-measurable subsets of T = R, i.e., the set of
all subsets X of T for which A(X) is defined. In order for our idea to work, we have to
assume that the range of a life function is always a subset of .Z(7T"). We now forsake
(4) and put forward the following definition.
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Definition.
e 1 exists at t € Z(T) in w (with respect to y) iff O)(z) 2t and A(¢) > 0.
e  never exists in w (with respect to p) iff A(Vf(z)) = 0.

One consequence of this definition is that if g0 (z) > 0 but p"?(z) = 0 for all p # py,
then we take it that z never exists in w because A({po}) = 0. I suppose that such a
view is reasonable because nobody could possibly ascertain whether such a situation
really obtains.

(Z£(T),u,n,,@,T) is a o-complete Boolean algebra (i.e. a Boolean algebra where
any countable subset has a join and a meet).

Since Of(0p) = T, it follows that Op exists at all ¢ such that A(t) > 0. I take this
to be a technical convenience. Note also that if x exists at t and 07 < t' <z ¢, then z
exists at t' as well.

Lemma 2. (i) If X C D, then Q}(V X) = ,ex V) ().
(ii) If = <y, then O} (z) 2 V) (y).
Proof. (i) For every z € X, since  <\/ X, we have

peV(VX) = Vy(0p <y < VX — pu“P(y) >0)
= Yy(0p <y <z— pPly) >0)
= p€ Q)(z).

Sope Qp(VX) COL(y) for every z € X, ie,, p € VY (V X) C N,ex Of (v)-
Convuscly, supporje that p € ,ex i (z). Let Op <y <V X. Then V{yAz |z €
X} =yAV X =y >0p, so there is some zy € X with y A zg # Op. Since p € O}f (o)
and y A g < mg, it follows that p“P(y A xg) > 0. Since pu“P(y) > p“P(y A xy) by
Lemma 1, we have p*P(y) > 0. Hence p € V) (V X).

(ii) If z < y, then z Vy =y, so O)(y) = O (z Vy) = O (z) NV} (y) C V)J(x) by
(i). O

4 Mass noun denotations

Let M be a mass noun. It is natural to suppose that for each t € .Z(T), the extension
of M at  in a world w is a principal ideal. This means that there is a family {a:},c #(7)
of elements of D such that

IM]“(t) = Lax.

Some more conditions need to be imposed on [M]"“. First, if z € [M]“(t) for some
t with A(t) > 0, then 2 must exist at ¢ in the sense defined in the pzeviou:, section.
Second, if z is M at s and y is M at ¢, then x A y must be M at s Ut. Third, if z is M
at s Ut, then z must be M both at s and at t. To capture these intuitions, we propose
that {a;}iec .4 (r) must satisfy the following conditions:
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o Off(ay) 2t for all t such that A(t) > 0.
e a, N\a; = agy for all s,t € Z(T).
® az = 1p.
The last one is assumed for technical convenience.
Proposition 3. If A(t) > 0 and = € [M]"(t), then z exists at t in w (w.r.t. p).

Proof. If x € [M]"(t), then = < a4, so by Lemma 2(ii), O}/ (x) 2 O}f(a;) 2 t. O

4

Lemma 4. If s Ct, then a; < as.
Proof. If s Ct, then t = sUt, so a; = agy = as N ay < as. O
Proposition 5. For every x € D, the following hold:
(i) = € [M]“(2).
(it) If z € [M]"“(s) and x € [M]"(t), then x € [M]“ (s Ut).
(iii) If z € [M]"(t) and s C t, then z € [M]"“(s).
In other words, {t € L (T) | x € [M]"“(¢)} is an ideal in ZL(T).

Proof. (i) Since z < 1p = ag, we have z € [M]"“(2).

(ii) Suppose that 2 € [M]“(s) and = € [M]“(¢t). Then z < as and z < a, S0
z < as A ag = asy. Hence z € [M]Y(s Ut).

(iii) Suppose that x € [M]“(¢) and s C t. Since x € [M]"(¢), we have z < a;. Since
s C t, we have a; < as by Lemma 4. Thus z < as, so x € [M]“(s). a

Essentially, our denotation of a mass noun at a world is a relation between entities
and elements of Z(T), i.e., Lebesgue-measurable sets of time points. However, we
should also like to be able to tell whether or not an entity is milk at a particular time
point. I think that a natural idea would be to say that an entity is milk at a time point
p if it is milk at some time interval (= convex set of time points) of positive length
containing p. Based on this idea, the derived denotation of a mass noun M for a time
point p can be given below, where I stands for the set of intervals in 7.

M]*(p) = U [M]* (9),
(i€l | pei, A(i)>0}

Note that we do not want to adopt an alternative definition where the union is taken

over all t € .Z(T) such that p € t and A(t) > 0. To see this, suppose that = € [M]"(7)

for some interval ¢, say ¢ = [1, 2], and p is a point completely out of ¢, say p = —1.
Finally, more satisfactory analyses for the sentences in (2) can be given.

(5) a.  proPo(\/([milk]" (po) N [in the tank]"°(pg))) > 0.
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b, pieP (\/([milk] " (po) N [in the tank]*°(pg))) > 1.5.

Here, wg and pg stand for the actual world and the present moment, respectively. Just
as in the case of milk, I assume that the PP in the tank originally denotes a relation
between D and Z(T), and here, [in the tank]"® is the derived denotation for time
points. (5-a) does not suffer the kind of problem that (3-a) does. To see this, let
a = \/([milk]*“°(po) N [in the tank]“®(pg)) and suppose that a # 0p. Then, there must
exist some b # Op with b € [milk]“"(pg) N [in the tank]"(po). Since b € [milk]" (po),
there is some time interval ig such that p € ip, A(ip) > 0 and b € [milk]"°(ip). Then
Proposition 3 implies that b exists at i in w. Thus OF(b) D ip and hence py € V)7 (b),
which implies that p*?0(b) > 0. Since b < @, Lemma 1 implies that p'P(b) < p""?(a).
Hence u'"?°(a) > 0.
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We are constantly drawing conclusions about the world around us. Some of these conclusions are
based on more conclusive evidence; e.g. that it’s raining because we see water falling from the sky. Some
are less conclusive, e.g. that someone is away somewhere on vacation because we saw pictures of them
there on social media tagged for today. Others are based on even less conclusive evidence: concluding that
someone missed the bus because they’re late for a meeting or that someone is busy because they don’t
answer the phone. Language allows us to not just say conclusions, but to let one another know a little about
how we reached them and how committed we are to them without explicitly stating so. In this presentation,
I will discuss what choosing an epistemic necessity assertion over a non-modal assertion says about how

we’ve arrived at the conclusion we’ve asserted.

Sufficient justification and counter evidence

Uttering either Al or A1’ below shows the speaker has made some conclusion about Jiro’s
whereabouts, more specifically about whether or not he is in Boston. In A1, we expect the speaker to have
stronger evidence, since according to standard conversational expectations, he must believe a conclusion is
justified in order to assert it. The justification requirement also holds for A1°, but there is a clear difference
in what constitutes sufficient justification for a modal conclusion. Consider contexts C1-C2,

C1: Jiro went somewhere on vacation. You believe Jiro thinks Boston is the optimal vacation
destination because it’s nearby and has good shopping.

C2: Jiro went somewhere on vacation. You saw Jiro posting pictures of Boston on social media earlier.

Al: Jiro went to Boston, / A1 Jiro must have gone to Boston.

Judgments: (CI,.#A1/C1,A2), (C2.A1/C2,A2)

Above, both C1 and C2 are non-conclusive evidence for Jiro’s being in Boston. C1 can easily lead to
a mistaken conclusion if, for example, it happens that Jiro has a different opinion about Boston or didn’t
choose his destination. C2 could lead to a mistaken conclusion if, for example, the pictures Jiro posted
were taken a month ago. Nevertheless, only C2 seems strong enough justification to assert A1 while, for
most speakers, A1’ can be asserted in both contexts. Observation #1: Asserting non-modal conclusions has
a higher minimum-strength threshold for evidence than epistemic necessity conclusions.

Next we consider how a hearer perceives the speaker’s commitment to the assertions. We will
assume that both Al and A1° are made under C2 but that the hearer is not aware of this fact. The hearer
merely wants to know where Jiro is. First consider B and B’, two pieces of counterevidence. B is a reason
for the hearer to be surprised that Jiro would be in Boston. On the other hand, hearer’s believing B” means
there is no doubt in her mind that Jiro is not in Boston.
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B: But he hates Boston. / B™: But I just saw him in the hall.

A2: Oh? Then I take that back. / A2’: Oh? Then I might be mistaken.

Judgments: Non-conclusive counterevidence, Hedged retraction (Al, B, A2’/ A1, B, A2")
Conclusive counterevidence, Hedged retraction (A1, B’, A2’/ A1', B’, A2")
Conclusive counterevidence, Unhedged retraction (A1, B’, A2/ A1°, B’, A2)
Non-conclusive counterevidence, Unhedged retraction (A1,B.#A2 /A1°,B,A2)

Now consider A2’, a hedged retraction where the speaker specifically acknowledges that he might
have made some sort of mistake, but also implicitly leaves open the possibility that he did not. In this case,
all retraction patterns are felicitous. Observation #2: If the retraction is hedged. both modal and non-modal
conclusions can be retracted in response to conclusive or non-conclusive evidence. This shows that we
know that even conclusions which we take the speaker to believe he is strongly justified in believing, i.e.
which he asserts without using a modal, can be the result of faulty reasoning. Nevertheless, asserting modal
conclusions seems to express “less” commitment by the speaker to the embedded proposition than
asserting that proposition without a modal.

To observe this, consider A2, an unhedged retraction. It is surprising in response to A1-B but not to
A1-B’; in the case of a non-modal assertion, the hearer expects the speaker’s commitment to it to override
B but not B’. Observation #3: Non-modal assertions can be retracted without hedging in response to
conclusive counterevidence without violating the hearer’s expectations of his commitment level, but not in
response to non-conclusive counterevidence.

On other hand, an unhedged retraction is unexceptional in response to both A1’-B and A1°-B’. In the
case of a modal assertion, the hearer does not necessarily expect the speaker’s commitment to override
even non-conclusive evidence. Observation #4: Modal assertions can be retracted without hedging in
response to even non-conclusive counterevidence without violating the hearer’s expectations.

I propose that this apparent distinction in degree of commitment is because a reasoning process
which can be validated by non-conclusive evidence is linguistically entailed by epistemic must. That is,
when the speaker asserts an epistemic modal conclusion, he need only commit, in some form, to
“non-conclusive” evidence. In contrast, non-modal conclusions do not semantically entail any sort of
reasoning process, so we are free to define what sufficient justification is based on our individual beliefs
about how the world works'. Thus, must p assertions directly commit the speaker only to nust p, while the
apparent lesser degree of commitment toward p is derived secondarily trom the semantics of must.

In the rest of the presentation, I propose a semantics for must based on Kratzer’s modal semantics
(Kratzer, 1981) whose truth conditions essentially involvea reasoning process for which non-conclusive
evidence suffices. I will then show how non-conclusive counterevidence is sufficient to overturn a claim
made using must, examining how this semantics interacts with Gricean pragmatic expectations (Grice,

1989) in a Stalnakerian (Stalnaker, 1978) discourse framework.

! Why this freedom reliably results in expectations of strong evidence and how the strength of evidence is determined
is a pragmatic matter to be addressed elsewhere. The discourse behavior of must can be explained in terms of
conclusiveness or non-conclusiveness.
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Doubly-relative modal semantics and non-conclusive evidence

Non-conclusive evidence supports conclusions without ruling out other conclusions. The simplest
semantics for epistemic modality (e.g. von Fintel & Gillies, 2010) is not sensitive to non-conclusive
evidence; must quantifies over a set of epistemically accessible worlds consisting of the possible worlds in
which all propositions in the epistemic modal base, a set of propositions representing some relevant body
of knowledge, are true. Simple must p is true iff p is true in all accessible worlds, for which the modal base
by definition must include conclusive® evidence that p is true.

Kratzer’s doubly-relative semantics can be sensitive to non-conclusive facts. In her analysis, the
epistemically accessible worlds are partially ordered according to a stereotypical ordering source, which is
a set of propositions representing some body of stereotypes, i.e. normalcy expectations. For example,
normally people who hate a place will not go there. Thanks to this “stereotype,” Jiro’s hating Boston
suggests he would not go there but does not rule out the possibility.

Much of the literature on epistemic necessity which accepts Kratzer’s doubly-relative semantics does
not give a precise characterization of the ordering source, specifying propositions ad hoc as needed for
given examples (Giannakidou & Mari, 2016; Portner, 2009: Stephenson, 2007). However, to make
predictions about how epistemic modal propositions relate to specific states of knowledge, we must be able
to predict the content of the ordering source as it is understood by all discourse participants. This is
especially important in discourse events involving dissent and retractions. Feeding stereotypes into an
ordering source does not give us the results we want. After all, we are not interested in the truth conditions
of the stereotype itself but whether a given state or behavior violates it. For example, any state or behavior
which would render the proposition (b) false would be a violation of (a) but would not typically mean (a) is
false.

(a) Normally people don’t go to places they hate.

(b) If Jiro hates Boston, Jiro does not go to Boston.

We want to order accessible worlds based on whether they violate (a), so I model the ordering source
as instantiations of stereotypes., where the stereotypical operator (e.g. normally, or stereotypically) is
stripped, all resulting free variables such as time variables and place variables are filled in for every
thinkable combination, and sets of individuals (e.g. “people” and “places™) are replaced with specific
members of those sets. The ordering source will contain an instantiation of each stereotype for each
possible combination of individuals, and variable assignments. Additionally, almost all stereotypes can be
modeled in the form of if-statements since the stereotypes we learn are almost always contingent on some
aspect of the world®. Epistemically accessible worlds are then partially ranked based on the instantiations
that are true in them. In turn, uttered propositions can be evaluated depending on whether they are true in
optimally stereotypical worlds.

Next | will define (i) an epistemic modal base (ii) a stereotypical ordering source, (iii.) a partial

2 (von Vintel & Gillies, 2010) distinguish “direct” and “indirect”™ evidence, but maintain that the modal base must
entail the truth of p in must p nonetheless. This approach does not concord with the observations given above.

* In everyday language, such contingency relationships are often expressed by other means, such as relative clauses
(e.g. “that they hate”™).
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ordering function and (iv.) a function which selects from one set of worlds all worlds which are optimal
according to a partial ordering. Finally, from (i.-iv.) I will derive (v.) a function which selects a set of
optimally stereotypical worlds and (vi.) my proposed denotation for epistemic must.

Let i be a world-time-individual triple <w,,t;,x;> derived in discourse.

(i.) [F_EPI] g=f epi(i) = Ags.g is known by x; in w; at f;

(ii.) [G_STEREO]' 4= g_stereo(i) = Aps.x; believes p to be an instantiation of a stereotype in w; at f;.

(iii.) W'<pw" 4= [Vp:P(p)=1] (p(Ww)=1 — p(w’)=1) A [Tp:P(p)=1](p(Ww’)=1Ap(w™)=0)

(iv.) [MAX] ger= APs AX s Aws.maxp(X)(w)
maxp(X)(w) =1 iff [Vp:X(p)=1](p(w)=1) A =IW'([Vp:X(p)=1](p(w’)=1 Aw’<pw))

(v.) [MAX(G_STEREO)F_EPD]' = Awe.[max, sereoi(f_epi(i) (W)= Aws.[¥p:(f_epi(i))(p)=1]1(p(w)=1) A
=AW ([Vp:(f_epi()(p)=11( p(W)=TAW <y stereyW))]
= the set of epistemically accessible worlds w which are not outranked by any other epistemically

accessible world

(vi.) [must MAX(G_STEREO)(F_EPI) p]i'= | iff [¥w: [MAX(G_STEREOXF_EPI) J(w) =1] (p(w)=1)
must p is true when p is true in all optimally stereotypical worlds according to X;in w; at ;

Epistemic must assertions

Next, let us consider how an assertion of must p interpreted under this semantics would behave in
discourse. In a Stalnakerian (2002) framework, assertions are proposals to add the uttered propositions to
the common ground, which is a set of propositions which all discourse participants believe, believe one
another to believe, believe one another to believe one another to believe, ad infinitum. Via Grice’s sincerity
condition, asserting a proposition p will automatically result in “speaker believes p” joining the common
ground. For p itself to join the common ground, I believe that p must be believed by each discourse
participant, all discourse participants must believe that it is believed by all discourse participants, all
discourse participants must believe that all discourse participants believe that it is believed by all discourse
participants, ad infinitum. A typical assertion. then, will undergo negotiation until it is either accepted by all
participants or deemed as unacceptable by some or all participants. This will involve sharing relevant
evidence and beliefs, as in our example at the beginning.

Returning to must, note that musi depends on an interpretation variable i; the content of the modal
base and ordering source will vary depending on the value assigned to / and so will the truth conditions. T
propose that i must be associated with an attitude holder to get an assignment®. This association can be
lexical. For example, the value assigned to / when interpreting the sentence “I believe Jiro must have gone

* (Stephenson, 2007) offers a similar analysis, but instead of making attitude predicates central to the assignment. she
assumes that a judge interpretation parameter is assigned by a Kaplian index assignment function which can sometimes
be lexically assigned when a sentence is embedded under an uttered attitude predicate. I find my approach simpler as it
explains assignment by making use of observations about the behavior or modals under attitude predicates and uses the
same explanation for unembedded modals by using assumptions already made in Stalnaker’s discourse model.
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to Boston,” will be <x;=I, t=utterance time, wi=actual world>. However, even without a lexical attitude
verb, just like any assertion, an assertion of an unembedded modal assertion “speaker believes that must p”
will be pragmatically embedded under as many attitude verbs as there are discourse participants. The
uttered sentence denotes not “Speaker believes that must p” but “p is true in all optimally stereotypical
worlds according to x;in w; at t;”. This means each discourse participant will interpret the utterance under a
different assignment for / so each will have different content for the modal base and ordering source. If
each discourse participant agrees that “I believe that must p”, the negotiation completes and “must p* is
considered common ground®.

Now that we have settled on a pragmatic process, the prediction we want is that must p can be
falsified by non-conclusive counterevidence for p. Consider C2 again. Relevant ordering source
propositions may be, “if Jiro is away on vacation, he is not in this city” and “if Jiro posts pictures of Boston
on social media, he has gone to Boston.” If the speaker does not know whether Jiro posted pictures of
Boston on social media that day, the ordering source proposition is true in some epistemically accessible
worlds where he has not gone to Boston and some where he has. However, since the speaker knows that
Jiro has posted such pictures, the only accessible worlds where it is true are those where Jiro has gone to
Boston. Therefore, if there are no ordering source propositions which are only true in accessible worlds
where Jiro has not gone to Boston, the set of optimally stereotypical worlds will include only worlds where
he has gone there, satisfying the truth conditions of must.

Now, although the hearer does not know what the speaker is using as evidence, she does know, via
the semantics of must, that the speaker has some non-conclusive evidence that Jiro is in Boston. However,
since musi p requires that p be true in all optimally stereotypical worlds, the presence of optimally
stereotypical worlds where p is false means that musi p is false. If the hearer knows that Jiro hates Boston,
and she believes that the speaker’s ordering source should include “If Jiro hates Boston, he has not gone
there™, then she will also believe that, due to the partiality of the ordering function, when t; is assigned a
time which is after the speaker accepts her assertion, there should be optimally stereotypical worlds where
Jiro has not gone to Boston in addition to worlds where he has. Since (1 believe) Jiro must be in Boston™
is false when “I” is someone in this knowledge state, the hearer will not be surprised if the speaker retracts
his assertion.

This presupposes that discourse negotiation is a process that extends over a period of time.® The
number of propositions evaluated grows after each intermittent assertion until the original assertion is
accepted or rejected. In effect, 1 believe” is assigned a new time value whenever an attitude holder accepts
or rejects an assertion. For modal assertions, this means there will be an increasing number of assignments
for i. Typically, outdated propositions will be disregarded, but depending on his goals the speaker could
always argue that what he said was true because it is true given the original assignment. Nevertheless,

given that the goal of the conversation we are considering is to figure out where Jiro is or least answer the

3 1f we insist that assertions must ultimately be attempting to add the object as uttered to the common ground, this
would mean that successful bare modal assertions result in an open proposition being added. However. this is not an
essential assumption as the necessary condition for membership in the common ground is common belief. The goal of
any assertion p can be formulated as adding the uttered proposition as common belief without positing that the uttered
proposition itself is added to the common ground.

¢ See (Farkas & Bruce, 2009) for a formalization of this process, or (Anand, Hacquard, Crnié, & Sauerland, 2014) or
(Tabolt. 2018) for an application of said formalization to epistemic modal assertions.
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hearer’s question as well as possible and not to prove the speaker’s sincerity, the speaker must back down
from his assertion after accepting the counterevidence because the newest t; assignment renders “I believe
that Jiro must have gone to Boston™ false. This is the same process as when speaker backs down from “Jiro
is in Boston” differing only in that the semantics of the uttered sentence and in that the embedded
proposition changes with time along with the pragmatic attitude predicate.

Conclusion

In sum, this semantics for mustf motivates the difference in perceived commitment of the Speaker to a
modal assertion in comparison with non-modal assertions. In this framework, the naturalness of backing
down from a must claim in response to non-conclusive evidence is a result of truth conditions whose
minimal requirements are conditioned on stereotypes rather than the embedded proposition’s truth in the
actual world. The weaker commitment toward p in a must p claim as opposed to a p claim is derived
secondarily from this semantics.
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The Problem

Semantic interpretation serves two important roles: (i) it identifies conditions under which a
sentence is true, and (ii) it forms the basis for reasoning, licensing certain inference relations and not
others. In possible worlds semantics, sentences are associated with truth conditions, which in turn
determine a set of worlds at which these conditions are satisfied. Inference on this approach is
analyzed as entailment, where p entails q iff the set of worlds in which p’s truth conditions are met s
a subset of the set of worlds in which ¢'s truth conditions are met.

While this approach to semantics has brought us far, it faces limitations in accounting for
relations to necessarily true and necessarily false propositions. Such propositions are all true at the
same possible worlds: at all worlds in the former case and at no worlds in the latter. Because of this,
a possible worlds semantics that analyzes propositions as denoting sets of worlds and inference as a
relation between sets of worlds, as in the standard analysis of entailment, cannot account for
different inferences that such necessarily true or necessarily false propositions can participate in.
This is a well-known problem for Hintikka's analysis of belief attribution under which a believes that
p is analyzed as true iff a’s belief worlds, i.e. the worlds at which everything a actually believes is true,
are a subset of the worlds at which p is true. What is less well appreciated is that identical problems
arise for modals of nearly all varieties, for intensional transitive verbs, for conditionals, and for
modal subordination. In this talk [ outline new analyses of attitude attributions and of a subset of
modals that dispense with possible worlds, suggesting that possible worlds can be eliminated from
semantics.

Consider the following sentence, uttered in a context in which the speaker, hearer and Mary are
all known to understand what it means to be prime:

(1) Mary believes (imagines/hopes/...) that 113 is prime
This sentence can easily be false in such a situation, for example if Mary happens to lack the
purported belief (imagining/hope/...). This fact cannot be explained if propositional attitude
predicates relate their subjects exclusively to the set of worlds denoted by their complement clause.
Given that 113 is prime and necessarily so, the complement clause in (1) denotes the set of all worlds,
rendering (1) true iff Mary’s belief worlds are a subset of the set of all worlds. Since every set of
worlds is a subset of the set of all worlds, the sentence is predicted to be true regardless of what
beliefs Mary has, contrary to observation.

While a de re analysis along the lines of Kaplan (1968) can render (1) false, the existence of such
an analysis does not erase the non-de re analysis that renders the truth of (1) independent of Mary's
beliefs. Indeed, for any individual-denoting expression a and any sentence S denoting a necessarily
true proposition, the sentence a believes that S is predicted to have an interpretation under which it
is true independently of whatever beliefs the subject actually has. Intuition disagrees. This is one
illustration of the problem posed by necessary truths for a possible worlds analysis of belief.

Parallel to the case of attitude statements is the case of epistemic modals. Understood
epistemically, each of the following sentences could be truthfully uttered in the right circumstances.

(2) a. 113 might be prime and it might not be prime.

b. 113 must not be prime.
If epistemic possibility is analyzed as truth at some relevant possible world, then these sentences
should be incapable of being true. A number is either prime or not, and if prime it is prime in every
possible world, while if not prime then in every possible world it fails to be prime. There are no
numbers that are prime in some possible worlds but not in others, rendering one of the conjuncts in
(2a) obligatorily false. For this same reason, with must analyzed as universally quantifying over a
relevant set of possible worlds, (2b) should be obligatorily false since 113 is prime, and hence prime
at all worlds. This prediction arises as long as the set of possible worlds quantified over is non-
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empty, since the set of worlds in which 113 is not prime is the empty set, of which no non-empty set
is a subset. Here once again, a possible worlds analysis of propositions and inference is problematic.

Similar problems arise with teleological modals like (3).

(3) University policy only allows non-self-identical individuals to register twice for the same

class. So to take this class a second time,

a. you must/could become non-self-identical.

b. #you must/could discover a second even prime.

Since the set of worlds in which an individual becomes non-self-identical is objectively identical to
the set of worlds in which an individual discovers a second even prime, viz. the empty set, modals
that relate this set to the set of worlds they quantify over should generate identical truth conditions
regardless of how the set is described. The fact that (3a) is felicitous and renders the sentence it
occurs in intuitively true while the (3b) is infelicitous and leads to intuitive falsity shows that the
possible worlds analysis of truth conditions is incapable of accounting for our intuitive truth
judgments, once again leading to the conclusion that an analysis of propositions as sets of possible
worlds is inadequate.

The class of modals that Kratzer calls circumstantial modals, which [ tentatively take to be
identical to Kripke's metaphysical modals, yields less clear results, but once again suggests that a
possible worlds semantics is problematic. A circumstantial modal describes what is possible or
necessary based solely on the way the world is. To illustrate, consider the following examples:

(4) a. Atthis pointin time, hydrangeas can/will grow here. They don’t, but they can/will.

b. For the past year, hydrangeas could/would grow here. They didn’t, but they

could/would.
These sentences are essentially descriptions of the expected effect of hydrangeas being planted here.
The effect, like the planting, is hypothetical, as consistency with the second sentences shows. A
possible worlds analysis predicts that if the prejacent hydrangeas grow here is replaced with a
necessary falsity, such as 2+2=5, the resulting sentence will be false. The following examples suggest
that the predictions of the possible worlds analysis once again fail to be upheld.

(5) a. Atthis pointin time, 2 plus 2 can/will equal 5. It doesn't, but it can/??will.

b. For the past year, 2 plus 2 could/would equal 5. It didn’t, but it could/??would.
Compared to the previous cases, however, the judgments in these cases are less clear. The main
difficulty in judging them lies in determining what counts as what the world is like. For a speaker
who takes addition to be determinate, always yielding the same single value, and who believes that
2+2=4, these believed facts about the world are incompatible with 2+2 equaling 5, which would
render the sentences in (5) false. This is the expected result under a possible worlds account. For a
speaker who does not hold all facts about addition to be determinate, however, that 2+2=4 will be
compatible with 2+2 also, or sometimes, equaling 5. For such a speaker, the sentences in (5) would
be judged true. A semantics of the sentences based on the objective facts of mathematics, such as the
standard possible worlds semantics, cannot account for this judgment, showing once again the
limitations of such an analysis.

An ideal account of modality will explain all of the differences in modal strength that separate
may, might, can, could, possibly, perhaps, ... from must, will, shall, should, ought to, necessarily, .... 1t
will also give an explanation for the range of modal flavors available to these expressions - epistemic,
deontic, teleological, circumstantial, bouletic, doxastic, — as well as for the cross-linguistic tendency
of individual modal expressions to come in more than one flavor. | make no attempt to develop such
an ideal account here. Rather, I content myself with analyzing the epistemic, teleological and
circumstantial modals illustrated above and the propositional attitude examples preceding them. |
take the examples examined to establish the inadequacy of a possible worlds analysis of propositions,
and by extension also of a possible worlds analysis of propositional attitudes and modal statements,
since these presuppose a possible worlds analysis of propositions.

Outline of non-possible worlds analyses
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I propose that modal propositions, like propositional attitude attributions, formally encode the
relation of one thing following from another. I distinguish two ways in which things follow from one
another: an inferential way, where knowledge that a proposition p is true allows one to conclude via
inference that g is also true; and a causal way, where occurrence of an event e causes another event e’
to come about. Inference relations I take to underlie belief attributions and epistemic modals, and
causal relations to underlie non-epistemic modals.

Analyses
Belief
Attribution of belief in a proposition is analyzed as the believer having an internal belief from which
the attributed proposition can be inferred, where beliefs are formally identical to structured
propositions. Ancillary propositions needed to underwrite the inference can come either from the
denotation of the subject of believe or from the (possibly purported) attributor of the belief. For (1),
the interpretation goes as follows:

(1) Mary believes that 113 is prime.

True iff Mary has a belief from which it can be inferred that 113 is prime.

We add to this the requirement that the relevant inference cannot go through without making use of
the underlying belief in question, i.e. that that belief plays an essential role in the inference. This
analysis can account for the full range of interpretations available for belief attributions, including de
dicto, de re, de qualitate and de translato interpretations.

Formal Analysis of Inference
To account for inference relations without recourse to multiple possible worlds, I take a proposition
to have a unique structure. For a linguistically encoded proposition, this structure is its
compositionally derived structure without lambda conversion. The sentence in (6a), for example,
denotes the proposition in (6b), simplified as in (6c), where t, is the time of utterance.
(6) a. Johnleft

b. [[[AP.Ax.At3t'(t'<t & P(x)(t"))] (Ax.Atleave(x)(t))] ()] (tu)

c. [[past’ (leave')] (John")] (tu)
To formalize the analysis in (1), I stipulate the two basic Universal Inference Patterns (UIPs) in (7),
and manipulate structured propositions via a process of Abstraction to serve as premises and
conclusions for these UIPs.

(7) Universal Inference Pattern 1 (UIP1) Universal Inference Pattern 2 (UIP2)
Premise 1: x€P Premise 1: XEP
Premise2: PCQ Premise 2: X=y
Conclusion: x€Q Conclusion: yeEP

The Abstraction process, applicable to any simple or complex meaning Z' of any semantic type o
within a proposition (of type t), is characterized as in (8).

(8) Abstraction:

[ Zh ] < 2e{Y:YED. &[..Y..]}

To see how the inference can proceed in (1), imagine that Mary has a belief that 113 has exactly two
factors. Combined with the fact that every number with exactly two factors is prime, contributed
either from Mary’s knowledge or from the speaker’s, it is possible to infer that 113 is prime. [ spell
out the formal inference in (9), using UIP1 and simplifying portions of structured propositions where
the internal structure is unimportant.

(9) i has-exactly-2-factors' (113")

ii 113" € {x: x € D, & has-exactly-2-factors’ (x)} (by Abstraction from i, = Premise 1)
iii {x: x € D. & has-exactly-2-factors' (x)} C {x: x € D. & is-prime' (x)} (= Premise 2)
iv 113' € {x: x € D & is-prime’ (x)} (= Conclusion)
v is-prime (113") (by Abstraction from iv)
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While the case of (1) involved only a single inference step, in principle | assume that inference can
involve multiple steps, or an inference chain, defined as a sequence of inferences iy, ..., i» in which
for 1<j<n, the conclusion of ij is a premise in ij;.

Modality

Epistemic modality

Like belief attributions, epistemic modal statements relate to belief-based inference. However,
unlike with belief attributions, the additional propositions used for inference in matrix epistemic
modal statements can only be drawn from propositions that the speaker takes to be compatible with
their beliefs. To illustrate how this analysis works, imagine a speaker who knows that 113 is not
divisible by 2, 3 or 5, but who has not yet checked to see if it is divisible by 7. Assume this speaker to
know that a number is prime iff it has no prime factors less than or equal to its square root, that the
square root of 113 is less than 11, and that the prime numbers less than 11 are 2, 3, 5 and 7. With
this as background, consider the modal proposition in (2a) under the proposed interpretation of
mightin (10), where s is a free variable to be contextually identified.

(2) a. 113 mightbe prime and it might not be prime.

(10) [mightep]}* = Ap. There is an inference chain from s to p using only propositions compatible

with a’s beliefs in addition to s and p.
If s is fixed as one of the speaker’s beliefs, the separate conjuncts of (2a) are true under this analysis
iff there are propositions compatible with the speaker’s beliefs from which it can be inferred that
113 is prime (first conjunct) or that 113 is not prime (second conjunct). Given the state described,
each of the following propositions is compatible with the speaker’s beliefs: that 113 is divisible by 7,
and that 113 is not divisible by 7. From the first of these it can be inferred that 113 is not prime,
rendering the second conjunct of (2a) true, and from the second it can be inferred that 113 is prime,
rendering the first conjunct of (2a) true. The fact that one of the two propositions can’t possibly be
true has no effect on what inferences can be drawn from it, safeguarding the semantics from the
problems that plagued the possible worlds analysis.

In a possible worlds semantics, might is distinguished from must in terms of quantificational
force: might existentially quantifies while must universally quantifies over a set of possible worlds.
The analysis of might given in (2b) does not readily lend itself to a parallel analysis. [ propose
instead that must p is equivalent to might p and not (might not p), as formalized in the proposed
meaning of must in (11).

(11) [[mustep]]* = Ap. There is an inference chain from s to p based on a’s beliefs, and there is no

inference chain from s to —p based on a’s beliefs.

Teleological modality
Teleological modals specify what can/must/... be done in order to achieve a certain goal g.
Interpreted teleologically, must p specifies that any way of achieving g from some assumed initial
state s involves p. With an aim toward unification with epistemic must, I spell this interpretation out
informally in (12a), with s and g free variables to be identified contextually. A compatible
interpretation of could is given in (12b).
(12) a. [[must]] = Ap. there is a causal chain leading from s to g via p, and there is no causal
chain leading from s to g not via p
b. [couldi]] = Ap. there is a causal chain leading from s to g viap
Applied to (3a), we identify s as a state of the hearer having taken a class ¢ before, and g as the goal of
the hearer taking c again. The informal interpretation generated by could under these assumptions
is given in (13a), and that generated by must is given in (13a,b), where a causal chain is understood
as a chain of events ey, ..., e, for which for 1<i<n, e; causes ej.1.
(13) a. There is a causal chain leading from your having taken ¢ before to your taking c again
that involves your becoming non-self-identical,
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b. and there is no such causal chain that does not involve your becoming non-self-
identical.
For this semantics to work properly, it is crucial that qualifying as a causal chain not require real-
world causation but merely speaker-believed causation. If a given state is impossible, as is the state
of being non-self-identical, there is no way of causing that state to come about in actuality. Ifitis
believed to be possible by a speaker, however, then that is compatible with the speaker believing
that it can be caused.

Causality

Causality employed in teleological modality differs from inference. Hitting the cue ball into the 3 ball
may well cause the 3 ball to go into the side pocket. However, this result cannot in general be
inferred: knowledge that the cue ball is hit into the 3 ball is not sufficient to infer how the 3 ball will
move upon being hit, certainly not using only the UIPs in (7). Conversely, if the 3 ball is the only red
ball on the table, if John hit the 3 ball it can be inferred that he hit the only red ball on the table.
However, it would be incorrect to say that the facts that led to this conclusion caused John to hit the
only red ball on the table.

While we can and very regularly do make generalizations regarding causal relations between
event types, causality itself is a relation not between event types but between event tokens. A
particular hitting of the 3 ball may well cause the 3 ball to go into the side pocket, but it is not true
that hittings of the 3 ball generally, or as an event type, cause the 3 ball going into the side pocket in
general, or as an event type. Strictly speaking, taking causal relations to be between event tokens
requires an adjustment to the definitions in (12). On the understanding that s, g and p are all event
properties, a causal chain leading from s to g (not) via p will have to be replaced by a causal chain
leading from an s-type event to a g-type event (not) via a p-type event. While causality is generally
assumed to involve branching structures, I use the term causal chain here and below to refer to a
single non-branching string of events connecting an initial state to an end result, ignoring both other
events that play a causal role in bringing about the end result and other events that are causally
derived from the initial state.

Circumstantial Modality
Circumstantial modality qualifies as a class of causal modality rather than of inferential modality.
Starting from a hypothetical initial state e of type s, it specifies an end result that follows causally
from e given the speaker’s understanding of how the world is. For example, for (4a) to be true with
can and with the initial state e understood to be the state of hydrangeas being planted here, it must
be the case that there is a causal chain starting from e with the end result of hydrangeas growing
here. This does not require every possible state of hydrangeas being planted here to result in
hydrangeas growing here given the way the world is, just some. An informal analysis of can that
generates this result is given below, where once again the initial state s is a free variable to be given a
value from the context.

(14) [[cancirc]] = Ap. There is a causal chain from some token event e of type s to a token event ¢’

of type p

As with teleological modality, sensitivity to speaker beliefs comes in through causal chains encoding
believed causal connections rather than objectively true causal connections.

Applied to (5a), (14) generates the following truth conditions:

(15) There is a causal chain from some token event e of type s to a token event e’ of 2+2

equaling 5

The difficulty associated with understanding (5a) to be true lies in the difficulty of finding a suitable
value for s and a suitable understanding of how an s-type event can causally lead to 2+2 equaling 5.
Circumstantial interpretation of will compounds this problem by requiring that the causal relation
hold not only for some event of type s but for every such event satisfying assumed contextual
restrictions.
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(16) [[willerc]] = Ap. For every token event e of type s, there is a causal chain from e to a token
event e’ of type p

Formal Analysis of Modals

The analyses of modals examined above differ along several dimensions. The teleological and
circumstantial modals quantify over causal chains, while the epistemic modals quantify over
inferential chains. In the epistemic and circumstantial modals, the prejacent (i.e. p in must p etc.)
represents the end result of a relevant chain, while in the teleological modals it is part of a chain
leading to a distinct end result. Additionally, with the teleological and epistemic modals, the implicit
initial state was part of the actual state that obtained at the time of utterance, while with the
circumstantial modals it was a hypothetical, non-actual state. The informal analyses given above,
formalized below, stipulate values for the first two of these dimensions, essentially treating those
differences as ambiguities. Restrictions on the initial state are not formally represented, but could be
added as presuppositions if desired.

Teleological modals, formal analysis
cc = causal chain
first(x) = initial state of x
last(x) = endresultofx

efcc = eisanelementofcc

must p,s,g: [Hcc](s(first(cc)) & g(last(cc)) & [Fe](p(e) & e/cc)) &
~[3cc] (s(first(cc)) & g(last(cc)) & ~[Ie](p(e) & e/cc))

could p,s,g: [Fcc](s(first(cc)) & g(last(cc)) & [Te](p(e) & e/cc))

Epistemic modals, formal analysis
ic = inference chain

must p,s: [Jic] (first(ic)=s & last(ic)=p) &
~[3ic] (first(ic)=s & last(ic)=~p)
might p,s: [Fic] (first(ic)=s & last(ic)=p)
Circumstantial modals formal analysis
will p,s: [Ve: s(e)] ([Fcc] (first(cc)=e & p(last(cc))))
can p,s: [Je: s(e)] ([Fcc] (first(cc)=e & p(last(cc))))

(OR [3cc](s(first(cc)) & p(last(cc))) )

It has been widely noted in the literature (cf. Hacquard 2011 and references therein) that many of
the patterns of variation for specific modal items hold across a wide range of languages. The next
challenge is to give fixed semantic interpretations for individual modals that make possible the exact
range of variation found, e.g. through contextual fixing of values for open variables in a single
semantically determined interpretation. Ileave this challenge for future research.
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BLOEEDMRELIRIV R | EBRANSHENT AT TAT4ET

(Stancetaking in studying language in interaction: Linguistic forms and social identities)

(LI~ B A (YAMASHITA Rika)
B8 HUEE K F(Kanto Gakuin University)

B=

Aﬁ/ziztf.,ﬂdhﬂafiﬁbjf;&m&u &, TNETEERT Fo—FTCRY LiFbh T&7-
D3, TS HTEED S TETVD, $5IZ Du Bois (2007) 12XA 2420 A 11X, 3850
Rt MEAE S L 7036.% EHZOBAL BHEL QWD anERIZET 5,

B RTT LD BENE, TAF VR | EDIHTFHELILIEO /T —ZITGHTESON, Fi=,
ZIPHED IR HMANERONDLONERRTHIETHD, shilizblix, A¥ 20O % EHECAIF
PEIZAE H L2223, BEFOSUEBE G ClEHaICBS L CORWEELZEIE D ERIME, R¥ AV
T AR T IAMIRE LI REGE TERITINAA T A X —ECH R (bR EET —<IT,
fOBEES T ik (B REE TV HEITALS ST, 70— LB, %mﬁ"ﬂhfﬁt)%ﬁ“}fﬁ
Le3h, TAZ A2 S E VWA I ETCROLNS RO Al iEMEL £ OMUEZL R

RAAUAERET

OOV IAZ R o1z | 728 FEFWHRELL TIRAZU A NI L R, S1. B RLLV -7
R THiIL TV %, Du Bois (2007)1X, ZDIAZ A | % FHEATAIZEBWTIT BE BHEIZE R
FoLOEETEMAGEEL Tl Tz, [RZ R 1B BRI CTh D, ED IS hDID
B, Bt BAT A L OBIRARE L, IR LR 7223, linguistically articulated form of social
action whose meaning is to be construed within the broader scope of language, interaction, and
sociocultural value (2007: 139y &, Ml AITA(CBIFAZEIFICBE T 58 0L UL BT, FFi
H7rDE, *HaEME (dialogicality) Z L TWAMRTHD, EDLIRAZ AL BIRITHFETHDT
1372, BFPFIDOAY L ABIEL TWDHEB X TV D, DAY AL, ERIDHEGE THHT
b, RISV SRR EERITA ThHho720h 775, £, %Eﬁ%ﬁlzyv*r&zi«%%}ii
TfRIREATD, ZD2HM, Py I A a7 DT 7— V) THBREWEIHTERE ERD R
Hb, FOH%., KEEEFEZIILDHEL T, ZEOBIEN AL R | O IERENFFE21T>TRY (lﬁﬂ
a SCIZ, Jaffe 2009 X° Takanashi 2018 23%%) . i AR FHFICLISHES TV, K
FABLIOR U RPT AL, FOWRBEAL AR EOBMBERLEF OB O EL + 3T HIE
IR ATHE THHZEE BT D LRI, ZF 2D BAARE FHilk <254 TV % Du Bois (2007)
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D—wpxBEFOTDRE THD, Fo, ANCR T v 7OEREOFERICET N kA ¥ —U—F
13, A2 AR ONRILV BB 2R R L Tnd,

ARV ABRDO A

AR ZAHGROREIIAZ A S x VTR RO P THELEEE-TVVRW, KV VRIT AT
MTiE L TORIORBUTRE LML, LiL, BRICEGETOMRIZRUANLLBME &
bHEB O, TR LABHIEL DB RICBWTRRLRBEZTHARENENHDH, D7
B, ZZIT, HEETOWEL, BARTECORE— I CORGEL. Ebh D AR OHDBI/RR
M ERRTTRERW, IyaNOFGEEL, PTRATIEEEZTFORNZRERE L2036, JIFREL TR
RLTWD,

Stancetaking — A¥ 2 AD KW take a stance - A¥ L AR T D (RF A% LD)
Stance act — AH¥RAI{T4

Stance triangle - A% AD = G (AF A RTAT L7 V)

Subject 1,2 - AXADITAE  (FK)

Object - AX L ADKI S (K 5)

Evaluate / evaluation — FAfi

Align / alignment - 774> T 25T IA A (GRiH)

Position / positioning — (& D5 (E DT (U ia=rI 45K va=>7)
Disalign / disalignment - 7 A AT AT BT A AT 7A L A

AREAVAD=ZHRIZDLNT
2K A E O IR T A2 T, Du Bois |3 O LA Tug

There are at least three things we need to know about a given occasion of stancetaking,
beyond what may be overtly present in the words and structures of the stance sentence
itself: (1) Who''s the stance taker? (2) What is the object of stance? (3) What stance is
the stancetaker responding to? Each question points to one component of the process

of interpreting stance. (Du Bois 2007: 146, £HAILIE CiEY)
AF U AZIINED 3 fiEL > TR T B0, AF L AEMRIRTAOIZITZ O3 803 13

THHEL TS, ZO3-DEE, TN FHOBEOBEREZ DAL LTZ0O0N, RAZ L AD =
E(X1) THs,
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Subject 1

AR ADITAE
evaluates

\a‘?{ﬁ
positih

aligns HESH Object
, ;’;}gjﬁ ; positi? ABU AN R
Subject 2
AREADITHE2

Il 25220 =T (Du Bois 2007:163 R A - FIaR)

RKOURO) LD

A IRPY LT, RIFENTRESNDIIaR T AT o TA4T 45, R THEShTWS (&
B D) KO~raixTAT o T4 T 4% WO FEA~LVOIEIC, GEEME D eEhs, L L, £H%
BAZUABGRIE, [2n | kl=2a | OB REESLT | £ 0O EE I (multi-layered)2 7 A7 74T 4
R, E OB D SO BIFE M (creativity) Z iR DX RETEHEVIDN, BHLFH DI
DR THDH, O MEOIEFZ, FE LOLOTHAHbE, ZZIZi L THEW,

Avbag riay

RERMLL T2EEICBI B0 < B2 AL AL | (AASET)

RS [RBOREIIBIIARI A—AFANBLEO—RORIR | (LI FERE)

A3 TR E O ERICBUBAY AT | (HEYET)

4 [ ZEEIC IR AR - BBV ARZ o AGEEA T A ¥ — | (& A1)
AN R EHENE (BASBEF)
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LDEEICBIT BB IEL B A Z o AR

(Repetition in conversation: Dynamic stance-building)

$5KFEF (Ryoko Suzuki)
B EFZFA K (Keio University)

1. FF

Du Bois (2007)® Stance Triangle DETNE, AZ VAT RFEDOHRT
BRI BRI T Ik Uiz b o T, ZERoOXIaE 0 L
RoTWna,

Subject 1

4 aligns »

Figure 1. The stance triangle (Du Bois 2007: 163)

ARKTIE, BARFEOAFRFEORF ZMEt L, Du Bois DET AN, R ¥
VAREBITHERE I NS BREMRT S ET AU EOSFEICBWTHLAH
ThHHZEEHEMT D KANRLOKGEOHRTAY  AOR ) 3B 6272
L5%MICER L, B8 ORFELMOGFEEVRVIRT ZLICLDRAZ AR
HAZS, BRA R HMICKREZ B L T S 2R TS,

2 TR
-WE T — % EXEGENRER RESFE— 2T — AR
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https://www2.ninjal.ac.jp/conversation/cejc-monitor.html
(BxFelE, EHMGENE [ TRARL, ENBERX2EEZ M)
- HFEREET—4¥ Wakai  (Du Bois et.al. 1993 (ZHE#L L#SRE)

3. E{kp
(1) Iz

a. [HHE L]

20/ 0 MM & A0 LM D 2GS, Mid, HEORBOGEIRhTET, 72
AEARBEOESZFZLD X DT> TER LFET, VT &t b
ORBUC L CHfiRZ R, MTa bz, BEA2IZELMETIDb 5 L VK
S

IS EED T oligit 4 7
LAk i (W) EEOHY - B EDT T —
2. LHosT, D) B L
L (U) O HINI B 5275 T
% s BAR G (L) 5284 LT 3 i
> o (X) (X#6#)  FEARH
6. (E: »E)
b L@ SEOEL M7 TLH
&4 [EYED, [ SO TR
% R 1 B (F— % a0 3)
10. R [MF [ UM o Seak 4
1. —=>E»[EF L]
12.. B L& 3Ea] 29 ol
13. R: — [(Fems] k.

14. A:— .. BBEF L.

(2) ¥6L

b. Sk EE

NPO O] 3 ATRFEL TS, U FEEERDSEMOFXHOBMLWOTH
S ORI L7 TR &FEd, Moo T AE. ILTFASEHRICEEY £ 5. £ LVE
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HAHTEZ ) LWt OFE 2 H T 5, 72 LILTFARM (BF) ~0Z
Kby zHallys,

1. IUF R0 EM [N ORITRE D,
2. B (DA DA,
3. s b R i =
(EZEZ2E L TmEFicEi CEIT b5 K574
FOHET, TH AKKHZZ5EET))
— B LTRSS AKX,
ILF [OWF | 72) (W72 5)
W+ | 72) W T7h5)
Mzt U A WU~y | R5%E-) THHEI D,
WE [0 F) BE&EBRPLDHNBEKE & hoThbT,
A% [4:, [Z9,
10. g+ L) ((H572F<))
1. A% ((FUCF-o&T, SEIILTOLICA LEHZE LT
MZz5X912)
— mlfKCATELL:,
12. N4+ [a:,
13. — wL A AT X,
14. H¥f (WMTFToOHICHEHEZZNLIT T, VRN LHIET D))
=5 (BB RS < (< bha:,

© o0 N oo o s

15. MEF [Hb—. [RIK#2,
16. ILIF L(L)
17. &+ Kk,

18. — o BRI bR,

19. ¥ [Z£95,

20. ILF  [MEARZGTHEE LW O D) |6 Fihdzvo,
((HZBRIZIED))

21, NEF— (AT XEZH) TERWY,
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c. [Bbot=- A

[l CERFEHRITE) 3 ATHRASE LTS, [HiFE) o - AL L
F E, BIEIZLLARIEATWEHE T, §1hbEbo AN (HE—NAERo78F
V== R AT L LR E) ZRNTIETET.

1. SH# Thotz Ao FnnEd i,

2. ZAE 22,

3. Ml (%3,

4, EboloAOZ & 21T AR,

5. WA [2Td kAhiid, (MEOCHZRL))

6. HHIE  [3bdAfz[472,

7. BA O [3() [4TT &Lt [Ebo7z(LA: &b,
(ORI 5 %1 <))

8. HifilF UH H— H).,

: (6 (U fE2/dHi)
10. =# [6 (L)
11. B4 [6 (L)
12. ffilE (U @) &5 X &5 X,
13. /Kl @LQL 257 £57:270),
14. B (L)
15. =i [7 (L)
16. Bk [7—%F& (L WRAE-T) ) .
17. (L)
18. JR¥E Z Ziowe, Tl ATz,

(3) Xz

d. TRE]J

REIE TCREDBREMATVD, BBITHDOKNTHE L, @ERRIZH &
DAL O FRRA, FIEFHEIT, AR ARBEBICETR L Tz & B
L, HHERELDE-HLED,
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LIEA HITL, Z2obDRAFIIBIALN,

2. B8 [B— 2

3.8 (L) [2 (KR, (BFEEADHTID)

4. 878 [3 B—2

5.9 [3 (L) [4 B Bro b ARRIB(L 7oA T,
(CHF&FHID)

6. A [B(L £ 5). (L)[4 HHE:.

7. B 2% [4 X A 7T74%—),

8. BHrotX 5V x),

9. A [5(L)

10. #  [5(L)

IHL.EBE b Lo ARRIESTZ[6 DAY, (HF#ELC X5 IZFHID))

12. #f (6 95, FBIN—TEozATT L,
((HFEEADFTIZHLET))

13.BE [TARIN—TEsTz0, (GFEEZFRCIICHLET))

4. A [TES &, BRRL®RL,

15.85  [7(L)

16. B4 (8 FEE, [9 Z2: AT, ((LdmEE—>< 3))
17. IC A 9 (L) &5k,
4. £&9

* Du Bois DETFMTL  TNIEN, 3HUEOETETORLDZ AT ADFK
PR Z AT 5 ETHIEMNTE %, SEIIAANFELOMROPC, ZhED
MEBMCEN RN A G ERS Lz (a. Wl - PRk, b B
DR - LZAEDEFE c. Bbolo A - TN d RRARE - £ ULOARE).
3OULEDAY AN HHEDOETAOBEAAFEMEIZ OV TIZSED
RtiRE - T 5.

cHRVIRUIZK A RAF  AKPIL, FBARCHGE, BRI TR FE L~V
b IS, AHX U ARARCHIL (reinforcement) i, —AZIZEEOS
MEIREVIETZ LICE TR LZET BN D,

cBE (1) FGEEOAY  ARWARGEO— B a2 H _GEE RV IRT Z &1
B ia DAY AR TN 352 L &R, FTmRBRHRAZ L RED
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S EBISIT-H D (2) B—iFEDAZ  ARGFHEO R THELNW I FFEDOERRL
BMEEHLWAZ AR E L TRV IHL T#RYIERT Z LT, A ¥ U ARBT
B (¥ L) NiEXx5, T LIZ2—FET7DY V—RA L LTSINF IR X
ho 5, (3) SEETTIERSHEEZ®RVRT Z LT, FEEMO [XHLLEEDY
OREZBRSL =T 5, (ZORKGS, BER., )

5. 2% (K

Du Bois, John W., Stephan Schuetze—Coburn, Susanna Cumming, & Danae
Paolino. 1993. Outline of discourse transcription. In Jane A. Edwards
& Martin D. Lampert, eds., Talking data: Transcription and coding in
discourse research. Hillsdale, NJ: Lawrence Erlbaum. 45-89.

Du Bois, John W.2007. The stance triangle. In Robert Englebretson, ed.,
Stancetaking in Discourse: Subjectivity, evaluation, Interaction.
Amsterdam: John Benjamins. 139-182.

Du Bois, John W. 2014. Towards a dialogic syntax. Cognitive Linguistics
25(3) : 359 - 410.

INRAERR « ROWER « AR — - ERAR T - BRI - fAEmET - )l m
F - HPIRAE - (GBRET - T)IERR (TAAGERBREa— 2] 2= —24MH
WROEE &5 TSEAHFERE 25 BHERKESFHEKH LD pp. 367-370,
2019. 3.

INRAERR - KOWET - AAH — - ERAH - - BE3W - AEmET - JlimR
F - HPIRE - sBRE - IR [TRAGEREEFE2—1 2] £= 5’-—’\55
W 22— " AOFE & MBI ERESERT H ERFEa— AT r Ve 7 FiRE
2019.3.

PR — 1980 [< 922 LoE] KIEREEE

Takanashi, Hiroko. 2008. The negotiation of face in humor directed to self and
extended self. HARZFARAIRIEDTE 5 43 5, 119—137.

Takanashi, Hiroko. 2018. Stance. In Jan-Ola Ostman and Jef Verschueren, eds.
Handbook of Pragmatics. 21st Annual Installment. Amsterdam: John Benjamins.
173-199.

Tannen, Deborah. 2007, Talking Voices: Repetition, Dialogue, and Imagery in

Conversational Discourse, 2" ed. Cambridge, UK: Cambridge University Press.
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REOREFEITBTARIVA—REMILELVI—FDER

(Stancetaking in pupils’ conversations: Choosing a code/register)

I FHLE (YAMASHITA Rika)
B T K (Kanto Gakuin University)

0. EE‘
SICBITAAZANRa—REIR (REA N T h-a—RAS o F ) IX, ENENGE

W, FHAEITAMSEREEEZPOIIThI TER. UL, UEEHENHE BT A% ST A
FoA VOB, EREN —FEORGFE) - [ LSO 1 LU Tl & [ FEsh i b T
o= ZNLDOW LA TEXLAIREMEFF > TV, BT, KEEICBWWTRIEDAZ AV
Ra—FOFERANRLLT, EHARNERBLIOESIEENIL, AZARP L OWRY
R K USEREIZ L > TA L S(Du Bois 2007)E 35 2 HA. AFERTIX, AN Th-a—R2R
AvF T DOFFFEIZ stance DFEER?, Stance Triangle €7 /L (Du Bois 2007)% i 5% 51

&, BRI TOXEOELY, NEAED AARGEET /N ANBIO ALV HNRFEOT — 52 %24
W15,

1. EEOER

e.-;:e FRBEBDOAIANNEENLRFEDOAH D OLDIZ, FlERN—FHEFELED
Bt AAANPMEDNI D=LV Ib DN B 5L (7B, AARFEDI AZA N | THEERLTT £
ke, ZANEEDLNDIETREEH T ZLNEL, HREDRZA V1L, R R/ %TE, ¥
I‘/&'~%$§7‘£&*M“ﬁ“&7ﬁi§b\ﬁ§ ZITREOWTHLE T ZLET2). HETHER
S P THAE Gumperz D, 2 5BEH (2—RAALvF 7, codeswitching) DL S a5+
R B9 D AT ZE TR, S BIREEC TAY P HAGEFR IR RGEHFORE
(addressee specification) | (Gumperz 1982)>, metaphorical switching (Blom & Gumperz 1972)
ZIToTWHELTE. BEREHFORELIL, = AL EBBMT XD T, 5EH D, £DOHE
RIDFERHIZ AT NI TF LI R DHFIC iﬁ‘é"i’é‘&'@&)@ metaphorical switching [,
FCRFEDOH TOX NP RIZDEODOEXIIF /D (BRI BIVEDbLLOTHS.

-JC, DHOLIERBR IR0 7 — (B0 1T, ZEFEICIOHEITAOHAERICEST
BT b0 Tihd. —EOMMERHIFIOIIZ2 R ENREEITHL, FEELIILTLLT
TVAVNZESEBEBERL TODD TRV, ZD72), EERORVENAZ LTV KL, EWSIRE
2R RDEN T L3> TLD. £hZD, FFEHFIILTLL— ATIEARWVL, #5 Thbind
IRVNIERED, ALRRVT AOHFITIZIZALNDD, £NIZT TRV, BRI, JEREHEFICHE

- 155 —



LTV, xxSALEETEXIFIOOREITRDIELHADFICTII R, THLOO3ALET L
FFXOOFEMNEL THOOREXIZEA L DR, WX IZOOFEIEXSAMITOFRIETHS,
VIR TES. LoL, xxZALFETLEIZOOELAN TR T L X BR Z o TWH DM
1%, KEWR G —2 b BB 4 | CLAR T X2, Metaphorical switching [ZBL T
WZIE, 5TV L DFEFENBOOFED A TITONAD TS, RIS vV OFEE LIRS
b, EEAOEFEBME O R THEEOCVLVNRENS Y, BARZSHELAVER TEDR
.

Fiz, YRnE, INHOMEUAN TEEOUVEZ PRI TNDLIAITEL DD, ¥EK
T, ORIV ZLOFEYVEZON\Z— U Z R 57207211 T, ZhHLoEER TR
IMENTZ OB, A% 2B I Lo TRIBEIZAR D L HIFFL TV 2.

2. TARALRFESMBOEE, ARROT—T

RO T —H1%, BREHEOHLE AT CIELT:, BEGE AN OB THDH REMIX
(LT 2016). FEEFREBIOVEORIZORERMIZHIZ->TC, BREIISHEEEITo72. K%
RTWOT —HDOERFEIZBIML Q=D RFER B2 DHME T E 3~4 N (h3~H2) Th
%. HEmE, SENSWZ TR IRy —58 AARGEOIETHFEL Tz, HARDANLER
(I ZDRESIX, HARGELY ARy —iE% HEICHERLTBY, HELFEL WA, H
KFEOFFEDERANZ LV, Blfi-REEHIS, FRIZER R ZOHEIKTERY, BROE
RI DA NETHERE DY W, Fz, ZEHidsE SRk A 14F~34H T, WEiIck
AT AARFEOEAGENTE VSRS H -T2,

AR FREOBEO R 2B TRVIRSNSH BT AL, B85, T0rL0—o0F, HEIC
Bl —3Abb %8 | ths. ZhE, BEHHOMW, WEMLOIRE, RENS
DOERM, RERLOZRZIZET 5000V ST, BEEOCVEVDOZELHIUE, RTAMR
—RERIZVEREEZTALY, BEVWTHAZNIEZ VW8 00885. I — 2D AT
20X, BELBERLVWRER LOBLoDCEETHS. WHLIZR, ZOZSD2AT D
FEAT AR, FI3RAEIZBMLTERY, BERM P T8 B0 ZULhAB ML Ty
IRNEVI TR ol OFY, FRFLIFFEBEOT G OTAT L TAT A BENOHA
ITAHTHREL TW-DTHS.

HBENTOFEHEFLFFFELLTOH O, BN TORMEDRFRS, HEF
LORET TR, FREOBRICHB > TWA. RESIE, B RE LU T8I
ROLNDLIDNATET 2T b HIVE, FAEND H ORNIZES TVRNE, D REEDARK B
FBRHEBNTOFE ORI RV E LT D055, TRV LML EH L TOAT
AL T BEINEDLDDIE, FEIBERE LTI EBE0FIZRBIENZ VR, T
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L —H RGN BDLIONL, BRI BREA (&BHIA)ITEWVDITS | LZOHHLIZEET
BH5. K72, BMLUTWZIREAANDI B3I AR B IE~T2728, RFIZEMTIBRIA (&
BEANTE LI EVOZEbHoT .

RESIE, BV Oaia=r—arOIFEAEE ARFETIZL, Fhfilch A AFETRET
HIENRZ WD, Hix ARy —FER, FEEHTHLIGEEEIZLbHS. ZOUNLRy—iE
RYEE, T AARFEORIRDALAND, EOIHITHNLNTWADNN, BEREOELTH
. AR TIE, REDBEDIOIeAY A HERCHMO R ELDOPVEN BT T, SLEERY72IR
HMEVITAT U TATAZHEEL TODHONMIER T 5. BlLE7 ARy —iEZ FV=fl, #2
X AARGFEOTTETREHWFITHS.

3. 1 BERELTSA UL LEBNEIIEELLRE

O, WK ] DVTATEISRZER T, U 2 FERURNG, JLTELLAIE(T-
TWe. 2%, RIL7a7# a8 OB CRYILNI-EITOBETREEZL CWEKRFESEST
ADVEEESH, IREERFRICAD, W# ] SOHBO®K T El-T, HHIT =% Tx SAOREEE~
EH, ML DD 1 AT DN, RE I SBRZET THLICLELL T, Fibifiy,
INENRBERNTIWLU Tl TV T, ZZTORFERROBITHD. 28, FHEABT ARy —
ih, FRRDSERT, BEBBLUY ARy —FEORRIE, AIZiELTz.

01 BREET: 72 /AT W B[EE X CTAD.

02 Zif : All they are coming to toilet. (BT b A LIZRTWD)

03 YL#L I: bar bar niice jaata hai na. (farEl S FIcfT> Tvva L)
[ B Fiz fT<-PRESCOP TL k3

04 Zhh : aaN (£35.)

05 YL J: ab'ii b'ii niice gayaa vo. (&b T T2 LdHDF)

A b FIZ AT<-PAST % - iz

RE T D 01 {TTRATIVOLAELETAD L, TZV06 BV EAS W4 Fe,
HAEl+E | EVIBEE D =27 206, BRIEVHIEE, EHETHHZ LN 005, T, =
DFRFEDAS L ADX R TS, hfEE B ~EFERERLD (=T20oh)), FLTESAH
ExEIFS T FIATEXITIHDINIETHS. b 02 17T, All ZFRFALeHD, 1 BEOMML
AT TNV, LEFETHTEY, TRLEFERELLPEFLLTRBLTEELVDFEL
®RE, CHEHIMICEIIL, EAVEEOHEELL COHDDTAT o T AT 42N ETT
WABZEETRL TS (BEDL, BHBREZL CWEREHIZAITT-RETHD). 03 17C, &
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I 02 TERCAZ AR RIZY NV Ry —3ECTE AT 5. na BRWGEEIE, [MAEIBIT EW
FBILHBORICIe DM, TTLED 2 1R LR LW ole=a T RA%EHD na &0, [EFER
HOIIR LU THEHIIZREEL, B S E2E R EOSENZGHlZ T 25 (Cogax i E
] BEAERIRETHHIL) IZHDILEALE ST, BERET 74 L TW5. #fiiE 04 17T
Ry—fETREL, ALY, BFFRELOITER~OIFFHLE LG L TODIENRENS.
WRE ) 35| &ReE UV Ry —3ET, 140 R {Tolz ) Lk <5,

KECRE ] TR AZBETORFRENORLYNA Ry —iERGERIRELL T, ZEh48)
=0, (REEREOHBEAIVTHIELDD. WHE ] OUARy—FEORREL, £OLI-E
AZNTORECNIGELZDIINZER>TVLKOTHD. UKy —iElL, HAR5T /LRy —
ENOBEITHTHEERIRITR>TWADOTRL, B KW NSO 60 A 87421 T
BEFERIL, ZEMOLYEHMNRERZHIFETHIERPAL TS,

4. 12 hIREOREVEERHLETS

KOBITIE, L FIRE L LBETEDRVENZHF 728 K (L DL THHD) 23, ~ Al
ITEASNLRADL, HAIXREOZE X AIELCEEL TOHHEVWHRALZEDIRLATY. 72,
[ FERIRFREFEZRL, [2 20T £ FIRFRFE S EC TNDIEZER T,

01 WHEL ; Z 5/ negative, 17 & Idontpast. .tense TL & ?
02 i ; nn?

03 H#L,; I dont past te[nse

04 Zhiti ; [1[2 wont] 2] say

05 WHEK ; [[2 EWET 2]]
06 Zrhf ; it again I already explained it.

07 BH#EK ; ENET

08 il ; you have to, I dont is what tense?

09 Zih ; Im as - Im asking you to do it in future tense.
10 HH K ; AE D L.

11 T I will dont.

12 WEK ; I will not 72 2.

13 ki ; hn.

01 47T, WEE L 23S AZO T 247725012, FlicZAZ TROLNTWAI LA R
LEHE95. 04-06 1T CTEANLNE L OFRFEOKR TEEH-TIC, #ekmais. Zhix, |
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B L A ERAZR U@ T3, BEIZ#0H A3 L7z Z &(already explained / again) T2 &l
LTWBEVDZEZRT . RN, OIS, W L NBRIOLIATORHZEHA LRV
TR 2TV I FEREE DA+ 5ZPZDLOTHHZEEZRLTWS (ZDZEE, ZDXY
EVERIZBWTHBNIRE L 2T E2WRE | LA BT HZELERL TVD)

WE KX 05 fTTHEVET IEVOITRIATS. Zhud, B L XAV EEMRL TS (]
don’ VWO XEBERZTHEESTH) ZEZFHS>TWVAEIE—2FY H ITIELLZ A7 % H
fRLTHEY, HETOEFHLL TROLNIIENTETCNDLIEEZRLTWAS., ZZTOITY
FIHRXDMERIZ, BAONEROHAETOREIFEIH OS5 (Cook 1996)iZ
HWNEBZBNS. A RO/NEL T, MMOREOREFO%, BELKRTIGoTE - ENE
FIEEIZELHD. 07T TIRE K ITHENEWET | LB R5. Z0#%, BHIEREELIZ
ST D HE G D,

10 fTORE K OFEFETIEIE I BMAbh, TTFEIHATIE o TWa. ZoZ1 ki,
RRFLLTDHEI(Cook 1996)235 7RIz 7, Faitl FRBEEL R TIIAR IR E®
L [Z7gofaimnb, LV IHFEHFORRIE | EVORFHAIRETHS. Ll daktka B4 54
B AR, MAETAOERNSELDI/uR SR ROBIRBEDIDTAELINEND
ST 2881, DUIREENSAEL TS,

5. S ORE

AfETCIE, 58 (@—F) OBRBEDISNZAZ L ALEDY, aa=T A OF TOFEDE
ML BT AT o T AT AOREE SR BBO0 bR (3H) &, 3 LEBA
VB2 (Afi) #2312, Px N ERZA N DBURMER, FOMEMERLIZHT AR A~
DFEE (ETTAZ L ANGDEEE) 1, JE1THFSE (Bucholtz 2009) TH +4ricHiame L Tim LYl
TRV Al A 895,

REHTISHRD, KROT —Fotho 7 — & LRS#EAHT 205, FERAVHEORBEOT —F
IZALNTZROF(a), (b)DIH1eFGEE, AZ AR LRBL, AZANERZ L ZADBIRD
fRINC | Rt PRI L TOETZWEE X TS,

(a) HobLDOERITVy—2 XN ESLBNTHYET
(b) B—WE2OERZTETL
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BOCHEOXFECBITDAZ AT

(Stance Acts in the Dialogue of Tourism Interactions)

%l f#7 (TAKANASHI Hiroko)
HA LK% (Japan Women's University)

1. ARROHR

1) TRZ VA MTFAT 7] (DuBois2007) % TBUEHEOXEE) (CHBEMITIGH L, $E23C
ka7 7 A MIRET R Z o Ao H A% KREE

2) Urry and Larsen (2011) 7% (@O EARIL) L LTEATI 2207 Fe—Fhbébilk
L&, RRD - FRMIED BUEBEOREE] X, XS CAZ R ELTERL, HEE
B bDERDh%E. A4 2/30  FBOEOFE %8 U Tt

2. BHOT 4 RAa—2R
2.1.  Urry and Larsen (2011) 12X % The Tourist Gaze ([BXO £72 & L) MAKZEMR 2014)
CBEET, HEARE & TR HERAERT, BIRLHAFLEL> TERS LERITNITS
M ARREMSEBLE LT, 220RGRHD
2.2 J—a—l by 72 (top-down) DT 71 —F
B ERTLIL, MR SN ELESN TS (socially organized and
systematized)
> [ERELEMITS] (gaze) Z &%, WHELBRIIYHAMC [R5 (see) OTEHARL, &
Mz a0 R, H20iE HEEOHIEL] (scopic regimes) THD
RO ERETLIE, S5 (LB ML THEKENS
PBNDOERE UL, REMOMHA) 12X Y | #H:2 - eMIciS1T bh b (socio—culturally
framed)
PRk DA A (rames) 1ZBEE DR & 5 HmfEIZEL<
2.3. Sd7= U AT v 7 (bottom—up) DT Fa—F
c BOLOME & DG ORIGEMEIC A B
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PEIOERI LI, B0 (ha b)) LBE (FAN) LOMOMEEMIZEY, #ICH
HEFEEND LV D BIREREE Lo

PBHOERELIZ, FHSEOMOE 5721 Tl Z2AMNERE THRE S-S ER
(an embodied social practice)

CBEOERE LI, BIAEICLD b0EF T B ABBEEICHIT2b0LH D

— #Xo THMER] £2XL (a mutual gaze) (Maoz 2006)

3. RFUR
3.1 AB A NTAT o TNDEZS

CARBUR S RTATUINEZ, (RZ U ADTAE L, (R ADFTAE 2], [AFRAD
MG D3 ODERETAMNE LI =AFDET /A (Du Bois 2007:163)

FABVAT=R TR, BAZ U ADTHED, %% [FHO) (evaluate), M-8 (R
a=r7)| (position) L. #HAMT (774 (%)) (align) LTHRAIL

- TEHIE EEE. TLESY (Ryva=r7)) BES. 177040 G ) XM=
BRI 72AT 2%
3.2. AFUAF—FU IV OEEEE (Du Bois 2007)

AR ADHAAL T B A S A (epistemic stance), E&{F A Z A (affective stance)
s AR AL TR FE A # A (stance lead), BFfiA % A (stance follow)

« AP ADFER (stance differential)

s AR ADT 4 =) FOEFHE ( “the constantly shifting field of stances” (171))

s ARG 2 ARG EHE

« AH 2 ADEHENE
3.3. AHFLADarT 7 ARE (stance contextualization) (Du Bois 2007:163)
CPEROGEMRD L 12, a7 7 A MPLUIY SN FENETIL, X2 U RIARTES,
ik T A MELTHID TAY » AFRITE.E Lo

PRBEVAE, BTV T4 ATARK— FAT VT 4T 1 2 EOHBME#EIZoVT, 5
74— RELTOHEBRI LTI A MIBWTEMSNDRE

« AP AR 2 T 7 A NS T 2B (Takanashi 2018)

PARAZ AL DAL T I A RNTITRAD Ta—H] RbOTHS EREIFZ, LD IEWHE
KT I A MR ELELT [Fo—] ZEHL L2
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3. 4. AN ADRIFEMEHE  (Du Bois 2007:163)
s AR AT T A AETADa T 7 A MEOR TAIRT A

- [fZg 2 2 > A (emergent stance) OMFFRIZIL, THITAZ 2 A | (current stance) 7217 T

< THfTA A A (prior stance) & DOXFEHEET 5 Z LPPE

4. HFEwmeT—%

TR T T T4l L BB EHE

s A N RIRITERBNT B 04— 7Y T — 2B 5B L xR
c2HEFI 24, A FEFEERT VT4 TIHEOFHEA 38— FRITEIZR—F o FALM
F201T4ET B, BREROBESFERKFOLENE BT A6k, HA FERITEICA v FE2—

5. T—HF o

Example (1)
I Guide:

N ]

Guide:

= N

7 Guide:

8  Tourist:

9  Guide:

10 Tourist:

13 Guide:

14 Tourist:

15 Guide:

16 Tourist:

17 Guide:

18 Tourist:

19 Guide:

20 Tourist:

21 Guide:

22 Tourist:

23 Guide:

Tourist:

Tourist:

Like, these .. #god-dealers# are called .. Jizoo-Bosatsu?
Like, they’re kind of the guardians, of children.
Ah-aa.

Like, you know, when, in Buddhism, when children die before their parents, um,

they re not allowed to go to the heaven directly.
So they have to do local path, in order to get to the heaven?

Oh.

And these guardians are .. helping, that #, you know, those dead children, to get to

the heaven directly.

Oh really?

Yeah, they’re helping .. their path.

Oh, Okay.

(taking her camera out of her backpack)

I've seen it when I was hiking some mountain.
Um-hum.

[I"ve seen this kind of .. hm, baby in red .. clothes.
Um-hum.

And I was wondering, “Hmm, what’s that?”
Yeah.

And now I know!

Yeah.

And people do it .. s- uh, still? Like ..

Yeah, people still do it.

Okay.

And you can see them not only in temples, you know, but also in .. just
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24 Tourist:

25
26
27
28

Guide:

Example (2)

- T - T S T Y

[0 T Y i s G Vet s GG S G (O .
— O N e~ SN e W =D

TR

5. 2.

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

normal roads, or, in anywhere.

Yeah. I've seen them.

(Clik: taking a picture of Jizoo-Bosatsu)
Okay. Thank you.

And there should be water there?

Yeah, we #put water there.

(This is the largest) bronze Buddha, in the world.
#He’s 15 meters.
And there is a #reason why he was made that,
Like, in the 8th century, like, # # # many, uh, diseases, widespread.
And the Emperor wanted to cure citizens, # # # # # power.
That’s why. you know. he was made.
Like, he was, you know, made for helping, .. citizens.
Like, .. and his hand gesture is #like #this.
(showing the right hand gesture) And his right hand means “Don’t worry.”
(imitates the right hand gesture)
Yeah. (showing the left hand gesture) And his left hand means “T will help you.”
(imitates the left hand gesture)
Like, he’s, you know, trying to help, citizens, from the diseases.
(trying to bend the correct finger) So “Don’t worry™ is like ..
(showing the finger) Yeah, right hand, “Don’t worry.”
Like, you have to do this finger? (bending the third finger forward)
Yeah. # # #.
“Don’t worry.”
And, left hand, like that? Like, I will help you.” Yeah.
“Don’t worry.” (looks at Great Buddha and tilts her head)
Wow, so ..! (shakes her body)

it » B DR S A

- RO R Z 2| OFME E C 7o LR
CFEEICBITS [Efo R %2 2| OFI%

s NTF T AT AR A

A B AD SRR & SR
BT D (R 2ADR 4

N 2E L ZADRE] OEBME

ITE LA FRIDOA Y ADBREDZE

FATE LA FRIDAZ 20 gk, TRV, TR
- XEEORRM & & bICHEE{E

- 164 —



5.8. thEmhoflEfkEhz TBXEDOA S R

- [BA DM vs. TEDDHMAI, TFETM vs. THLSAL (W25, HR) —&RT2%560

 SEATH ORI DO R 7 AR G2 R TEAFER Y)

c FRATEIE, O b~OBRE WED A Y VR~ VFE—F MR (P2 A TF v —,
HE, TRYyT 4= E)

- HARD TRERZ R LRITED NERA Y VA ] WAZ LA - "7 LY ZhNER
S TATEXMFENREM OB LTk, FEg, Wi, IEoB&ielo M) & LTEH)
- ITEDAZ L ANTS, BEOHRELTO EEAZ VR b EIC, HA FORZ L RID
il ST, BUTOREO NBMA Y oA ] HAIF

F ARG AR ONRE = [BHGBHEOT7 L— A ZBR L. N7+ —< U AEZBLTHA K-
SRATERIT N7 m—r S nitig & L TRk

« A Y 2 ADSNEE L RIS > TR S EEMY (Figure 1)

The frame of tourism

Subject 1's chronotopic trajectory

< aligns »

Subject 2's chronotopic trajectory

Figure 1. The Multiplex Stancetaking and Its Trajectories
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6. Fifm

1) Urry and Larsen (2011) O AZ{EH L T, A& 2AOEEEZ B m O %G 07 — # (i H
LT L7/, Xbakic X A MEAlE 7 v A0S k= 7 7 A ML Z & 200R
PIRE VAR hFAT TN BRIV ADEANA = AL EETME LSO TH S,
KEROMEETIT, L0 B

> AL AL, HEROFGRICFARHCERA Sh, ZHRAOTHD LIZ, 2727 2 FORKHHE - 221
R TRAL, AR EZ b T L2 BB 0

2) BRXOERE L) 1T, EMEHSERBEOA—T AT ATHY ., FAMEKRA MR
DNFET—FWRAY AR LY | #4230 bi 2l % Al

>2L L ADBFEBT 74 2 A b (FRE) ZiE, MW iEN - XL - Bl LA U DA%,
AEEIIE. TG o0 LU RFTEN, ZOEBEZBLT, AP KRR MUHR [Fa—
SR & LTHafbsh T 2 EE#0R

7. SHROBE

cBEFMORZ o AOBBRNR S GICHEMICRD T — AT, E5MT&h, flE, 77—
FIOT =D L IIBAENEROGEIE, AFZRTED LI ICKY - HBESh DA

- BHEMT, LY EHRSEN R UEREROWMERH LS. EIMT &0, Fla,
FRANETAMDELLNPNRFEFEDRAT 47 « AL—A—O%E, SEIZLSNERIIASZ -
AN A 2 DD

(2% 3R]

Du Bois, John W. 2007. The stance triangle. In Robert Englebretson (ed.), Stancetaking in
discourse. Subjectivity, evaluation, interaction. Amsterdam: John Benjamins, pp. 139-
182.

Maoz, Darya. 2006. The mutual gaze. Annals of Tourism Research 33: 221-239.

Takanashi, Hiroko. 2018. Stance. In Jan-Ola Ostman and Jef Verschueren (eds.), Handbook
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{EEOR T H AR
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CEEICL O AIRE c SRR S AEELA T A X —
(Bilingual socialization: Constituting emerging and multiplex stances and invoking

presupposed systems of sociocultural value )

1 H 46 T-(IWATA Yuko)
| B LB UK P (International Christian University)

1. XE®IC

Du Bois (2007)? Stance Triangle D€ 7 /L% E\ N, FHAEFTA OB 5H L O TG4
U CAMIZEITENDHITA E LToO stance & WS BANH DB EREIC L D21k
DWTELET S, RAUETDHRFEAS UV HAVFRE (A XU ZAADOR, BARADR,
SHORE 3WMDOET) DYRBOLFHIIEBNT, F & THLHA XU AADHE
B, AT ArX— (fl, REOF—, ZENOXBEBROEE, Y= F— 47T
FrX—, BERERR. 7 AV BEGEE - A XU RAEGEIZHT D ERk) % stance object &
I ETHHEMEMNTAZ A AEKRAEZL, OB EETHLFOPERADEE HIR L
£ 9 IZ# @ stance object IZXF L A HE (B SIT, R ¥ AR % T 58T % Stance
Triangle DEF IV THITT 5,

2. T—H5a8r
(&3 1]

01 Father: You are old enough, Marie. Don’t [Unclear]. You eat too much candy and you

02 don’t brush your teeth enough.
03 Marie: But I think that I do it.
[Unclear]

04 Father: How many times a day should you brush your teeth?
05 Marie: 100 or 1000.

06 Mother: What?

07 Father: How many? Twice.

08 Marie: Twice?
[&a6 1]

01 Father: Sit down and eat your curry, Mark. We are just putting it. Do you like curry? Sit

02 down. You like mummy’s curry, don’t you? You like mummy’s curry, don’t

- 167 —



03 you?

[Unclear]
04 Father:
05
[Unclear]
06 Father:
07 Mark:
08 Father:
09 Mark:
10 Father:
11 Mark:
12 Father:
13 Marie:
14 Father:
15 Marie:

[ 1]
01 Father:
02 Marie:
03 Father:
[Unclear]
04 Mother:
[Unclear]
05 Father:
[Unclear]
06 Father:
[Unclear]
07 Father:
08

09

Sit down Marie, will you? And you must eat your curry. Why don’t you eat your

curry? You won’t eat the curry. Try some of it.

Sit down Mark.
No.

Sit down.

No.

Sit down.

No.

Don’t stand there, sit down.

I want to do...

Okay, oohh, oohh, chuk, chuk, oohh, oohh, chuk, chuk...

You could do that to me.

Come here.
No. Mammawa, mammawa...
[Unclear] mouse. Sit down.
It’s your fault.
You’re silly, aren’t you? You’re silly. Now, sit down. Sit down. Sit down.
Silly, it’s your fault. Your fault.
You’ll live for sure. You’re silly. Well, you mustn’t lean back on your chair, must

you? That’s silly, isn’t it? Isn’t it? See what happened to you. Now, be quiet. You’ll

live, stop grieving. Your fault, yeah. Oh, look at that, good one, good one.

10 Mother: You also feel better.

11 Father:
12

Oh, isn’t that good? Can you feel it? Can you feel it? I’ll show you. Put your hand

here. Put your hand here. Do you feel that? It’s big, isn’t it?
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13 Marie:
14 Father:
15
16 Marie:
17 Father:
18
19
20

21 Marie:

[£:55 5]
01 Father:
02 Mark:
03 Father:
[Inaudible]
04 Mark:
[Inaudible]
05 Father:
[Inaudible]
06 Father:
07
[Inaudible]
08 Father:
09 Mark:
10 Marie:
11 Father:

12 Mother:
13 Father:
14 Mother:
15 Father:
16 Mother:
17 Father:

No.

You don’t? You think you’ll live or should we get an ambulance. Should we get
an ambulance and take you to the hospital?

No.

Do you want to go to the hospital? Do you? No? Okay. So, when you sit down,
don’t go like that because suddenly, you’re going, oooohhhh. How much money
have you got? You can buy a drink with that. You can buy head wrap [ph]. Do
you know that?

Ow.

We’re doing this and then we are going to go and have a bath.
Daddy, can I take that from your room?

No, that’s mine.

Wait I'll get it. Wait I'll get it. How?

Shush, it’s late so we’re going to go to have a bath and then you have to get to bed.

Making money, and that’s made the first time in a week. Mark patched it well, so that

sounds very lively.

Okay, come kids.
You must get a big, big car ever.
And you’re going to...
Marie, Mark come to daddy, bring those cars down in here. Bring the cars down
in here Marie. Come on Mark, come Marie.
Where’s mine? Did you find mine too?
Your what?
Father’s name.
No, it’s just that one.
Okay.
What could be the cause of that?
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[Inaudible]

|8 Father: Bring it upstairs, come on. Look at the car here.

19 Mark:  Mama.

20 Father: Marie, come on, go on to have a bath, go on. Mark, come here.
[Inaudible]

21 Father: Because when he first met her, he was ready to go [Multiple Speakers] not very

22 intelligent so she started trying it and that was so long, then [ rang up. Yeah, but he
23 was right because it’s very short...

[

[[naudible]

24 Father: Have a race, ready, steady. go.

25 Marie:  Wait we need to — wait mom.

[Inaudible]

[H5)

26 Father: Ready, steady, go.
[,

27 Marie: | win again [Inaudible], ready. steady, go.

[Inaudible]

28 Father: Mark won. Go again.

[Inaudible]

29 Mark: We want to race again, Marie. Where are you, Marie?

[Inaudible]

30 Father: Now you’ve got to be careful Marie, careful, you all right there, oh don’t be a baby.

31 Why she’s crying, I don’t cry.

32 Mother: Tdon’tcry. <

33 Father:  Tdon’t ery when I had a car crash. [ didn’t ery when I have my car crash.
[Inaudible]

34 Father: OkKkay, you two say good night to this nice lady and get back to mummy.

[Inaudible]

35 Father: Say good night. Mark.

36 Marie: Not again.

[Foreign Language]

37 Father: Mark, come here. [Multiple Speakers] Now say good night to mummy, say good
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38 night to [Inaudible] Marie, Marie, say good night.
39 Marie: Good night.
40 Father: Okay, now off to bed.

3. #bbyic

HEFENRA Y VHNVFEOH BROZFEIZBNT, F & ThHHA XU AAORLH
B, ATArF— (fl, BFEOF—, REAORBLEBBORE, Y=o F— AT
FoX— PEREGE, T A Y DHEE - A XY AYFEICHT HEM,) % stance object &
DL TCHEZEMT, RF A AKAZL, OB H5ETCHLFLPHAANDOEE G
L & 5 (2% stance object IZxt LH T HH ZLE ST, AF L AKRAELTILHY %
Stance Triangle DEF WV ZEWSHT Lz, WMEF OB TR Z o AR L iR RS
n, ZO7otARKEICLEAERS Z L ZEPAES(LTH S, Stance triangle [T
MOA BT ailioTELR, AR LOTHS,
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DR R T L (SBERFRES L D)

CERREREZESRASM
—CEEDHBHEDOEL LA E—
(How Languages Construe Reality:
The Fun of Contrastive Language Studies)

|l & B (BT

oy il A W (1= Sz [EEEDTIERT)
B E EERF)
[ ANETG (28 B K)
EBEm (RAURF)

[Z&FiE, ZhzEd> AoZ 2%, FhdfEbhTna e - #H2obh v X
IEMT ] LWV ZEBELSMALFORLTWS, £LT, ZOF 2%, AXRFEM
DA LT, DEFERLHBSFOWTIHEMES R EOFFERICHE T, TAR &I
W 2T HEOBEBERMELR>TWND, & Z AP, BFELTEFEPLOY
=L EDBRAERICBW TR G0 a3Ia=s—va V= LTo
EHEOLPEHEIND2HE Y  KFELUHNDOHEEZB A0 HETHL HAFETS
AbBEINDEWICH D, Lnh, ZOEMITFMOMNTH L& KRFE LHE
LTWNDEW)DRIESDOBIRTH S,

IOXIRBRICER, SERFEELCUL. TABOZZ5 - Xk - & %M

LHT8i) & LTOSHEEWVIRAINHRY , TOBAOEEEZ D THERIC
BT TEE LT LERSH D, AV URYP T AMIZOBAMIZYE L, AAGELINE
e T OB DB L LAS L REES A, - At - Ak - B{AZ Bl L
D, 4B OFMIZBALFE - THLEILOTH D, BMBFLOHERLEL T, SiEM
OIWAEMERAOEHFIZHEE TS5 Z & T, StE0WEMN & ZHMEICEVWE Y5
FEHBLBRICRDZ L2 T 5.
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BEIFEROSEL : ERMAEICI 2EF/L AATE L OXR

(Motion Event Descriptions: A Contrastive Experimental Study of English and Japanese)

A i (MATSUMOTO Yo)
[ESZEFEMFIERT (NINJAL)

BEERDEEL

© BRI RoMsS 5.
cEhELTOR, FOLH I EHAETEION
SPISTENT L, fEIERLT 2 Db
—>aic kB IGE E B S,
O Tz riERBEEI WAL,
CHAGEEAZMHE LTIRD iP5, o, i
F=wizbiikirs.

=
HEFORE
My friend ran up the stairs {toward me).

ROEDPEE 2T Bt BT BT

e H A
il oL I B OB
FLREVES) il T e LA 44 ol

bl T Ry B D] il el up (A TS

PRtE (28 s~y (T E Dhoward me ¢ TdhaE THES

BREODIAT (FE)

©REE RO CEMEE) THTARE. BRI
HKTLT O (Matsumoto 2003, 2017; of. Talmy
1991, 2000)
o Tl 2 LA, 7 7 ¥ Al
o Zhbli L A v e
BRI, (ORI i RT B Z LR, (it I TR
cimi (Slobin 1996, !4 2017; etc.)
o BREEGIHL, T3 ¢ M, R4 vl
o Witk FEA

NINJAL(-Kobe) Project on Motion Event
Descriptions across Languages (MEDAL)
Sl i, BRI R D,
SEFTAIREIE (ROEFA2 0 » 72 THE
ETALTHS9)
SN : EEThORE. BRI, (URtEO 2Bl 2
AT R
YU ¢ RSO IO
- JIRC : AR OLBIO N
[T 7o 2 e 2 | (2010-2013)
SF-EIrR MR B (ARIFER, 20152018)
G| R LI 7o e Y b o207 i

HESE - HYE - RERR

AT (R, 5 B ) AL B, € HASTRS (90D A

Sealk (BRI, XUEE, BiA9 AL B, C FA i (Falasefr) A

77 ¥ A4 (FIH) A, C AiA il (7vFaze=s) A
45U PN A, C o7l (FiLga7aat) A, C
?I=F M ULFE) A A Y =G AR C
ErINEPIER) A Fob il (@A) C

O (A, B AL R 27—l (KiE) A, B
A4l (ClGHT ) AL C 4 FReTul (L) ©
yHa T (L) A, C A A/l (14) A
FFHEZE (M) A B, C Sy —=il (A A, C
ATENHE (AT TN A 2w 2 (I A

PR (IE) A
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L RELEREDEERE (RERA)

EFA L L wR
dgg | I*%= '

FERE(SRRT) x FRIA(SHIAN x 0L PE(SHRAT)

HEE WALK/RUN/SKIP

i ERE

T —

NEUT RAL

TWRD sll ?l‘{‘cm é
w = gt

(hAx3)

INTO

fBR - AISEBULTRRI 3D

HAZE (N=22; Y : §E. Fall. #X)
HEORNIERE ITECD!!L'!‘R'
.I ==
I I
i | _' I
walk run

Twrd s Awyirm S Neutral

L L L L]
AAEOBH

WALK/UP/NEUTRAL

o [EE Do Tiiat.

CRRIE~D | | NS LR, BRI
MLTHRELEGZ EDZ G, FRIE RN
iV Sz WS A M0, RUN/SKIP>WALK

SUTEYE~D  { BFNERIG Y, GEHISih S B
WU OBGIZS, (kT 5,

REBICBITBERE

ZEZE (N=23; 18 : FAH, #7=.
BBORSCERE

EEF)
EREOBENERE

a1
[
o5 —.
s —
o2 1 E T
o . |
walk fun skip

iz
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REDFH

WALK/UPNEUTRAL

@My friend walked up the stairs toward me.

QAR R HEGTRBIL . HIToMG S iE T HE
LTs,

@ Ak i Ell el 4 it GRE o
BEAbTizd £ SR L vy (M5, R
{Eva, Lo — R 2 i) o

@ Twrd-5 > AwyFrm § > Neutral

70y TTED
FIotEEDE (FRER)

N HMHEMHM

| W |
P L v =3
& & o éﬁ@&q& “,G‘P 'b""z' #Qo ‘Z)é (ﬁb o 8

4 (53

12Uy 7H1OD
FigEERR (ERE)

is

156

Ly

il

ID!" 1 1 & Deinis
NI S EEEENENENEN
\Q-

o

'S PO Tl ra
o ,9"'@‘43 & of ﬁ*éfb o f‘{g”x ‘ﬁ; ﬁ.f‘

5

T
EREOEE(L (BRR)

@ WEEHIE ED X 9 P BRIEE) W TId 4 <
|fl':1<IUJ.;'iJ” L i o ?
@ R - IAGESERR ED L i TES ) HiL
i< BiEMT 200,
9 GEREDMED LSRR RN (A
Y} ef Matsumoto, Akita & Takahashi (20170
Gl (MEAy) ey

e

VEEREEERERDEZ—DOBHEIEIRE.
SRlEMEE. EECEGEE RS W,

7

m

Tﬁﬁlﬁ&ﬁmiﬁ“} (%% {8 : #iF) N=14
60% BN 100%
A i . T — : i . Bcome
égg >T 4 —E L : I 5.
=1 3 - o Ogo
Hhia 4 _ & | i ]
I e
&7 { :
(B% s LIS e
E” ason iz} i B ]
HESEIOMN | The dog ran out of its cage.
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Taﬁﬁﬁ&rﬁrmﬁ (Eu:; By : 4»1.*) N=16

2 50N 100
og T2 - : '. —= sz
é%ﬁ px 4 4| I ]
= I T —
¥ — 1<
HLo~ 0 # = [ : W |

cso~ | °E T
AEL
o _
oo~ Il T
RO =6 IMCHET, WSSl

E2]

s
(FHE RS
T~

HbH 5D~

EREHE kB, 8
UL T LSRR ¢ AR E S TR LT
b3 B AERI TR
@FLFR 12 T i (subjective) 7 ¥k

®

L

8 s
R A~ D W IR AR O L0 R

(#aEE) (TEUER)

BEiER

EriER

ESRREE KD, B (R

i ®come
By RE .
i ] Egl
nsln e &0

QU 21 £ A Ellibhiiey,
DRIEDIE L A ISIBEG] AT T
BIHEE | My friend walked across the plaza toward the

table.
FAER | He walked toward the table, A

ARMEE k3B, E (BAE

g3
BEYEE -I ST I T 1

OERE
B AUES _ HEL

Q@ I HEEAOBET TS, BSAENS

BOHMEE  BOASF—TIICEL > THEWTT o1k,
BEER  RRSF—TILCEl > THEVWTELR.

EE

BED BRI

CHMTRSBD
(w5 EZIHEL
% RNy TEFIC
H2) x3 AR

CHMITALL
(ZEWED LR
L) x3Am
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BEOBENYE L ERER (KE

'F'I..«I

BUREE | s +E i -ErE

| 10.6% 89.3% m S 44.4% 55.5%
9) (75) 48 (10) 18
21.4% 76.2% 15.6% 84.4%
RS 64
(18)  (64) (10)  (54)

e A0S b Chamsquure test

O EREEE. BRYSBITRICEDhETLNE
<. BN LR T IFSHIREFFL DBV,

My friend went to get his bag from a woman.
as

L L L L L
BROZEH

® JEHEAOBINE THL ) BoMIEN. 2
UFHAET LSO TR oS,

O AT, MEEFi~0 &I TS S0
fEFI#E AN, TEATCIRIE L A K,

o MUnlhEld GRS T dL Gl
B4, # ik ol §i0E ik o £ e X [Hilit 2,
FNLDLHOEE I, [ Lo TiHVh 5,

O EETE, R oGRS BE S
L,

26

e
. BEOKRBMNE (CEER)

SHAGH RGO LB N 5 L IhT &,
LirL. ZOMFEEEGOMNEIZ k> TS,

< NEBLRS R 2 Lo e,

= Susan walked up the stairs,

= HEBE SIS E>TIT o .

= Kathie ran to the station.

SCYL - & Dt E M

Jiln%
PO
FROM (AT)
FROM IN/
TO OUT
iR ° ]
TOWARD
TOIN
aE

EEEER
i ——
ALONG Pasd THROUGH
(VIANEAR) "wiaiN)  ACROSS
AROUND u

FIINEZ DR

. T

gana =
TG ] ﬁq\
/| G \[o ] L e [“ﬁ|
X

mu\aq |~ /___;,_ — \
NE BRI \a—
[ | (o ] =21 ==
fEMNERT FHET
REZhPT W FEThPTL =
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cip 03 |PWWMW“_ BARFOER (N=15; 53 : HhL)

Ciick et 10 9O 16 18 NEX! DRge,

SALONG
MNext elolbllloziEeEBeTir-k
© e k % BRI 3450
|_Provious C 05 A%TEITORE ( TZ1ER, THRiE) )
STOWARD

I Again
OUDABT =T > Tl - Tif» 1.
“AROUND
SADHDE MaT D
= 100%TEETOTERD ( TRb%E )
< AD3% T E THE (T D ENS, )

Chetamiat W

= ; - =
E;aé (N=15; 8 : ) o
SR AROER =} =]
A —— GG 5 RATEBIT BAc, MG o
— WAH D, Z2OPTHRIIE Z ETEoMERNITS
,—F} R . I A
- E‘,.' ] i A S, g EaEEE L ek Z o TiRA SN0 D,
— DL M @ EOES EONURR AT E M LS T
O ] . T, KRR TIETEILL DT Od, WURIE B %
| Sl sh s S E N pmknN G T 2k,
T e e aT s T e ey OXN: BB, MURtE~O k% EZ £ T 5. Eilhidic
e e e — K BHEAIVE E C 3 TLCIRIT B, RIS
1% 7 it 7 ¥ At O Yhi. O 7P wils il % S,
ETHBORF) . »

Akita, Kimi & Yo Matsumoto submitted. A fine-grained analysis of manner salience: Experimental evidence
from Japanese and English.

Matsumoto, Y., Akita, K. & Takahashi, K. 2017. The functional nature of deictic verbs and the coding
patterns of Deixis: An experimental study in English, Japanese, and Thai. In I. Ibarretxe-Antufiano (Ed.)
Motion and space across languages and applications, 95—122. Amsterdam: John Benjamins.

Matsumoto, Yo. 2003. Typologies of lexicalization patterns and event integration: Clarifications and
reformulations. In 8. Chiba et al., eds., Empirical and Theoretical Investigations into Language: A
Festschrift for Masaru Kajita, 403—417. Tokyo: Kaitakusha.

Slobin, Dan 1. 1996. Two ways to travel: Verbs of motion in English and Spanish. In M. Shibatani & S. A,
Thompson, eds., Grammatical Constructions: Their Form and Meaning, 195-219. Oxflord: Oxford
University Press.

Slobin, Dan I. 2004. The many ways to search for a frog: Linguistic typology and the expression of motion
events. In S. Stromgqvist & L. Verhoeven, eds., Relating Events in Narrative: Typological and Contextual
Perspectives, 219-257. Mahwah, NJ: Lawrence Erlbaum Associates.

Talmy. Leonard. 1991, Path to realization. Proceedings of the Seventeenth Annual Meeting of the Berkeley
Linguistics Society, 480-519.

Talmy, Leonard. 2000. Toward a Cognitive Semantics, Volume II: Typology and Process in Concept
S.fmc‘.'urmg Cambridge, MA The MIT Press. )

EHEGE 2017, THBHSED (ISR - R — 8 A R O HIREE AR W) TREEBLO
MG 303-336. £ A L BHAR

AAHE (fi) 2017. "RBOHEBMOEIMGE) <A LEHIK
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#ELFOIK/HIIFHEICLE SRS D0
—HAFBLPEBORE—

(How the Speaker’s Feelings Are Reflected in Language:
The Cases of Japanese and Chinese)

JF I # (INOUE Masaru)
BEIE K (Reitaku University)

1. TxRFER 6 T ORE

AENI S BT, SEENEOSENTROME (FOSEVNFERICLYVTELAIL) I
DWTEEMR ST AR &3,

cXRAFFETIE, TNICMAT IHHFHRTCTED I LVMUOFTIHETTELIN? TERWVET
EENEREDR?), (HEFTHETRERILPMMOFTHETLEL? FTELTHLEZENIT
REMN?] WS ZELREICRD,

2. BIFAZICLA3REboRH (FFE 2019b)

Exadkwe AT, PEETIZISEN
S0,

- HAGETIE (—E0FREMAT) [FELERDT
I ED

TEB (FFICRIE) IZX5RFHLORMMNLE

(1) (FREOP, KFETHEHEFSEENT T A0 ES D)
a. BW, SMEBLEL! Rz, 46E? GAEELESTEZD?)
b. #II7E JL=gh 12
& ks %k
c. HE # JLAE 12
& b9 fHF Ak
(B . PIEZ THrZ oL/ LF¥AF 1] Vol. 1-2,

hitp://www.ritsumei.ac.jp/confucius/column/previous_backnumber1/4vol.1)

(2) (TARReDEA I T EFERTHELTND] LVIRFELT)
# =R T A EE! (# dou : +C, Tom0)
L9 120§ B £ &€ #5
((b3) 12202, ZRATEREEROVAL,) (R A EESLES 3 fR:384)

(3) a T (E) 20875k, #lix (EL) Bk,
b, fib 4 %, & & K L

e L5%< 201% Ak EE SEL R

(4) GEEIOEE, STEARERZZWIET VRO ARTH TS LS )
a. SHIRART (L5) Ehi-.
b, &K £ ANy st AL B T,
AR T AR LO WD K Ef
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(5) TABAEIFET D LT EI VD Z&h] OV TiERzdh & T)
a, iﬁad(i X)) TS50 DARDE, Chht (EEID) EELRDOE,
b. 4§ M & X, Bo S M B =i (F2HF 1994:222)
4ei  EEKE ZoXdh oh 280K 4R

(LHFE) ThTRLTY,
b. T R I B 7.
InT ®B FhiEbo FEERZ ZLLE

(D (EN»S TREFICEET LI, lEo2WvboEz®ic] L Ebh)
a. IV, WF) KEDTET.
b 4, R —m EE. (B R PEE] NHK )
AL B T EETS

(6)

P

O TRIFEHIZ L5 bORE] OFR

S L ORI AEEMR L HELRAVBEIIZSE], 3Tt Ahe<Ihit] Luv o &k
B, BAECIEESIERIZELY (O oRE) RHTE 50, HEGECIIRIEOT
piEP VAL

!
 PEFETIE, flEE [—oOMS LEGFEE] E LThR28545L HEAPO—EFE] LT
WERBGE LEESHEMICENTILERH S (FEENSESICHEFZ ST SIC3EOZ L%
ST 5 ERNE), BRBTIIEOLERRV,

(8) a. Aﬁﬁ(gm)‘ﬁ'[ﬂjﬁ‘:ﬁn'}ﬁi?‘:e b. é\r"ﬁiiAER{:gm‘E (TB 5) H‘—‘.htﬁ

RAE AU o e LT A FAE AU g BLAA B REL T .
AER A5
- BEL AR CH -~
Tz } i i >
(HE) (HE)
AARGELX TS ok, SHERIE 1FiH THY, 1 2O0OFEERSMIZEKEE

W, fixOBWESHI D,

< PEEEE (HAR oxEk, SHEERIE [EM THY, 2o0FTEBEENHBLT1 o0
BRA T (3= 2013)

9 a HEE (Of) lce—An (1K) 5,
b, KRR A I M. EB+R=7M, k=)
G- b5 1R E—n

(10) a. ZORBIEREW (== LEOREEHY),
b. iXigm B K.
o B LTH KExabY
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3. BREFICLAKELOFRH (FE 2019b)

- AAFETIE, HoSbEED, BEE (74 7—) SEHAWEIEI BARLE (ERTRW)
HhoRFE RS (F - BIE1997T) L2 AT, PEBETIZFOLERRNI EHBE0,

=z (BOs) 1 — TiEY (GEEHER) | — [3(EE) (A - k18 1997)

(11) A : EH LTHTET WD,
i Ea A 3 4 Z Do)l W2
bl el F/HE IZ 4 1< S TR
B : Z @am £27TC gy BOALELA eam.
SR B U (e
4 HELN AR
(F—T « D=1 19981 —FIZHMR 2001:263, [z ZiBHN)

(12) AV : b, o> T3 !
R you, T FMHT!
¥ R, BAE? BB 20Tz,
2 Ea— LS.
B, FALTE, TIB-THA,
WL ai, PR PR, HEKHIE.
AV S~k Bofced, ZHUR, R,
EFHRT, RKEZILFZET.
Xk A, A VO ?
AR A 2
AV Sh, AL ROMBRNWAT,
RIERBIEAET -
aF%  ERTHROLAZOND,
RAREFRHOMEEE T ?
HU: D5k, FARIERW, RIZHLEBIALTETE -,
AWTfE . REEREEXRET .
2% &3, Led, BROLIZALRN?
i, EATAT e
AU H AT hbd?
TE? (WD)
(LATmS)
(# E - TR (2009:172, 199), HAFEC &L HEFERZIET)

(13) (MAFDOFEZFFWT)
a. #», FOTTHh, / B2EFH5TTH,

b. Mo, &m? VLt
z3ctm 5 Cdn
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O IE®EElz ka5 bok] O

PEFE  HTORFEICALE THEEEICHED, UREMHEL T OBRER,
. Uj‘;nu Iﬂj:]:a)gfnﬁiu‘;Uibfhxkﬁ%(?)@j%%ﬁw LTHAED] u_&:ﬁfii?’i:a

@R BARI UL T A TN LTl b,
- PIEGE B 2 EFREEIzEE TRBY, 0 EuaddhE TERA L] , Y Luh
HuE TEEHY ) , 2V &Y &R soRHE, [—y—H]
— R R 1T THFEL2ER, EWCHTFEORTFOREBIZRE SHED
HEaEwiIR LT, 20 L0 &R+ 4,
- AARGE: B EHFRENAELTEY, AWegesonzll, Lo Lok T
L TBEHY | . BVWOSEEOAT 2% 252 LM, [KFER]
—HHFORFELHME L THELE-KELOE & 2RI LT, AW
RHELEREBICHLAZ LR RLH I, [RISARL] T THHFE2ER),

(14)  ERE

T [4
> REARESEESUM?
!
ST —t
(15) R
T [

E5LTHTEERZVWD? <5 Z, (RIG=%11)
o (—-.Fifs E Y)

4, BELFEELMEFENRE (FE2016a, 2016b, F I 2019a)

(16) (EWHHEFH->TWAMETFOZ L 208 L )
a. TAS A FWLrH>sn? EiRn? (ERE TEAV] A)IISCE:33)
b. %7, PEZX IB? HAEE W?) HERE i 2
Kikk Er3 ktk » V- < 220y T
(a8 2012 (I ERAIRAIND, F{EH Rt 24)
(17) (KROBEMICH RV ERLTEFEL, TERTIHA] EVIREFELT)
a. %7 WA T MW? HBET ¥A 7 W)
ol RV Bl 7259 s
b. 752972 (FE--TLL9?)
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CEELFEIZ TP ThHTIELW PTHAICE W2 LESTWAR, BEIZIPTHS]
NEIMDTbhERWY, EWIES, BAETIE TP, FEFETIE “PIRY,

(18)
A R A A E [ 35
; PHE 5 —
BRI T % BFEIZE 5T
g P32
% B IR
il
PL{ELZ _ P 2
= & MEZPEE | PSS 2
HIEF SN PLhe

- PEFEORS, WMLTORMITH [XOB~FHezROLH] BEL L0, AARFED
Btr, BlE FORMERFBEONT CHELRITHIER G20, ORE - 111 1997)

(19) (MZxFRELYST-OERT)
a. », ZEYVELERL UIDFLE), LTLEAVWET L, [FERX]
b. ®, & B kk T, H WH. [FER]
i) hici- s £ iy Eio 2huwE

(20) (THLOX—DW 2L OBETIZ /AT Y, FZic@EnwiEn?] MR T, TF5 Lk
W, £<EZXT] LWIHIREHLT)
a. MbARVWbX, BEREZSARESAEEZANRTATLYL Y ?  [#ERX]
b. & E4 HiE? WER 2R & M FE 5. [EEed
B B HoTwad #ER O hid HH5 o 1 OsHl

c AARFEORIUE, HIETHHEFBRRALY bHE FA~OMENTHBORRIZRY 5 5,

(21) T2 LEEIDRLWDSZI9TREY] LWHIEHEHT)
a. EEILRWT, BHETZTLLWVWERAN?

b. MHELARWT, FETZ2TLLo6E9 ?
c. ANE A, Hr £ Ek BF .

i WE - IS 47 M brortRB E
(HEHE L2V T, BLRBRICIT> TR TLHWARI VL)

d. 8% B ER &  E4A FF, E4kE? (3K 2000)
Birt- 1< Wbt BB EH bro:RB EH
URBRIZAT- TR THLLIDIEES 2 (¥3H 3 2)) (BRKD)

(3 I 2018)
(22) (MO EIZ1@EZE>TWABFEIELT [E9F) L%kt T)
a. Zh, BT X, GF  EEMICIEEND)
b. XA R Y e, () A8k ®LL o XA (FFA)

I bl £TLEY B Stz Th <5 —h
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(23) a BHrolhBEEAN? GEAR) / HrobikHrELLS. BFrxR)
b. WA HKE —TF B. (brotkHZrFELLI.) GFRAA)
Bieh thir SL kD

(24) AAZED 7 +—< VRS T IC BV TIE, SRR L ERM (3 Ease] A—%
Z\, RABUTE EoOSE U CREB SN, ORI L kA L v K

W iR BIOEHER —FH O ORBEOERTEN, 20%BEICE EE->TD, (1)
FEFEDO 7 +—< /LR RS ICB VTR, BEOBALIS, F2RIR—FS .
BIZHFEOEE, RAEOMBERIT 55.2%ICFEL, 2B, () SSMRIT%
LEacHEsnE), TONBRRIIARED 7 4+ —< Sz~ 5 LK,

(*F 2013:57)

)T TAAREFEZIIVPEESEE LV L2 DRFBEZAVWS] EWH L 0ix, TEAREDOR
BUIRHET 2 PEFERB LY B E R~ E T8RRI 95 LnwrZ &,

(25) a. (TEHLEI2D EBVWANGRZFID)
FoLXod, bokAIDd. SN RAZE %k [a] 4 W2
=t E-Thy DEET RS N
b. (5260 TWAEELFENMEFID)
Edh, WmAIMN, M EE OME,
Bi=b W5 W
c. MEFLRZHOLVTWDIIFELEEN)
Edh, A5, WA BE E.

BRI

M EFEE - TR (2009) THARNIABEHZLH-0I—RASHEFEES5E 2T U2 LERE

R (2013) THE T8-S T B s 20— P Siffriibisne—] Sy

JE B (2016a) T HAGE & PHGEOBE AR S0 & MR ToEM: [HARENIEM RO 72 7 4 71, pp. 225-
242, < A LB

JF LB (2016b) TTEE LA « Bl & FEL LGB A—HAN L PEEOSE—] THAE/ A AGEEE
WFZel 7, pp. 5-20, = =K

H R (2018) TTREMA ] 2> T30ER) A5k 46 (2000) Oam O fHRst— TS558 & X 16, pp. 85-96, FEIEK
ERERR S FEHE R

JEEE(2019a) T2 3 a=4—a  OMBEEEcHIT S TEBoEk) ofEY [l ia=r—a

WFsel 16, pp.55-71, oI a=tfr— g R

JEEEE(20190) TRFFLO L] OB Pt [ L B - 28D, pp. 569-591, U LEE

Ei15(2013) TARANEPTEADTRRBEN—RZ A F R AOBAHL—] TR

Akt gl - ARLELEG (1997) TH & TREMACE & SR TR AGE & hEREO M BT ScE], pp. 235-275,
<A LR

F—"F Dz iA(1998) [ HAGE CHER] < 5 LBHE (B EiEA0 2001 [ B Ada8Em] < 5
L s R)

AT S0 (1994) [epIERE e ] KAstHs

INE T - LHEHES-(1997) THEARG M ORI Gz T 28— T & 2o L &) L3 SEE AR o
ahdr—) [edetbe ikl 3, pp.89-99, Judll KRk & b FERE

FRH (2000) T S04k (DLEESE2D) 2000 4555 3 W), pp. 50-56
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FA4 VEEOLREF L HAEOKFE2E-7- [BX] & HH]| oFF
— 2 oiEH LB —

(Marking “Surprise” and “Soliloquy™ with German Modal Particles and Japanese Sentence-Final Particles:
Their Commonalities and Differences)

fiA NG (OKAMOTO Junji)
FEBRT (Gakushuin University)

L. ¢
1.1 BiY
x| L THhE ) R A, FFIC P A VEEOLEER (modal particles: MP) & FIARGE D#%BlEA (sentence-
final particles: SFP) I2iEH L THESHIET 2 2 LT, Zodbltk L@ R,
1.2 HESRic ) 2558
THEE | 3 MRSV TS XL LRINTE Ghf. MR, B, B30 7uy 574 —%)
TRINSE =D, FHOL AL OBFREZRANCICET 245055 5,
-THRE] i, RSB TERHo ISP EL S L PRSI, 22 bIRMIcEHI T
WHEWEEDFE LTI A SR,
1.3 4

(1) ali TAKLEZHESDIZAIDTES. .

(12) al: /¥4444 vy

(13) al: #¥Zwihks

b. E: WOW.

c. G: Boah! Ist das riesig!

(14) al/=TFxF v/
[ : 1 AMEEZRE. 802 o —{Eil|2008) [MIShD 7 2 | HidEhi thithp77. (358 35 T
P 2R TR & A 2 R B D) OBEZ A) | E: MangaOwl - Kodoku no Gourmet (A Solitary Gourmet)
URL: https://mangaowl.com/reader/2804/541918#2 | G: Kusumi, Masayuki and Jiro Taniguchi (2014) Der

Gourmet: von der Kunst allein zu geniefien, (translated by John Schmitt-Weigand) Hamburg: Carlsen, p.85. ]
1.4 EEDOER

[REF] GRiko/NGE © modal particles) — 1. B2 L% Ly EEERIVEEED 2. X727k b %
Hb s (kDS ) GFEHEED 3. AEEDL RV REOMAG T > Z LAV CTE 5 (WabiFeED
4. licElbh s WISk S YD) GREERIRHED 5. FERMERZ R v (EWRGRIERD 6. [AE o5l
AEEHISORES H 5 GEFFYERIL) 7. SELF - % F L oBdEiE 2 Fro GERIERIEED
Miiller (2014:9-20) cf. Amdt (1960), Krivonosov (1963), Weydt (1969), fiil4< (2013)

BRI = aber, auch, blof, denn, doch, eben, etwa, halt, ja, mal, man (HUSEY) | nichi, nur; schon, vielleicht,
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wohl  Zifonun etal. (1997: 1209) IcZ W b i-hiizd @
HBhE — [#Bha CORBpE, SCKED 1, 33CKIc2 2, B2 FI3 2% 20 Hadific s i
2L FOSRb oMz 2 RTEXY T4 RBITH S, BRE, Fies MIEE UEEFIKZ W,
[.]] OFL#) THAEGESFM] (2016: 265)
%] (surprise)= [#< | — [FPHLAP-7-Z it >TLOFREEES, U-L W T3,
THASEERAERF] = TESME) (mirativiy) — [ JEIMERGEMEIC & 23085 L | GHIMEIC&D 3,
P37 U 7 SCEHES & & B30 2 00 BB B, | 75 - HIO - B (2015: 118)
[HHE] (soliloquy)— [DEEIT, HEALIC—ATEYIREZESI T, T/ 204D 5,
/07, QUeHTLEFTIT L, T, DY L, | THGEREHMR) 0LV T — H
CHFAORVDIL, DEYVTHOEFIZ L, £/, 20 &3, hEE, [WASEERm]
=2 “Soliloquy is the utterance of one’s own thoughts without addressing another individual.” “*Solilogquy can
be defined in three ways: situationally, intentionally, or formally.” Hasegawa (2010: 2, 29)

2. %] [:-0]

2.1 BR

(X 13, a) PHELCuALo72Z LIcH$ 2 (EYN) KISTH Y, b) SAEMICHIFSHEMICD

FHENI B, o) iEfE L 7o T 3 S Edmr s,
HEs s L [ £BMME (unexpectedness) CEAMEII S LD [T#x ] 258 Lkv.)
2. BT (exclamative) (X, T L [#E | I ERTHITTIEAL,
cf. “A type of structure used to exclaim surprise, delight, annoyance etc. ...” Radford (1997: 506)
3. IR, (L DEET) RO SHAX, Mz SHEEN ICHETIZ RV,

- SCEEHINE & L C o
DelLancey (1997) : FA-agEicis i) 2 VR Z K3 mis(cf. 2)). ~T ik (Hare: 7 ¥R A5k50)

SORE 18, AR 7 —nEE (Sunwar: F<v b+ EA=3EE) copula/baak-/. ¥REFED K -kun (cf.

kwunin(3)). Zh b i, i inferential). AEHUF (evidential) & i/ T, PR OEE L b BFR

cf. DeLLancey (2001), Lazard (1999)

(2b) i3 3 b oFeA (fEw. (B ¥BZ) 2252 L F5HN T3, Slobin and Aksu (1982:187)

(2) a. Kemal gel-di
Kemal come-PAST
‘Kemal came.
b. Kemal gel-mig
Kemal come-MIRATIVE
’Kemal came.’ DeLancey (1997:37)
- FRIERE & HAGE D R
3L (2011:33) 1. [HAGEOMBEIT AR TH3CE LTRLT 528, HEREOMERER X e L
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LTHOZL sV, | & L. UToflkEg w5,
(3) a FisfE-Tw3 {9/ %/ h}.
b. w7k W2l 2l {*e AN/ E} .
pi-ka nayli-ko iss{*@,-e/-ei,/-ney,/-kwun}.
(D5 BE2Z—7 2~ b —#&H5] (2> TWw3,) 3 (2011:33)
22 FAVEBOUEFALE- 7 X
HHE () DEERZDAL L DEXIIRES(c£.(1.30)),
(b) BE] 12 ] 2. FEoBERE] L2o%35,
- FAViBIcET S [REES] 1IKid, Rox4 72350, HET2.08ERHRL 2,
[ : AT, CERRTRTA2 Y vofke L, XT 7ty 1 OBSMBRALTEE LT 5.]
1. V2 RIS aber; vielleicht, ja, aber (auch), doch
2.V M © aber; vielleicht
3.w RSOV, VL) ¢ (aber) auch, blop, mur; doch
4. dass WL (aber) auch, doch
(4) a. Der KAFfee ist ja heiB.
the coffee is MP hot
[Zoa—be—8n X, | BAFEEICEL)
b. Der KAFfee ist aber/vielleicht heil.
the coffee  is MP/MP hot
[ZDa—b—ERATEHRVAL, | GATOREICEL)
(5) Hat DER aber/vielleicht gelacht | Zifonun et al. (1994: 642)
has the.man.DM MP laughed
[Bv2ReTELL s, ] (RolERVIcEL) [DM: demonstrative]
(6) Was sind wir doch/aber auch/blofi/mur flir blode Kerle! Thurmair (2013:638)
what are we = MP/MP/MP/MP for stupid fellows
[F o BATERAEDSARAE] (CAGBREICE =R ND)
(7) Dal} die aber auch immer nur TURNschuhe anzieht | Zifonun et al. (1994: 673)
that she.DM MP  always only sneakers put-on
[fEZizE o Vo2b R=—A—Fon VRV TALDP L] (FRICES=FEND)
C V2 IR D ja 13 THFE (BT 5) B agber & vielleicht 13 [FREE (R3E3) B t ShhTw
% (Zifonun etal. 1997: 672). cf. Weydt et al. (1983: 15)
- VIR & w B RO K E X ICBET 5 A%, dass BT SIS T B R,
CLEEFOHBLE, BHWEZON Tz X AT v arnTidhl, LE4 7T 22y + 25
PZICBAfR LTV 5, Scholz (1991), Thurmair (2013), Okamoto (forthcoming)
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#3. Okamoto (2017:258-259) 73 Praat Z{E o 7= T CRd X HICXT 7 F O, A v FA— 3
YHET B (LEEF DA, DuicXT 7y FoSENNR, JCRDA Y FA—vavdEDD).,
(8) Du kannst aber laufen.
9a. A [E38oTKFEATobL D0k ?2Hi#HERTWITS ? ]
B: [HHEHETRfTIARVnE, Th, ST ET L]
b. Ald, HHOTLTHEL FTHVAEILEFELE, ZhEHEVEBIANE .
Wz, BoTF-I KA E RS, | (+EZ)
2.3 BFFEORBFEME -7 [RE ]
bz (x| 2RI 20H»?  [RE) 2 [JRE] 2 (ke ?
(10)a. ENW/E, b BB, ENVE] o BEo, Fhnihks !
(Ia. VLD TT. b, WeH, VLD TT. ¢ WeH, LR TTRZ,
(12)a. ZOHFAIFIE! b TH, TOFHIEIEW! ¢ TH, ZOFAIZS g !
(13)a. 2>, BRI LA ?
b A= b@fl\ﬁ?&ﬁi’ﬁ‘fiﬁﬁt?‘:/uffo_fl 2?2 7 . N)
(14a. Zx2, TAZL! b*R 22, TAGED! ¢ Zro. ZAKIEIE!
(15a. £&, T, b £H, Thidb!
3. Al
3.1 FAVEOLBREEZE -7 [HhA ]
- B E FICEZ RO RVEERTC (EFFRERTSD = TRKEFERVEVDIL, DEVTHDORE D]
M EFicEzEROE] oE (FE, ThE o), THRIKI, X))
(15)a. Wo habe ich blofi/mu  meine Schliissel? [HZx b, B9 Weydtetal (1983: 84)
where havel MP/MP  my  key
b. Wie kannst du mich msr  so lange warten lassen? [ FF% | Weydt et al. (1983: 86)

howcan youme MP solong wait let
¢. Wie hat er die Arbeit blofi/nur geschaffi? gz Helbig (1990: 103, 191)
how has he the work MP/MP done
ezl e EREGIET = ME (BhPH4H L TLED)  cf laut denken (think aloud)
(16) Wer war das doch gleich?
who was that MP immediately [ HHUITEES 2722 72 d ? |
- BERIDUIC 72 D BT WA WEERDC o ME (RHED7RKEFHOKY) deliberative (HRiE)
(17) Ob ich wohl die  Priifung bestehe. Thurmair (1989: 143)
whether] MP the test  pass [ HDORERICZ DD Db
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3.2 HAEOMBFE.XME > A

LHARETE, BuR LA 0o, BF, WIS LBREh20T, ZhiftEicE
AZ57=0iCi, ZoftE & O ABREZEE L AANEREMAVLZ LIk T, L {EE
D4R nE o, | B (2017: 13)

ST Y 51 AE OB R 2017:29) : AEO#BE [7x - <2, BEEOME)E (72255 (20 ]
R [ - ~z |
(18)a. M7z, [ emde (RARYERE)  (W73E « TEHERITD) | RS (2017: 12)

b. It’s raining.

c. Es regnet.
(19)a. -, M. b (KAH»-T) W% (/L) o XL, d M.
(20) a. Oh, it’s raining. b. Hey John, it’s raining. c.
c.Ach,esregnet. b. Hey Thomas, es regnet. c
« BE[ 1 (18), (19a), (19¢) , (19d) D3> E {7 2
(18) underspecified : [ +WiiE, +Hmi¥, +HEEEAE, +ME2F] (RE———1D or

[+ITE, +IEERITE, +6 % F]
(192) [l [Bo) BB 20T [WE, +EENTE~DIREE, <% F]
(19c) 7% 23B2 0T : [+WHE, EHEAILBRIT AR, < % F]
[IRMENEE ] = Bl) BDI B ie HERRIOKIEDOMY B 2 DA 7e. ShaAnTu e HBICK
RV LERL Y

(19d) (%] b2 T: [-WE, +EENE GEHUE) | - F]
4. ¥t®
(1] M#x] & ) b OEFRCRIEZITTRINE L DTIHR,
[2] CHEEGA S #BhEE S A v b A — > 3 veflikE & ofEN:E o,
[3] (CHEFAXAERE TR & T A HER L OPRRD b BT - 7238 X oA £ T3, el < iR T
Rir-7-BEhiEERT,
[4] OREFIZFED DI BFPEDRIL L Bl & FoRRSMC L L b IcfEI T 525, HAEDY
EGlET 4 740 T (A TH Y, [k oRBIEEATLS [MA] 283 b 0 Tldk  FHMUE
& OB R £,
SE TR
Arndt, Walter (1960) “Modal Particles™ in Russian and German. In Word 16, 323-336.
DeLancey, Scott (1997) The grammatical marking of unexpected information. In Linguistic Tipology 1, 33-52.
DeLancey, Scott (2001) The mirative and evidentiality. In Journal of Pragmatics 33, 369-382.

Hasegawa, Yoko (2010) Soliloguy in Japanese and English. Amsterdam: John Benjamins.
RANEET 2017) [ZFETAICX M) S0 et - BHMER - fEE - &0 - &
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T (@) [=FET A TARTL 2 S5B0BEES L < 4] Rlihtt, 26-43.

Helbig, Gerhard (1990) Lexikon deutscher Partikeln. Leipzig: Enzyklopddie Leipzig.

e (2017) [ADOSEY — SHEMAO=FEF vicigd € — g - BHH - f1H
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Lazard, Gilbert (1999) Mirativity, evidentiality, mediativity, or other? In Linguistic Typology 3 (1), 91-109.

Miiller, Sonja (2014) Modalpartikeln. Heidelberg: Universititsverlag Winter.

s (2011) [ HAGE & BEREOSCRIZICBE 3 2 iapiss: AR & THEERY ] oftex
bk LT TSRBIESHREIEED 9, 31-47. URL: http:/hdl.handle.net/2261/52646
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(The Abstractness and Operability of French Words and the Concreteness and Referentiality of Japanese Words)

JESE L (WATANABE Jun-ya)
HHKE (University of Tokyo)

L [ZL®IZ
« 77 AGETIL 17 BRI HE R (purisme) DB &, B L < 7‘52‘«"&Wlﬁf"ﬂ?‘:ﬁi?‘&ﬁ?)\%ﬁ’ﬂﬂlk
D OFEPN, FEESAKIEICED Uiz, ZoERTHRICLE-TRY, 77 AR, DR ILEERS
B2 VPZUEI ZEEFWEDT, FhIZTHLhD D30 THHM S (clarté) %.umrré&wifl%-
Ao,

 HEOEVIETHFZ T 1000 55, 2000 35, 3000 35, .. A XOBOFEN, ol a=r—
a Y CHWONAGEROEA—E Y 2 HD D0 (Z OJEIJA& HJ/\-“?J L3y 2T, S
BTOREBEEZELOAER 011) I2LD L, 2EFD K1 OL SRR 2o

HEr

& 1: EME A= (LB 2011 :81 95 OHKY

A ek 7T R ANA iE HREGE HAREGE H ARl
100035 | 80.5% | 83.5% 81.0% 73.0 % 73.9 % 60.5 %
2000 5% | 86.6% | 89.4% 86.6 % 822% 812% 70.0 %
300055 | 909% | 928% 89.5% 86.8 % 85.0 % 753 %
400035 [ 922% | 94.7% 91.3 % 89.7 % 87.5% Tl
5000 3% | 93.5% | 96.0% 92.5 % 91.7 % 89.3 % 81.7%

s 7T AR, FEEEAS LI-UE L LT, O OFEOSHHN U AL 720 £355E (polyséme)
WEL Fpnte, 7T RED THMS) 11, SICHEER L ERATHE LWL 5,

2. SMERIEEE
- F9°. Cadiot et Nemo (1997) O 1Zi- T, fail client [ZHOWTEZ TAL 9,

(1) [EEARC, BoaHIcB LTV 5] Cest un client plutét facile. (Cadiot et Nemo 1997 : 27)
ELBMNENI LTI [BESA EL

(2) [Py A—OWSEN, A—t—nOF— L0 FHFIZFE LT
Le prochain client d'Auxerre en Champoinnat d'Europe sera d'une toute autre trempe. (ad loc.)
G—ayARET, 2804 —t—10 [BESA FEIICE<EZ s THET L,

(3) [EZEEEAMPEIC, BATHWBFEEICEL T 9]
Va falloir faire trés gaffe, le prochain client cofite la peau de fesses ! (ad loc.)
IAEREDTRES, DED [BEIA] ITHOEREUTHEEEA DL,

= Ve

- INBOFIZHBND client (X, 72 & ZIEHENRE TOMEZE -V X577, EBRARZFOLOOD
B (Z4 % Cadiot & Nemo X TPATERFFME (propriété intrinséque) & L5 (2K~ THURT S5 2 &
xRV, ZIZTH dient (%, FOflicBWTE FEE) (3 620WInETHSD,

(1) OHITIE, TREE Z LA, FHEHEEZH-T<hbfmETHAI L, (2) CIEIALE 4
H oo THy h—4%E8ikT 8%, ) THBl-BLOFHEETHAD, FNEZAD, client X, A
BlTHAILELLZNL, AW THHLEEZ 20, (3) T, 2T EAFED cient 24 EEh

- 192 -



TWADTHD, INTERFRE ICE 250623, &9 LTHARMEE 5428202 ATHS,

* Cadiot Hi%, ZOb VI, THMEMEHE (propriété extrinseque) &\ I BEEAIRET 5, [4MEN
KRR &iE, O LR L DHWETE VDT SBEROY A 7D ETHS [4). £0 HERY
Btk 13, client [ZBAL TV S & «quiil faut prendre en charge » ({1281 5 <X (JHF)), «dontil faut
soccuper» (MEEZ&T 5<% /| bW AWIIARL2E {#HlT) OLrichbhbT ZENTES,

(4) « Pour décrire un objet il faut décrire a la fois ses propriétés intrinséques (désormais PI), propri€tés
néganthropiques, et le type de rapport que l'on entretient avec lui que nous appellerons propriétés
extrinseques (désormais PE) . Le terme de rapport étant défini ici comme la forme spécifique que prend le
contact avec un objety» ®EA TukAlzid, WNTERERE (PD. /b BIEARINRE & bhbhdsyiE
BREE (PE) & L5, D LR LOBWEIZE VT SERO ¥ A 7 ORI &itid Ligd iz by,

(BHR) 2V IEEEE, ZZTH, HREOHVETOREMN L ZFAORE LTHIESNS.
(Cadiot et Nemo1997 : 24)

« ZF LT Cadiot HiL, s50 [ER) (3, SMERIEREIZ ZF 55 («le «sens » d'un nom reléve de ses PE »,
ibidem : 25) &\ BRI TEIRATRNT 5, AMENRREZ 2, BT LOROZEEEZ DAL S
PN, BERRAEIH L THLEELTWAEETHLEEZ TWIDOTHD,

3. TFIH—T 2R

+ Cadiot HDOFEHGRIL, Gibson BOED L HIZEFRL TWDHT 74 —HF A (affordance) DEEE L &
O REN L T 7A—F AL, (5) OSIHICR OIS L5, BESEIC T2 5 (afford)
HLOLLTCERINDD, REICEAORMETCIRRL, B ELRE L O W OMEAM
(complementarity) & KU 2R HH TS 28D THD,

(5) « The affordances of the environment are what it offers the animal. what it provides or furnishes, either for
good or ill. The verb o afford is found in the dictionary, but the noun affordance is not. I have made it up. [
mean by it something that refers to both the environment and the animal in a way that no existing term does.
[t implies the complementarity of the animal and the environment. » (Gibson 1979 : 127)

< (6) DEIZ, TIA4A—F AT E O Db TOEBEORETHD, 12 & ZI1FHvkiE, 7K
HEEMW 1T S (D) 2% T 74— KT 208, < OFESIZIIEND Z L 27 74— K15,

(6) «I assume that affordances are not simply phenomenal qualities of subjective experience (tertiary qualities,
dynamic and physiognomic properties, etc.). I also assume that they are not simply the physical properties of
things as now conceived by physical science. Instead, they are ecological, in the sense that they are
properties of the environment relative fo an animal. » (Gibson 1982 : 404, JHHFE)

+Cadiot & D\ 9 NTERIFRME & AMERYFFED I, Gibson DV 5 MBI EEE (physical physics) &
ARESEHIMIELE: (ecological physics) DRI & HFHEL 5,

(7) « The object offers what it does because it is what it is. To be sure, we define what it is in terms of
ecological physics instead of physical physics, and it therefore possesses meaning and value to begin with. »
(Gibson 1986 : 139)

' SOV T Gibson (1979) (1982) (1986). i¥F (2003) (2005). =47 (1994) (2008) ZZM,
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C EEEAOT T+ —H U ADIEHIIEAS (2003), (2013) DURETHHH, Wik, SESEARE
BISFEIZEN Lzl o < ST, BLFCIE 7 7 v AEOA OB, T 74— A (4
(Eﬁfj%} a)mau.\ & @ﬂ{ﬂﬁ?}"‘];]b Vi %’j‘ L/?L._L( Y

4. 73V ABOBADRE - RN
« FT4G crénean |ZOWTHET 4, BEE, SCITUMETIREL FO L 5 kg EA I THhH 5,

A, (HRCHIED) R, SR,
(8) Les créneaux du chéteau fort permettaient a ses défenseurs de tirer sur I'ennemi en restant a I'abri.
s ok, PkE RN E ERE RO EETEICT A b0,
(Lehmann et Martin-Berthet 1998 : 75)
B. BEdiA~_—2
(9)  Je fais un créneau pour garer ma voiture. (ad loc.) o7z UIEHLA I 2,
(10) Je fais un créneau. 7= LT A{EAEERT 5,
C. ZE & Rffil.
(11) trouver un créneau dans son emploi du temps (Grand Robert) A/r 2 =—L-o |22 =% o0 5
D. [[53] Friidh. REHELHE,
(12) Cet industriel a trouvé un bon créneau, ce qui lui permet d'exporter. (Lehmann et Martin-Berthet, ad loc.)
FOERZL, LI ERo . FOZ LTS T, MHTEZ L5k T,

s FEER STiEBBDREREO L D REMENR SN TWAN, EBEORBIEAS L, créneau &
WIFENRHLHL L TWADIE, D OFETIEIEE T C/e< [(13) (14)], C OHEIZBOTHZEER
720 Cide [(15)], S LLHIND2FHOMEITE L, FIRIZEL L 5 2480 - e
Tdb,

(13) Depuis dix ans, plusieurs associations se sont specialisées dans le créneau de « soutien psychologique »
aux chomeurs. (Le Monde)
104530, W Lo, KERICEWTD OB ) SV fifEsME4 5 L 5o/,

(14) Le sport est un domaine dans lequel les départements et les régions n'ont pas encore véritablement trouvé
leur créneau spécifique d'intervention. (Le Monde)
Rf—0F, ooy (OFTED 23, MBIZAAL 2 §EWEEICRS2T MRV TN AL Thah,

(15) Pourtant, ce changement est limité dans le temps ; il a un créneau, et en dehors de ce créneau, les
occlusives vélaires ne subissent plus la palatalisation. (Smith 1995 : 54)
LALAeAse, 20 (M) ZLITMMCRE SN TS, H Ad0 . 20 P61 2333 L,
NSRS TEEN#E L E Z 9T b,

« 7T AEERHRTIE, RSB Z LIc L o T E X ARERIRINE 5 AL LT
HETE 5H %, %7fﬁ®f¥%%ﬁ%1&LT%*L&ﬁ&T%:&ﬁ@P{JﬁmWK@L
THEHHSEDO LS RRASPEETE 5 (S 2004 : 76),

2 RERER) 1 5? ARSI, MR Z X EIETHAH, ERROZOMEICBOTLLLER TS,
AT A L, T—IRAYEEEE (fonction primaire)| (De Boer 1954, 21 1990), T EHRE (forme schématique))
(Culioli 1990, pp.115-134), THEEMURERT (signifié de puissance)] (Guillaume 1964, Picoche 1995), [Z 7124511 D1l

fifl (valeuren langue)] (Gosselin 2003, p.159) 72 ¥ CTh 5,
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(16) créneau MAHERIBLR : [—EDTAZFREE T H-OICZE T o204 - Rl

< (16) AL LT, RGPS IC W THED WRICE A= L 21X A, BEEo UIRCIE B, BEHE DS
RIREIC 72 % & & (X C, tERMTETHC b5 & & 1XD OB EEhS, ZOKREER I, O
L LG LD BANEIZ/e > TEY , IMERHE, 774 —F U AOUESOFEHITHS,
- oEZ, 7T REOBERLFDRITRE e 50 2BFERREALE © 20T 5,

F2: IS RBEOERGRBEES RN EMEEDLE

2R AFVTE | A VE | B b HgE | v—~=TE | HE HAGE
coupe-papier | tagliacarte | cuchillode | cortador de cutit de hartie | paper knife | ~—/~—
A% ) papel papel i
essuie-tout rotolo da toalla de papel-toalha prosop de paper towel | % v
T TER | cucina papel hartie s
garde-fou ringhiera barandilla grade balustrada balustrade, | i, i+
EANESTED handrail
passe-partout chiave llave chave mestra cheia masterkey | ¥ AH —
(¥ THihH| | master maestra principala F—

+ passe-partout DFEIZEIL, (Wb & Z A% (partout) 12 (passer)] &9 S7o DR EROEHN

HED, PRI, v A¥—F— mw& HEZRIZH LD LTS OO0, ThLSNOZ LI
ha TRLTWeWEWR A, FHUZH LT, 1 # U 75k chiave master, A-<A ik llave maestra, 7R
)V b #7055 chave mestra, /b—- =7 if cheia principald, #5i0 master key [ L, Fius T#) THAHZ &
AR L TR R L RAERPMITHLIDEREL TVD L VIR T T U AGEE ZERD,
« coupe-papier ¥, Hi{Z [HtZ (papier) Y15 (couper)| & HEEHE - HikD AR LTS, A7)
WeHh =3B RS ENTVWARNIET, ZRMITHLES > TWRWET T, HEYD
MHo), #HES A, LEIXE-TELT, EEOS -8R0 4,
c EBIZBEAL REHNL essuie-tout Th D, [l THDHZ LARIAWEDY A, BZ T
(tout) $8< (essuyer)] LWV TWHEFTHY , BERE - HiRZ /R L TV D L2 500 h Lveuis,
HEDIZHER L LTOT, FRIZT T RIERIRFE TR EYBEL ZENTERWNT LI
TEAAE] (sous-déterminé) T#H %,
T I URBDINLOGEIX, [FNBAITHHH (MERE, WARICIEGOHE) ZnTEnnviE
HE (fonction référentielle) Z1E L AL EHIEIZ LT, LolEb, r%ﬂ’L'C’fﬂIé:“i Ain) (B, BE) 2
. B ATEOFLIRHIRAE (fonction descriptive) [ZHHEL TV 5 2,
Z DFLIRHUBSHEIL, AR T T 74— F o AZHIET 5, coupe-papier [TAk&LU 5 Z %7 7 4
— R L, passe-partout |X X Z THiliH Z 227 74— FL, essuie-tout (i THIXL Z L E2T 74—
15,
+ 227G, §2 Tz Cadiot HIZ LA client (2R HRCER, « qu'il faut prendre en charge », « dont il faut
soccuper » # HAGRIZIRTH L&, b DT T U AFTIEOWTR LIRS OATREN TV =D\,

3 Corbin (2000). Villoing (2003), JII11 (1993), iltl (1997) (2005) % B,
Y 75 2EOLFNCHT S ILRIGHAED S EC ST, & BT e Lebaud (2017) THUR L 724 - THAE
su]cl Ot H TN AASE & ORI 2 SRSz,

3 FIOHETRAIRERE L FRARAYEREIZ OV T Furukawa (1986 ; 115sq) #ZHM, 7272 L, Furukawa (1986) JEacil
AOHERELZ 8= 2 HiE % fonction attributive & LT 5,
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(T2 D <& (P, HEEET & / bVt s <& FHFP) £ Loz, FHFE
EWIFEERBE RS EERBNBIES, FITHLER, 77 ABTIHEEREICRHMEhA LS
72 TRF#-31F | (caractérisation) Z /5712 & EHAMRAHADIZR LT, HAGE T [ER~DHR)
(référence aux entité) O I X X PV E L Lo HHAH S,

» Cadiot & |2 X ZEHREIOA TOAGOFERIE, P U TR FI TR, R Sl L 2460055
FalATH, BEFREHOATORFIIZ L AONS, BREOATOAFORRIT, WRFDERDO L
NZERICTHD (bHAA, EEMICITERIREIZR < . bt s %2 b 2), 2o LT,
DEDF I THDE LI, 77 AREThml E IR EFTT DN 20 ¢ ZE Ebie 2T 5,

%£3: IS UREBICBITABE (n) s A (a) OFEE. WEELOLE (KTOEIIFETD

7Rk | ALVTEE | ARALEE | B PIAEE | —==TFF | 5 H 4G R
dynamique dinamica dinamica dinamica dinamica dynamics e
(n,a) (m) (n) (n) (n) (n) (n)
imperméable | impermeabile | impermeable | capa de chuva | pelerina de raincoat EREER
(n,a) (n,a) (n,a) (n) | ploaie (n) (n) (n)
joueur giocatore jugador jogador jucator player EF
(n,a) (n) (n,a) (n,a) (n) (n) (n)
meuble arredamento mueble mobilia mobila furniture FH
(n, a) (n) (n,a) (n) (n) (n) (n)
sérieux serio seriedad sério seriositate seriousness | ELfil X
(n,a) (n,a) () (n, a) (n) () (n)

5. 75 D REEIFIEREFAH. BAEITEREITD

CHIEICHIZT 7 0 AGERRIRIZEBIT 5 FE-S1T ) R [RORAIEERE] O ROIER T, 75 v A5k
2z (métaphore) ZAFIrERiTHS L2 5, W& 1XFER, Frtbx3bE L Qv b3k s LT
BB L0%, ZOREEZNLTRRICA ST ZETH S,

c ZNEORT, FE~OFTREERT D AAGEIL, ZE~OFROEREZOY 225 Z L)l
TIXAp7=wh, By (comparaison) ZHIrSiETHD EWVAZ D,

(17) 7 7 > A5l :coliter lapeau de fesses  [=(3) D] ER : [HLOEOMEETH S
AAGE : BOERLTHIZLEEW

(18) 7 7 > A§f : Nl pleut des cordes. [HaR : T35 TuvA |
HAGE : ~r & U< Dz Uik 3 2eflils,

(19) 77 > Ak « llestun lion. [BLER : [l
HATE - KD X 5 ITIRETE,

5 THE Q008:8) 1t TR EIENND &M T AT AR A BB, Lacapitale ¥H5, 1 la (ville) capitale
7. Le principal F2f, |4 le (maitre) principal EFSEHN, la marine #E# / AT, 131 (armée) marine / la
(navigation) marine {E5E / JTIEAT. le quotidien P, 1 le (journal) quotidien H 11l (57Rf) . La présidentielle = I élection
présidentielle FAEMTEA..] O X 1T, ArlBEM SRR, BEAGBAFERITT 2852 TV D LI THD
A, AFEFCIEZ 3 @ joueur, meuble, sérieux 72 & TiAe L BRI S (o) AFNM AT Al Tl
< RRRHIBRER T U CAR LI A AR 2o TV A LD L B R S, 7 T U AGRDEISEORE & W
b aHR— - oA ¥ 30E (Amauld et Lancelot 1660) Tid, #4Giid nom substantif, 75513 nom adjectif
FREnTunanas, withvd, TEEoOEE S B4 (mots qui signifient les objets des pensées. ibidem : 31) T 5
EVIIETHEL TS EEZTWA ZEdh, ZhOHORFESMEENIHbL TWA Z Eilbha,
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c(17) D7 T AGEOIH I « coliter la peau de fesses » [, BRI 5 &, (OB OMEETS] &)
ZETHY, BRI TH D, oL, BAGED FHGH%»‘*U‘“C IFEEEW 1L, NxE)
FATAHZEIZED, BERIAERIZESTHD,

- (18) DT T AFETIL, LFEEBYILL HBLH-TWD) WS ZET, #xBoiRn, i~
ABRHENSSTWEIEEZFSVHLL LTINS, BRLLIREAIZ, AFGETIE (Y 20-<
Wz L= L3720/ OX OIS, ERMRSVIIT-A2T 5 }:.u?ba"LZEJ

<7z, (19) TiE, Bz MEIEKE) LWH 22k, HEHE] LWHiEKREHLDL LTS,
HAGETW I b, RO LD ICIRETE) L, ERIITE S5 525720V O TiRR0A 5 b,

S35 3Rk
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A B (2003) : [7 7 4 —4 o AOBRMETEFE] RS

A2 % (2013) : [HGE LT AORMSESE] BTG
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Picoche. Jacqueline (1995) : Etude de lexicologie et dialectologie. Conseil international de la langue frangaise.

Pex RKIEA (1994): [7 74 —F A i LWBHOBER] EHsdEs.
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AHFNER (1997) @ TERELEO S DA0E & &) BENEEREIN—T (EAAL 4D [T XEEELD]
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B (2004) : [7 T > AGRIZEBU HaEOFRR] St

JESE (2015) : [Essuie-tout OF MGG [4MEE .%&* atl] HUEE R, 37, pp75-88.

FREh (2018) : (77 A AFEOFEROBELEL T 74 —F R | o< ZFERE] HAo<w 2 A3EEE, 51,
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The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

Tr—XEREBALER - EFBIR—D 1 —XBERICEI(EF/04—T71—X
DEFFE—
(Semantic and Phonetic Interpretation Across Phases: Studies on Linguistic Interfaces

on the Basis of Phase Theory)

AR URT Y AT, BvhEREGRICEIT 2 7 = — XEGRAENE « FARICR LT
FFOREZITHOWNWTHELELT 5, Chomsky, Gallego, and Ott (2017 (v.2), 2019 (v.3)) Tl #x
FEZOWTH-RIBEEN RSN, 72— RERE B2 5. IERFE - SRR
BEEROREMEIVRES N TS, 20X 5 2EEZKE X, 6 AOEAIN 4 0
BREITV, 7= —AREREBRDEY - EFRRROVGEEIZOWTRET 5, B4
DRI, 7 =z—AXEH2 U IND LB 2 bNDHERIKFRRS, 72— XDk
AN STt ¢ ) &»“%»ﬁ%ﬂé@iﬁ IR SN DT TH Y . KEEIZB b HAFIRKE Y
RATHG: (B alM) . TRIME L OFAR B L ORI L (EiSain) . HIBRAOBIREML &
PSR (ﬁarﬂaﬁﬂiﬁ) AN— 2 7L OB GER - TR - ATHGERD) 72 &%
b2, Thbigdaid L <, MEMEICT 2 M~ DRI OV THERE TS
TETHD, YVRVULDERIZIL, SEFRRORMERT, Y rRYy ABINE
Eiam IR %
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The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

IR T 0 R DOIFBFREROAFEMEIZ DT
(On the Possibility of Non-local Application of Interpretation Processes)

412 (KANEKO Yoshiaki)
B K (Tohoku University)

1 BRI R 7L (Kaneko (2014), Kaneko (2016))
EFRIARER: FHRF (evaluation time=EvT), Z#IF (reference time=RT), F4:f (event
time=ET) DIFFRIROM A Gt
(1) [ptmp Pfm-<ST> [rp DP [+ T-<EVT> [Modp Will-<RTwiti> [perip Perf-<RTpe> [ DP [ [
V-<ET>1lve V.. I GREEMHIERE Shgvae—  DUF, SERLSVENR)
PfmP=Performative Phrase, ModP=Modal Phrase, PerfP=Perfect Phrase

(2) a. T-[+Pres(ent)] (HE{EHFH]) : EvT * RT [Z[AEF (RT, EvT)

b. T-[+Past] GEEFEH) : RT IZEvT X Vi (RT <EvT)
(3) a. Perf-[-Perf] (zo) (JE5E TIE) : RTpar & ETvIZ[EEF (ETv, RTped)

b. Perf-[+Perf]l (=have) (52 7T/) : ETv X RTperr £ VAl (ETv <RTperr)
(4) WILL GRETHD :RTparld RTwin £ V7% (RTwit < RTperd

2 ERREHIOFHERDEE
(5) BRI (deictic) FPATIFAIZE « B TA) T Pim 13X, F&5EFF ST & Z OMERFEHEImIRN
DOECRAIRFRI OFFHIIEF EvIp 36— Th 5 Z L 25 ET 5. (ST=EvID)
—ELRAGRE OFFIFE EvTp (3383508 ST & [F/l—Olfxfiir
(6) a. Bill will visit Mary.
b. [ptmp Pfm-<ST> [cp [rp Bill [ T-<EvTp>-[+Pres] [Moar will-<RTwin> [pere
Perf-<RTret>[-Perf] [i¢ vvisit-<ETuisic> Maryll11]1]
(M a. (ST=EvTp) & (RTwit, EvTb) & (RTwin < RTper) & (ETvisit, RTpext)
b. ST=EvTb, RTwin ETvisit, RTpext

(8) a. In 1989, Joseph met a woman who loved him then.
(Ogihara and Sharvit (2011: 641))
b. In 1989, Joseph met a woman who loved him in the 70s. (ibid.)
c. In 1989, Joseph met a woman who loved him in the 90s. (ibid.)
(9)  [panp Pfm-<ST> [cp [t Joseph [r To-[+Past]-<EvTp> [perir Perf-[-Perfl-<RTpere> [
vmeet-<ET>] [pp a [xp woman [cp who [tp who [r Tp-[+Past]-<EvTp> [perp Perf-[-Perf]
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~<RTper> [ v-love-<ET>] him]1]1111110]
© ZMTA)FEE Pim (2 L A BFRENOFHIG EvID OFREIR 7 x— A% B2 5

3 BEHlO—BE —EHEA
3.1 BEFHIO—E (sequence of tense=SOT)
(10) Taro said that Hanako was a college student. (ambiguous)
(11) a. Taro said, “Hanako is a college student.” ([a]Ff(simultaneous) DfiEH cf. Enc (1987))
b. Taro said, “Hanako was a college student.” (fzF&(shifted) DAFF)
(12) SOT »iEAI5 (Kaneko (2014)
FHIOMEREE TR O HRME ET 23%5E0E ST LV aich s (BEEZ IT) 56, F08
Al D TETZAREBEN LR SOT fHik CTh 5,
- RATER TR EIORERIOM Clie < FRIF ET
(13) Jill said that she had too many commitments. (Huddleston and Pullum (2002: 151))
(14) I have never said that she had too many commitments. (ibid.: 153)
(15) John has often believed/thought/said that he was unhappy. (Stowell (2007: 143))
(13) OEH GE R
(16) a. (ST=EvTp) & (RTpat < EvID) & (ETsay, RTperd)
b.  ETay, RTpar ST=EvTp (Frfili3a@ LR, ETwy 1080
(14), AB)DEHE CRAEET)
(17 a. (ST=EvTD) & (RTper EvTD) & (ETsaymbelieverthink < RTpers)
b. ETeaybelievelthink RTpert, ST=EvTp (REfill| ZELERFH], ETsaybelieveihink | T8 Z5F)
(18) FEEAN (non-deictic) FFHMiFRE
MAEEEEGNT, W OIEERAIREERE EvTn 23% Q940 ETnawiv & [H—Tdh 5
Z L EWEET %, (ETmansv=EvTND)
(19) SOT F#HIA (BEEAY)
ty LIEEARAIE L0 23 E7ERY SOT fEilI 2 A L TWA72 5, (RT <EvTno) % (RT,
EvTw) (ZEER X, (HEA)
SOT FHHHN(19) : HHELEOFEE A ERAR 2R T LAAME (anteriority) %, [FIFREME
(simultaneity) |22 2. %
(20) a. Taro said that Hanako was a college student.
b. [panp Pfm-<ST> [cp [rp Taro To-[+Past]-<EvTp> [per Perf-[-Perf]-<RTpe>
[\p say-<ET> [cp that [rr Hanako Txp-[+Past]-<EvTxp> [perr Perf-[-Perfl-<RTpe>
[i# be-<ET> a college studentlII]1]]]
(21) FHi : (ST=EvTp) & (RTrert < EVTD) & (RTPert, ETsay)
liEBE : (ETsay=EvTxn) & (RTpert < EVIND) & (RTrert, EThe)  (HAFE O
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3 TP OIEREURAREMRE O RIE & A TP Ofirik & A 7
(22) 7 =— AL A{244: (PIC) T (Chomsky (2000: 108))
HA2FEHETLH7 2R allBW T, 7 =— A0 domain)lZ o DIMEA B
AT D LI TEP, H &7 2— X0 hiledge) |ZOX#@HT 52 LW TE D,
23) 7 =— A0 (PIC) I (Chomsky (2001 14))
7 =—A Phl OfFKIZIE, 3< EO7 2—XPh2 0 b#fEZ#EA$ 2 Z LT TEF,
Phl ®F M H & Phl OEMRIZOZBENT L5 2 LN TE S,
3% 122): 7=—XCP Aisay &fEESNIRiA T, TPIEXIND
ERU23) : RO 7 = —AEBHHTH 5 EH v PRSI 5 £ TTP Ofsikids| X iLiEah s
IR ENHMEMH E SN 5745« FEBGE say 23 HEFEI OIEECRIEHERF EvTn % [FE
HIzHITiE, LRI ER(23) Y
Chomsky, Gallego, and Otto (2017, 2019) (VL F, CGO) : #5258 b ooc O EILHE S
© CGO DIEZFEHT 26, 7 o — AARAMEENIT L 0 HIIRAERE 1 2R FalEE
SOT F%HIAZQDIZEH
(24) Ffffi : (ST=EvTD) & (RTrert < EvTh) & (RTpert, ETsay)
B : (ETsay=EvTxn) & (RTPert, EVIND) & (RTpert, EThe)  ([AIFFOAER)
SOT #HEHIA - AlEBEIELER SOT i Th 5 = & 2w
SOT FEEHIA MG ARFC, (20b) O X 9 (2H EALOBT4H) PfmP &
WEBEAERICHFEL T DR ENRH S
PIC DEF 1. I : i CP &Z(TH)FHEE Pim OHF AR sl CHIFBETD TP | HR%5 7
© CGO DfERIicLhiE, SOT FEBHIDEM T 5B (0b)DIIEEZ VD Z ENTED
- HFmPTHY SOT B4
(25) John decided a week ago that in ten days at breakfast he would say to his mother
that they were having their last meal together.
(Kamp and Rohrer (1984), cited in Khomitsevich (2007 52))
(26) We decided to tell the prosecutor tomorrow that we were talking to him reluctantly.
(Eng (2004: 205))
(25), (26) : fx LIRS DA E N FIOWERI T3 < EOFOFERF Gk & [FRFD
HokFA2RT
e HIES DA ZNHOFHIEREOFE AT < EOSoRENE GOkRD 725, SOT #
RO T EHOBFLRE (GRERE
© FLESHDIAENT-HIO SOT HG 273 5 7D I Vil IS 2R LB

3.2 —EiZfAt (Double Access=DA)
(27) John heard that Mary is pregnant. (Hornstein (1990: 120))
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Kaneko (2016)D{UE : OWETER) SOT Gk CIEFERURIIBITERFHI AT 7 4 /L b 3P
DI b3 57 DA BT TR RRIBI LRI A
@ Uribe-Echevarria (1994) : fliififio> LF B8 47
(28)  [pimp Pfm [rp John heard [cp [rr Mary Tp-[+Pres] be pregnant]]]]
(29) [ptmp Pfm [cp [rp Mary Tp-[+Pres] be pregnantl] [tr John heard [cp [te Mary
To-[+Pres] be pregnantlll]l (4 CP OIEFHLEAZE))
(30)  [pmp Pfm [cp [rp Mary To-[+Pres] be pregnant]] [t John heard [cp [rr Mary
To-[+Pres| be pregnant]]]]
(e EHERE CP OBERR OFME [+deictic] ED)DHIER)
AT S A2 ORFIRF X Pim 23[E)E, JofrEfi ORI heard O%5FA3 FlE
2 20 CP |% chain 2T 2EFETHDHDO THWIIFIE LTI RG22
© JeAL@EFOFMRFORIEDES, Jefifi TP 23FE L T TER Bk
(31) John promised me yesterday to tell his mother tomorrow that they were having their
last meal together. (original underlines) (Wurmbrand (2007: 5))
(32) John promised me yesterday that he will tell his mother tomorrow that they were
having their last meal together (when ...). (original underlines) (ibid.)
(B1) : A b MDA ENT-HiEmERFHIT tell DFELREF CRXK) & DEIFEER$-SOT
(32) : A bTE < HLbIA E N 7= HioB ERF) (2 [P EOREIR R L
(32D that filY 2 FHAR TH 5 O CTIFENBEIEZ ST 5
(33)  [pimp Pfm [cp [rp that he To-[+Pres] will tell his mother that they were having their
last meal together when ( ...)]] [rp John promised me that [cp [tp he Ts-[+Pres] will

tell his mother tomorrow that they were having their last meal together (when ...) ]]]]
(33) : FEFAIERE) X 7= CP WICHLDIA 7= that |23t LT SOT #3845 BHA A2

4 BOMFMASIZEHITHEH O (tense harmony) KR
BERIOFFIELS: (Geis (1970)

(34) a. John left when Bill left. (Geis (1970: 83))
b. John will leave when Bill leaves. (ibid.)
c. *John left when Bill leaves. (ibid.)
d. *John will leave when Bill left. (ibid.)
e. I left {after/before} Bill left. (Geis (1970: 132))
f. 1 will leave tafter/before} Bill leaves. (ibid.)
g. *I left {after/before} Bill leaves. (ibid.)
h. *T will leave {after/before} Bill left. (ibid.)

—AEARCAE . BEOATINGEE PP OFFRIOME ([+Pres] F7zi% [+Past]) X, PP AMIINESh 58
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ORFRIOfE & —E L2 uEz 6780

&F (2019) : FEFN & BRI TR

(35) WEOFPIGEEIOBAERFRIL, EMixIREOS MR RT 7358558 ST £ [RIRF T 5612
wAlE s,

(36) HFOAIIGIEIOMERFHRL, (EfMixIREOFEREF ET 2535585 ST L0 LI, +72bb
WERF IR T AR S D,

- EPBUESE T BUERD OBA. REOMINGEEHREE T GUERES]) . i@ meH

DWTIEL ARE

(37) a. I have often helped him when he has been ill. (Declerck (1997: 152))
b. Ihave often helped him when he was ill. (ibid.)

(38) a. Have you ever helped him when he has been ill? (Declerck (1997: 153))
b. Have you ever helped him when he was in trouble? (ibid.)

(39) a. [rp I T-[+Pres] have often helped him [pr when [rp he T-[+Pres] have been illll]

b. [rp I T-[+Pres] have often helped him [pp when [rp he T-[+Past] have been ili]]]
(40) (392) DO EHIDOEFRIAER : EThelp, RTpaf, ST=EvTp

BIRRE RTpert | LFE5ERF & [ARF—>when fMiOBUESE T (BUERF]) Z388]

HGHF BT nelp |18 EF—when SR 0] 2587
« AIEFAREREIN ORFOA AR
(41) He is rumored to have seen her [only once before] [when I met him] (original

bracketing) (Stowell (2007: 136))

(42) John is believed to have already left when I met him. (Stowell (2007: 137))
UDOAEFHOTE TIGTBETE T

(43) a. *It is rumored that he saw her only once before when I met him.

(Stowell (2007 136))
b. *It is rumored that he has seen her only once before when I met him.
(Stowell (2007: 137))
¢. Itis rumored that he had seen her only once before when I met him. (ibid.)
—that HiO FREF ETwe 20 ERFCdH 5 0O T when ool L] 4 52 w]
LinL, REFEOT TROMRITESE 2 RV ERETE 20
(44) T hope to have finished it by tomorrow. (Palmer (1974: 196))
finish OHFGIFIIARRHF
© AEHBE 2 e T 2 Rr O R O RFHlF L I 2 R L RETE 2

5 F&o
OERAYRER ORI EvTp O TA) =25 Pim (2 X A[AE, @SOT BB HIEER SOT
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BREZOFEA, GSOT #HEAAIO@ M, @DA B&Iz81) 5 CP HiN ORIl 02 Th) %
H Pfm (2 L 2 RE. @DA B0 ehrE o CP ok o [+deictic OHIER. @DA B4R O
(Zif D> CP iRl EvTe-o =Hi@hiilc L 2 RIE, @O ORH OFfoEE (X, s
% OGRS I SR L, B 7 = —XEER Az CERfmc#EE &b — CGO @
kOB BT 2 H - IR R L BE

SE 3

Chomsky. N. (2000) “Minimalist Inquiries,” Step by Step: Essays on Minimalist Syntax in Honor of
Howard Lasnik, ed. by R. Martin et al., 8