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AARBZESEITEREV VRV T A
HB-TERA v ¥ — T o AR ERBEROFTEZDS T

(On the Representation of Information Necessary for the Syntax-PF Interface)

TR S AR BF AEUNTZRE)
Al R B QLI SIREE)

AR T (FREIERT)

R A (RERE)

W B RAY  (EHER
FAAHyFU L BEEE GEEAR)

TRk

BEHA (59) &R

#£xO  (30%) THIBRDSEMRMRIZKIETERICOWVWT] AF - 5KH

BERQ (5% EEBEOFBHERBL LA /) v MUlFEOEKRAERIC
LEIME®R  BR

##&O®  (3047) TPred’) &0

{R7ER (10 43)

F4ABvary 304 %H

2FF#E G5)

R

BN ERHERIIBONT-REDOES, MELHALTOHODRMETHLHFE. B
FOBFEIC L o TER SN2 7 = A AZFHEE - BWREFNIE S 12D DERED H A ARTE
T 5, [FFRFC, Bl ES RS L OB EERR LD V¥ —T = ATHDH AN
VT T MIBWTUHETSRIEREZHRIEL 2T 520,

L2 L, Em5(2B LTI EFEB L OBEROBERIT TR T2 0ONEETH D
73, Chomsky(2013: p.107 B XU . 12) LG T 58 Y . £ ZIZIIIERFMEDFET S
AREMED B D, I HIZ, HEIPER O ERICE S XFEIETMPME I NSHE. IRE
BB AER CIERIIEERSMICK T AR EB LA ONTEERLHERD DV
IZFNLREOEMIcBWCHRbhbaZ LD,

R VRV U N TlIfaEam. o aam. FERIZO DD SMEIZ YW TEEERN B LW
R BA»bEm L, VGRS EEGROH D 15252 D,



REEE

RO THIBRPERMBRICKIZTTHEICOWVT] ORF - fH)

AHRRIT RA BB B W THIBRD BERERICE 2 DB BET 5, fl 2L,
why-stripping((1) 2 R)LCEMEISE (22 R)F OB ACEETHF O —MOKRE LT E
BERESC T, IEARBLE L COIEMERAIARIRITIR Y 8 < | #RRAIARIR O 273 FTRE T
Do
(1) A:RKERDPTHRICFEZHIT T,
Bi:7eATF (%) ? BiR A THIT Tz (D) ?

(F& DT H—EKFIR : F4 LIZ8BIT 5 ; IEMBREAER : 5, SEHT5)
Q) A:HDOLEIITEY REELD? BA&ATT,

(B —HBARROAEIR . (R—h—, REED) BE2EHZ L ;

FERERRAIARIR : EE T RTH 2 L)

AFERTIL, HZOIEMEHIERO Rz U, [FEMAaIfEiRIT, 5% (FRRFEME)
DOHHHFEADOFEFRIZFE S X FEH (Encyclopedia) SBFAICBWTHRESND ] ¢T5%
WP RERR (Marantz (1996)208) ([THKHL L 7= 0T 21T 5,
Marantz, Alec (1996) “*Cat’ as a Phrasal Idiom: Consequences of Late Insertion in
Distributed Morphology,” ms., MIT.

#EKOQ HABOTHEMERB LUOF /) < bR EOBEWRARRIC KL ERER)
AR BF eSS
i e A RE I LEE I B W THE/MHINGASER AR S b, LinL, 3E—7

@ TIX A 2758532 TEEBT 5,
(Na BEE/ELE b. BV /3D
(2) a. FEOMVEIEDDIEEESH b. &IESVVEIZLV/EIZSW

WIZ, EE TR & LB (k2 RTA /< bR THEEF LT FOLFKES
RTZENTES,
B)a. FAIE (FBITIT) BoMY/VoL B IRB/IEE Y& T,
ST 2F—FREARE LA~ h_ROEL X% EE L IckRER R TN, 25
TRWHOEFEBFN S 5 WITRIFIRIZ LAV B,
@ a DEIVBIANITET, b. BDT=BT= AN L7,

SEIFERICL > CIN G E2HAT -0, BFEREOFBERS VO NICHRFEL LTE
BEh, /-, FEEENFTEREMATEO LI ITRFEIN TWH OB L TIRES

S =

'f—rjo
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FRKOG Pred’] D B (HEKF)

AFEFK TlL. Matushansky (2019) 75 Pred’ DFEICERZAZE L TWH DX L, HEE
BIUOBAFEBOREOSH 2@ L T, Pred DEE|IZALMNITHZEE2BIEL T 5,
AAGEOB A D5 1T, Nishiyama (1999) [Z X > TREINTWS K91z [T »HEE
HEETPred® & L TEIVWWTWA Z L 2FER L7- LT, Pred DIFEERIEFE N L 72 5977
&2/ IS OVWTHRETT D, £z, [T BHORTUCHHIATDHZ &b, Pred B
REFRTTHT-OOFOER L FEHELRBERICH D Z & % U, TeE O/ NN W
IEDHEL DKL TIH D Z & %HFFTDILPred® & Foc DEFERMHEICLD2HDOTHD LD
FIREMEZIB%E 9 %, Pred” 73 Foc® & HPLOFIG Th 572 HIX, EAMRA RS L2
ZEEBRT DALV I ERBIRBEAZRETELILL,. Z20HLRRANLED
NaFEFHALENS,
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HIFRDERBRICRZTREIZOVT (J)

(How Does Deletion Affect Semantic Interpretation?)
AHF1EF (Hiroko Kimura) FREA# (Hiroki Narita)

FIEIEKZ (Chiba Institute of Technology) HBKEE (Tokai University)
1 [FLHIS
() A KEBIC{FIREEIMIZTLEMAMIIEZ/a—FIZEE 2BV LW,
Bi: AR AT o — )2 (Why-stripping)
B2z MRATIREZIE*FRESHMTFIZES/MMEILE/m—TIEEE)
Bs: RAT{RIELIX/MHIEETMMIILE/ m—T1TEX}?
2) A: Ben ate [x swéet potatoes]. (h~ 1 ) (3) A: Ben ate [xp swéet potatoes].
Bi: * Why sweet? Bi:  Why sweet?
Ba: *  Why potatoes? B2: Why potatoes?
Bs:  Why [swéet potatoes]? Bs:  Why [sweet potatoes]?
@ A Zho TfFEboRHE?
Bi: {&/(B)RAH*H/HDL X (RIfEISZS, fragment answer)
By {BFFHIB)REFFF LM LALREBYE X
6 A DHOLEIREVREEL LWL,
(H AR (compositiona) IR :((R— 1 —, BRES D Z2ED Z &,
FERERR (non-compositional ) iFFR:4%E 73 H 2y OEE Ot A TRT 5 Z &)
Bi:  7RATH? (BRI, *FERE R AR ER)
Bz 7R ATHEAED? (KRR AIARIR,  FERERLAIARIR)
Bs: 72 A T(HDLEGDY))? (*HERRAVRAEIR, o FERE R AIARIR)
6) A:? HOOIIMHEY BEERD?
B: #&TY, (K RERRAYAEIN; * NS RKADAREY)
(7 A: Ben is trying to find (any) [black shéep] on the farm. ([n black shéep]: JEIT#)
Bi:  Why black? (HERKAOBERR, * MR AOARIR) oA REIREBI o Bilsk
B Why sheep? (R AR FRRR, *FERE R RERR)
Bs:  Why black shéep?  (*FAKAVAERR; o FERERKAATER)
Bs:  Why (Ben)? (R RR AR, o FERERK AR
(8) | FEHBERAVABIRIZ X5 —RRAL : IEMERAVARIR 4 59 R X, 2 O — B DRGE D 403

H(focus) {1 5, HIFREMEDIRS T (remnant) & 72 » 7= 35813, FERERAOARIR S AR af
HE& 72 Y, WEARHIMEIRD A AIREL 22 D,

OARFEROHI : FWHIBROBELI T, W R RO b & TEWAFRCEHC IR AZR D 7]

WIBRIESNLEDERD ZEIZHD

* AWFZE VL ISPS BHIFEE TP16K02779. JP18K00660 DBk 2 2T T\ 4, FAEO | 4 I3 % BT Bridget Samuels
W hWwicizwnwiz, EEHm L RT3,
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2 A TAFLEBEER
O (8) D FLIRIY — AL IZAEE 2 A R (BhR ) A 7 4 A 2 ENT LY TTE S,
9 A:  XKEEWBHEREIZ@ED OfT% HIF =02
Bi:  F(Z)TT, (“HERRAOARIR: T2 4815 7= *JERERRAOFARER R - 7= STAAH L 72)
Ba: * {HANVEENE)TT., (FZ2IT5:LMADNEVET S e bif5:
5 €REHITHBHHEL T
(10) A: KEAHRIZ(MD)> O)F&EbiTT=.

Bi: RATEEZ) (R RERSCHIARAR, *FERR R AOARER)

B  RATHITF (D) (*AERRAORRIR, 7ok JERE R IARER)

B:: A TFEEDITFIZ(D)? (AR RITIARIR, o FEAE R IUARIR)

B 72 ATCKRER(AY))? (R R RSCAARIR, o FERERRAAFIR)
(1)  A: John hit the books yesterday. (hit the books ‘study hard’)

Bi:  Why the books? (R RERCHOARIR, * R R A ARER)

B2 Why hit? (CRRERRAIARIR, *FEREAAIARER)

Q0B EDHIIERRENELN,. ZDZ LII@)D— AL DB & X2 5720

@ AL (10B2)D & 5 A2 EhFaF B A VG 5 SE AU I 4E s (polarity focus, verum focus)|Z [
b, MEEROHRIIARARETH D

— (10B)ICF% S 2 OIEERAIFIRZ 5 2 218, DI = 0E i X > TH LN A REES
(alternative set; ALT)IE, (11a,b)?® X 5 72 KEROEMEDES TIZ72 < (10Bs) Tl Z OfFRAS ]
fE). (1o)D & 5 hHRORE/EBDER LD,

(12) a. ALT={F%2 STz, HE DI, BEREH L, #o7z, XTI, .}

b. ALT={dF7, T, Ko7, TFhWi, 7uxadi, ...}
c. ALT = {KERRTTEIZ(RD > O F2 HITF 2 (10A)TE), KEENTTEIZ(AA
> FEHIT o7z (10A)XA)} (cf. ZRATE D LIZDI)

@ (10B)D L 9 REEREIL, AKBFETIIRL ., ZNICHEFLE LTHE L TWD T(H 5 Wik
P24 D BEAERIEE Po)lCE A IS EhTWA EEZ b5, ABEIL. EA(LOMRT
1H72<, HL ETHREESRZME S T/Pol OFFRIELZD7-OIFAINTWHEFE L
Bz 55 (cf. #EEO“dummy” do; Sato & Hayashi 2018 @ V-T—C #: 0 EIFBEIHTH S
Boz L)

(13) A:He (didn’t) hit dogs. Bi: Did(n’t) he? B2: Why not?/Why did(n’t) he?

(14) A: RER(G2h-)z, Bir B(Z2h-o)=m? B 78 A TR(IR2)T=D?

@ Hilchz L) REAHEATFEICHOVWTIE, BEERAOMEIRRZLZHE LY, XoT,
(1B2)D L 9 IR ERERIZ SN T H @)D — AL BIMEYM (2R T 5,

3 HAREXICETAEEENEEDHFE

@ (8D —Akix, — R, AW CTIZBTELT 2R LOMEE E L2 WOITE
(Culicover & Jackendoff2005, etc.)Z ¥4 MR 2 575, Zh B OBWEHE I I3 NTTF
FALE N WHESERFET S LT 5Vl H 5,
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31
(15)

(16)

(I7)

(18)

(19)

(20)

3.2

ey
(22)

(23)

HERWMXITR T HETHR ERGEEZ—HIC)
m (Culicover & Jackendoff 2005)
D BRAREOMEDZPFE L, HBALSRWIEIEFE L2V,

A:  KEBRTHEIZ(Eh > T & &SI =02 B: [xe F]TH

FEYEEESYHT| (Saito 2004, etc.)

D FEUL S NARVEBE R TproXP 72/ T &V ) REFELTH B,
pro/&tE [ ] CT

[ %3054 (Saito 2004, etc.)

PRI R X DL RLE & 5, BifEHis PF HIBRE 5.
{@ﬁ&ﬁ%ﬂi%ceﬁq-ﬁ-\e@-e' Nl =k — =B HE F TY
s B850 H1] (Merchant 2004, Nishigauchi 2006, Nishigauchi & Fujii 2006, etc.)
: rOD?“’XLJ b LIS, BRBOELBEI%, PFHIBRRENEHR NS

[Focp [(+F] TF1-(%): [Fine AR —@] 72/ T CX[+F] = £

BERBIEIBRS2HT] (van Craenenboeck & den Dikken 2006, Kimura & Narita to appear, etc.): 4¢
T30 & AT 72 SO D B B B R & oL@z & L7z £ £ 0 PF H|BR(focus-in-situ PF-
deletion)3i ] 241 % (cf. Focus-inclusive Deletion, Kimura & Narita 2016, 2017)

[FB R F(& )] (O 72/T9)

- BiEdH Y —Uy B
* PF HlER3 Y - AB B H
’é‘ﬁhﬁ@& 0y
- B L

- PF H§lIBR7: L —{BE&EEDHT

Pnf%L 72 L —WEEARLEDYT

ﬁiﬁﬁ‘]ﬁ—ﬁ'\wﬂﬁ (Kimura & Narita to appear/K&N)
A BATRIEA T U T e ] DM OBLEIZ LTz D? (71 wh £/ 30)

Az BATIRITA T U T EN[FEVAF AR DB L7202 (FEAFE wh 5ERT30)
B: {Y— AR} (7Z/TY) fF Az %% %F Az: o)

Bx:  [np [4em ]-00 8] (72/TF) CRF Ar: % % A2 ")

Bs:  [ne[er BERIZIT-72] W] (72/TF) 5F Az % %t Aa ¥)

Ba:  [ne R [op —A]] (72/TF) (B Az %% %F Aa: *) (K&N:(3))

a. BAIRNEA T U T [N N A ORL A LT

b. " FAIEA T Y T E [N [aem B]- WRIAFH)DOFAIZ LT

c. * BARIIA T VT % [N[e[er BIEIZIT - 72 REF OB AIZ LT

d. * BARIIA T U T %[N IR [op — AJJGFA]OBLEIZ LTz (K&N:(4))
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(24) whZEEW 4G Y 209 EATES [N W-Y]/[n Y-W]Z HV 72 wh BERISCIZ W T
NITHT B EMEICE X EZ/TDORREZ., [NX-Y)/[NY-X]E WD ﬁéfc%ﬁo%zméw
Wl L FRET 5 (K&N:(6)D—H%{L)

(25) A& R (structural isomorphism) D & (K&N:(13)):

HIBROE xS & 72 5 XP 1%, JefTHE YP LSRR E2R B0,

(26) a. e L AN R TR VA RS (= (21By))
b. """ phtotaiE AU e [dem @]-00 WDl =] (= (21B2)
c. * PhAdelEA e UF Zebihelcr BIEITAT o T2 IRl L= (= (21B))
d. * Prhdedocrm U et ] [or — Ao lidiic 7=} (= (21By))

= FERE IR BRI 72 £ OIEFIERIRE 2 (RE L 2Wabt Tik, [d— OEREISE D %
TXOWEIZ L > TRBENERTE LWV ) HELBPTE 2,
7)) A FBAREFA T VT E e {EF)OHHOBRGEIC Lz X
A BAIRNIA T VT E2NAEFFA| OB I LTz &

Bi: A TIEF? 6F Az 9% % Az o%)
Ba: AR AT — AIR}Y? GoF Ar: %5 5 Aa: %)
Bs: 72 A T[N [dem 8]-D H3]2 GoF Ar: %% %f Az ")
Bs:  RAThwel[cr BEIZAT 7] 1R)? (6F Az %% %t Az %)
Bs: 72 ATl [op —All? Gt Az %% % Aa: ¥)

Swhy-stripping |3 E1T LOE R EFREZZOFE FHEVIKTQIBYO L 5 el L biz, EAE

REFOERBTE VML THRNDQRIBrB)D L I RIEXLARETH VD, HEIZHOWVTERIE

Y S)DREERIE—PEDSRIFIZHE D,

33  FBBHIRADRE

@ HAFEO—HBRHIBROBERIIZeND L0 ) FEIT, GERNB»LOBBIC X DRELLY
ARAMRETZ &) — IR EEN LB X T, IEBBHIBROTT O Y ME2 RS 5,

(28) HAaEAcFE U F A (*FXP) I Do fid el L GEBEHIERHT)
(29) (M)~ (XP) W) HAodptidscmY F el iAol = (R B Eh /0 HT)
(30) (M Adai g U T by o B DB LI OHE [(XP) W) 72 (DR

4 EHRBROREAN=ZXLDFGBEELVIEFIZONT

4.1 HiBREERIEA

Gl MRS MRS IC L > TIRES W A HIBRICHEB I LW (cf. (8))
FERE AR IR G | S 1 2 F R EGRRICHIBR) O RS RiIC AL S

(32) (EMERYZR UL HIFRIX PF ) L(Spell-Out)®#IZ{Thh 5 fiﬁ‘&lSF‘ﬂ:I?F] C-#{ET

D BEWRBMOFRIZITEERE RIZE 2 (cf. (34)

(33) i ER(Distributed Morphology)((35); Halle & Marantz 1993, %= Marantz 1994, 1996):
a. WA ER I, S OMEEORIZ L > TRESIND
b. FERE RO E MR IL, EURERFY 120 Hk L 7= Encyclopedia (X - T, %2 Vocabulary

Insertion IR IZIESU T & HHF A(late insertion) 1L 5
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- SROPIERO & 5 7. FHIRAS BRI RS RIET L B A DT FADLE

(34) !HEH (35) [ Pure Lexicon |
R R —IERITH 0P
— RS H O WS TR Narrow Syntax | a0
M+ EORKHE - TERERME ODTE PF HlfR—

| Narrow Syntax |- -pilatstt & """_;

PF ilf— I _
R34 & R -
‘- A - RE I
SEM Vocabulary Items @3 -5 <

EBIAY - HRAREEROHRA - PRIE

(36) [#EED PF HIBRIX Vocabulary Insertion X ¥ & 4ciZiH S, PF HIBRZ 52 7= (21X
Vocabulary Insertion (338l X tu72\ (of. JRZEDFEHME; Chomsky 1995)

@ AT 4 A LHEEOIERMRAIAERIT, Mk E O KRFEIZHT 2 Vocabulary
Insertion % % & |2, Encyclopedia (= & - THMEEAYIZAT G5 XD (cf. (33))

@ ErbE T 2 ERIT PFHIFRZ S % (cf. HEANERHIER, (19)

(B7) A:  KEED[wiiRIZ(A> O FE2 HIT]-12 (% RE R AR, o FERERKRYARER)
B: 72 A Tehe—[pr F(2)]—=? (K RERRAIARIR; *FERERAYARER)

(38) a. I (SO L) I CVARRY) I IO b. —he—[pn v nHF—H=
DO Y0 Ofsidt 1@ HIBRIC X Y fage/OFFAL L:

e/ [agel (—~@IMERASARTAL ) OPFEIR  fte/  —IERERAREIREL 4R )
4.2 TxAX(phase)lE IARMIRE
@A AT« ﬁATﬁiiﬁéEfZliﬁﬁW?én?’ c‘:JHﬁF‘iE’]ﬁ?W?ﬁ*ﬂfHéhm DH>
(39) 72AT Hpr KEEA HuwsH ; (AR R AOAZTR)

(40) [#EE@ HIBRX> Vocabulary Insertion 72 £ OEAFEIX 7 = A A(phase) Z & (AR T
% (Chomsky 2000, ef seq.)

® ERFEMEHFUIESO C (D)X why R Foc 72 D C OFFEDRE)H O—F
(Agree)liC K> TR ULOHTRAIND 720, FFIEZOHREIZER CP 724 X

ETHREEND
(4 1 ) a. [nP \/_ n] b. [\'P sy [nP te/ n] [\/_ ’I’] ]
! )
/te/ lage/ (—IEHERRIGMIRAT5)

c. [cp 72 AT Hw nl——he—futetniage—o]) Db
[*F1 ¢ @—#iz L H[+Floade]
‘"{t_a_l:(_)( _________________________________ (3)Vocabulary Insertion

— WP 7 = A AW CIERAIIRIR & 5. 2 D 7= DI 7R Vocabulary Insertion |35 T L
TEY. ZIZCP 7 = A ZAOHIBREIEIZ L » T v 26D HIBRE N 2

(42) AT RS e ARG T i T -H0] (FIER R R R
a. [MP ~/— n] b. [rP ...[nP ‘/— ’1] [w/_ V] ]
[+F] [+F] 1
o A /R /age/
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c. [ecp72AT Flw/taro/ n]———-[w-—[np f nlfagels —B3 Ok

C @ gz xa[+F)lo@

' @ Vocabulary Insertion
(—/age/M 4= IR
RIS e & 2uy)

— yP 7 = A ARER TIRIEMRAAEIR % 5 2 5 7= 124272 Vocabulary Insertion 235¢ T

LTWiaW (FED P IE[HFF1Z 15 SN TWH7OIZFERRE IND)
— C 7 A A Thel AT BEEICIX, CP 7 = A XOHIBRIEIZ X - Tlage/lZilidk L T
V5, Lo TEDOWEDERIZEL > TRESNDIEMEMMBREHEAT L LIXTE
VAR

5 #5EE

%5 ik

Chomsky. Noam. 2000. Minimalist Inquiries: The Framework. Step by Step. ed. by Roger Martin, David Michaels. & Juan
Uriagereka, 89-155. MIT Press, Cambridge, MA.
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BHEBOEFHRMERL LA/ v FMBREOBERMBRICLERFR
(Information Necessary for the Phonological Realization of Compounds

and the Semantic Interpretation of Mimetic Predicates)

IR B+ (Sacko Urushibara)
EFMTSIKRZEE (University of Kitakyushu)
.
(1) AEEOHBY
SrigdEhEda (Distributed Morphology : DM) DFs#HZ-Z 45 T Spell-Out (LARR) 1245
WTED kS Rt LE D R RAET S

(2) DM ® 5k (Halle and Marantz (1993), Embick and Noyer (2007), Embick (2010) fth)
a. ftagamOFEIREI AL (terminal nodes) (ZIZKk D 2 FIHAOEHR N H 5
i) st (Roots) : HIE# RV - open class
i) fhSi 7 EERRE#RYE (morphosyntactic features) : 5 #7572 L -« closed class
b. REHRILAINEZ RR- 220
c. GUMEHIIHERERIIGIZ L » CIRIE—  GER +PERERIRG = [GEALHING)
d. Spell Out DARA > b6 PF ~Dii e Tih#edfi A (Vocabulary Insertion : V1)
e. LF TOMRIZ D0 5 T~ TOFRMETHERmIAFE L TR ban

(3) LISTS ACCESSED STAGES OF DERIVATION
Access to Syntactic terminals > Syntactic derivation
v
(Spell Out)
Morphology
Access to the Vocabulary >
PF LF

(Interpretation)
(Embick and Noyer 2007: (13))

A 4

Access to the Encyclopedia

“ARWFZE 13 ISPS Bl ERF e BB A AR ZE (C) 17K02816 [ UEERR OHHIFIRRGE : HAGEA 2 < F
~ORFEL & SEEORIRIZEH LT oikEzZir-bo T,
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2. fAE - BHERFEOETRMES
2.1. BAFEICBIT2EEB (BIUABEL)

4) sEHEDRE (lexical strata) +
(5) WERAH

HeamAOR A

a. diacritic features [ £ Yamato] (Y)

b. BARE

D BIRBH
C. EJH?F—HX%EDDHL BT 585 &5

[ == Sino-Japanese](S-J)

RO EREIR

HRBOEREZELSED

(6) HAGEDEHEDRE (lexical/vocabulary strata) (Kageyama and Saito (2016) fth)

a. filiE (native) b. {%G#H (Sino-Japanese) c. #kKik (loan) d. A4/ < b-< (mimetic)

(7) REHEDR & SiEHS

Tk BGE Al kEE F /= b2
wEEl GO E) O X/O X/O X
@‘(&%’J @) x/10 X X
BT 72V b O O O X
(8) ST : /g — [n]: [+Y]
9) a ®A5H[n] b A5k [gl] c T—7 [g] d HEHTH [g]
[+Y] [-Y][+S-J]  [-Y][-S-]
(10) @& :[wi-+ 1] [wreyjonset pu -] (voicing assimilation = spreading of [+voiced])
[+voiced] [-voiced]
[+voiced]
(1Da. £LHEW [K][gl[n] b KD K] ¢ TOHNADAT [K]d ¥ HH [K]
[+Y] [-Y][+S-J] [-Y][-S-J]

(12) BEF(LicB T 265 B5E - AEE : DY & A/~ b 74el)

b. TEIFALD [p] cf BEX [g] cl. 1 XY X 2. Ard—u

[+Y][+S-]] [-YI[+S-J]  [+Y][-S-]] [+Y][-S-J]

(13) EHEIzBTT oEL R DY © AKFE- A/~ L)

bl. #H b2 %hXEt [K—lgl>n] e *TIHATAT d* WEHTH
(14) /GRS LREROR
a. Ji[+Y] (LH) — Ji% (LHLL) “E(iBIfR7<A MM (+&SEE(k) - EasET 7 b
b. #A[+S-N] (HL) — i{fi4 (LHHH) “{iBpHRCHlE2 L - HAET 7B b of Hx

% (LH) — ## 7% (HLLL/HLHL) S{ZBfR CHid) - G772 ML
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(15) M & E A4 R OEIRBIR (B — g EMiBEFRE— dlmb v HOIEFR— e L
a. AR LI/MBF b bLEVHS ¢ RO/ EHE
(16) @il A ARz D8 & B —BROEWEEFR  (JHiE - #1(2002))

(17) a. BEAX/EHX b. a2V /P30 (I & fHmgE)
(18) a. ME/MWE/—FENE b. & U/EENRL (N ©  {FHhnGE)

— P (2018)  vIC X 2EE(L HAVEEEGEE - BV OfINEEARE : R L
(Bhai]) - AR S 7220
(19) a. FEIDVVEEESHWEE S b BELVWEZSWV/AFEL WD
c. MZTAUINZALIRENZAL — BATINGEOIESTED %K
- =7 77k b EEBOME FRYAE R) © WRLG (o)
(20) wh-BhHGaIZ 3 2 EMICE IC BT D (550 FEXBRYE (cf. K - sl (2018))
a  (TL—g—) EETTH, 4 BEOLET. RADN K A0
b. (BEELDIE) (MEFTTh, 4 T, A0 K 272 A7)
2.2. HHEAYFE (phonological word) MDFBFE (cf. Urushibara (1997))
(20) f/NaEDOHIF  a. *word<eo b.*word<uu  (McCarthy and Prince (1995)fth)
2.2.1. BRI & BRI
(l)a. KB [THREZRNR] AZFiATZ, tabe- : REE B
b. KRBT [REGiAmiar] ZRE R~ 72, yom-: F#hE]  (Bloch (1946))
(22) FEEhETH A O[] : "Theme morpheme” cf. Latin theme vowel
(23) * “ornamental” pieces of morphology, items that are apparently relevant for morphological
well-formedness, but not part of syntax.” Embick (2007: 75f)
(24) &I A (phonological epenthesis) TiE7aVRHIL : 55 2 T RE Tl % 2 84 Bl
MEAAE D yom-i-aw/*WE E 9 yomau b. @tAf&Z D yom-i-oerw/*Fi t X% yomoeru
—  Faithfulness Constraint D 5257 5 XS ik 23 ol TH 5133
(25)F:5®hii : Class I 1 #hiil : Class I nb. FEF (b/F—E) #had > B/ F B TR5

(26) a. v b. v Q7)Th & i/[]"
VTABE[I] s X v N T
\/YOM[II]/\ v
(28) FP (29) a. VTABE & tabe
VoiceP £ F b. YYOM < yom
PRO N Voice [alccompanying action](ac) c. l[ac] © nagara
vP TN Voice d. [ac] © v* copy
AT > o nb. VYOMIII): Th i O A

JTABEMIANYOMII ©~ v — MS:Tho#fA — Bk copy
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(30) #lifiAY & & {k(Compensatory lengthening)  (cf. Poser (1989))
a. KEBIX [T LEZROWRWAR R THRER~T,
b. KEBIX [EEZ LWLVWWAL L] A—ZHAT,
(31) KERIZ[A—/VZEE LW LUWRE LIRE LR E L L] KEHAT
— IR B4, G (Verbal Noun)-IE8 Bl (light verb) : #EafamiZds ) A A7z L

(32) FP (31) a. V\TABE & tabe
VoiceP e F b.\YOM ¢ yom
S TNNG | . .
PRO Voice’ [accompanying action](ac) c. [ac] © nagara
R . i
vP Voice d. [ac] © v* copy

A —‘/DMIN JSU vMS : Th ®ffi A — v* copy — PF : #lifEE 5k
(33) H—IZHESRENA, il oD L1
a. KERIX [Z< DREFELEELAFELWLVWAREL L] Rl %2 1Eo7z, (1u 1 JEHESR)
b. KERIX [AZBULALAELWL LWL L] (37, (21 JEHESHR)
c. KERIZ [MEBUELCHEEWVLEWAE L L] BT &fFo 7=, 2 pu 1 JEREFR)
(34) B & Dt : B4 FIDE— T TIT 2 BEFE DK
(35 a BHHIZ [AZIDFEAZER LW LWAERLEK L] %2 KEIZ{EMm LT,
b. KHEHEIL [ < OFKIZMEHE LU LU/ URGE L] @ cmi) T 2 72,
Nb. B3b)R & (33c)iifly : FEARD T TIde < B OEUZIKLF
(36) KERBIL [E7 / LWLV A—LZEE LD LW Sz o7z,
2.2.2. B L AR DEER
(37)a. KEBIZAZRSR (*I) £571/4&5H, b. KBk (*X) 2573 &5,
(38)a. KERIXok (*&X) 575/ &5, b. KERIZFRE&N > (X) £572/71 & D,
(39)a. KEBITNK7Z2 (&) ZH7E/FTE S, b. KERITHHL 72* (&) £H1EF &S,
(40) = : Aail{bdife & [ CIRGEE Eaall a 23R
(41) Extended Projections (Grimshaw (1990))
a. Verbal Extended Projection: V-T - C b. Adjectival Extended Projection: A — Deg
(42) a e Zsa « AT OBERERING & W 2 72 372 DI SEEE A L (cf. Pred) (Urushibara(1994))
b, WEloiid 5 (720 i F (Neg) (cf. {H@as
c. BEGIZHERT D (720 : R GEWR) (cf. BZFE)
(43) a. ki-soo-da [VKI-soo-da]re (35b) b. na-sa-soo-da [VNA-]ap [soo-da] »(36b)
(44) a. ko-na-soo-da [VKI-na-soo-da]rp b. ko-na-sa-soo-da [VKI-],[VNA-]ap [soo-da]re (37a)
(JEHERY) 43%! (morphological fission) <« Bk : il (analogy) ?
(45) tuyok-u na-sa-soo-da  [VTUYOK-]ap[VNA-]ap [so0-da]rp (37b)
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(46) Kishimoto and Booij (2014) : SHEAR E A 0433
a.Classl: B2 & () 72wy HEZRT (3 220 [ar [xe N-NOM] AY]
b.Class Il: L7z (43) 7Zeuy BERT (A3 72uy [A%ne N-NOM A%]
c.ClassIII: L X 503720y RRITF RV [A° N-NOM A]
(47)Class I : NP 137 Class 10 : Seftl4aifm A Class T : JEHERIEEGRE (1 5%
48) WA E (B) /Lt (M) /L X IMNe* () 572,
— MSIZBSZHH — PFICBITS &) il

3. &< bREOERMR (cf. BR (2018))
49) A/~ FXOYRAE : GER (B %) O EEOFEWRFEMEICRIET 5 aEaedfi A

a. Weight © [+voice] ## b.[BOUNCE] ©[n] #7# > ¢.[HALT] © [ri] 7% U

d. telic[-telic] PLURAL <> total reduplication 4 5 %
3.1. &/ < PRORFEAEICA LA HIER
(50)a. BWEAZEFHEZI NE, b, AV HWAEHYITIE, o HEHTEATEZA R,
(51) [SCATTER] ¢ partial reduplication Root : CIVIC2VI — ##! CI1VIC2V2
(52) HFaF, Y, BTFrany RNV GRRN

< [SCATTERJHEM: & IKEMEDO RESHE  of [BOUNCE] [HALT]
3.2. ATRHEMIZIS T 2 REED KB L& B/ S L~V FER
(53) a. ¥Z7HFZ D/ b, B FHFOQ)VD/1e%
(54) a. EHEHOQD/IRAZ I b, EHEIDOAROBRARD (A LTZTO—EAE)
(55) [H - FH - WHEOME GEAY ISR - To)] —  EERL~LvikGE
(56) a2P (57)a. [stage] & [na]
b. [individual] < [no]

J ROOT a2 alP
[stage] T
JROOT al izp
[individlual]
J ORIGIN n2 nlP
J MATERIAL nl N (“head noun™)

4. ial

(58) Hakam D% D MS CTOREFRA, #(EN PF ~D A L 72 HARML E 72 D815
— DM O¥FH A% Ik

(59) FaEHEE LB D A H = XL % TR DA O LM
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Pred®

]2 W] (WATANABE Akira)
HUHUK (University of Tokyo)

1. F

o FUBFIZRIR /2 < PredP (Bowers 1993) @il LA%k T PredP  (Baker 2003)
o FREEEOEM A FFouREE TIE DegP 75 Pred® O 4fii (Watanabe 2013)

(1) V [rrear Subj [Pred® DegP]]

+  PredP OfF{EFE#% ? (Matushansky 2019)
(2)  V [beer Subj DegP]

s HRXELAE2T

2. BEABOEART—%

— Nishiyama (1999) 74347

(3) [[vp [pmdp sizuka [pmd“ de]] ar-] [1“ -U]] = his (14)
(4) a. ZOTLEY MIATNLTHD,

b HIEEFETHS,

c. RMISFFETTHL,

d #FHEFyYEXRY FOPIZHD,

< “crosslinguistic absence of an overt Pred® with PP predicates” (Matushansky 2019: 88)
— Watanabe (2013) D 43#Hr

5) a. ZOENMIRmE20A—IALTHD, ETHEL,
b. ZOENMIFmI20A—tHBH, (P& THE,)
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(6)  [peep Deg® [pimp Dim® [4p MP #° AP]]]
(7) a.  [predp [Dimp takasa [sp MP tpp #°] DIm°®] [preqe de]]
b, [predp [Degp pos [pime takasa [zp MP zap #°] Dim®] Deg®] [prea 0]]

ZOEMTE THENY,

[preap [Deer totemo [pimp hikui Dim®] Deg®] [prea @]]

(8)

2 o

(9) Selectional or morphological properties of Pred®
a.  [prar 0]: DegPa
b.  [pra de]: no selection (elsewhere)

3. KFEOBEAER

—  JedTRAl & LT PredP (Baltin 1995: 233)

(10) a. Iconsider Fred an excellent teacher, but I don’t think Mary is.

b. *I looked for an excellent teacher for my children, but I don’t think Fred is.

4. HEX

e =
4.1. YE3E

—  Williams (1983)

(11) a.  What John is is important to himself.
b.  Important to himself is what John is.
(12) a. *I consider what John is important to himself.
b.  Iconsider important to himself what John is.
(13) a. *Is what John is important to himself?

b. Is important to himself what John is?

— den Dikken et al. (2000), cf. Schlenker (2003)

(14) a. ?What Mary didn’t buy was any wine.
b. *Any wine was what nobody bought.
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(15) [ropp what Mary didn’t buy [1ope Was] [ip she-didr-tbuy any wine]] = their (71)
(16) a. ??what John didn’t buy was [;p he didn’t buy any wine]
b. ?what John didn’t do was [ip he didn’t buy any wine]

(17) a. *What John is isn’t angry with himself . = their (86b)
a’.  What John isn’t is angry with himself = their (86a)
b. *What she likes isn’t she likes coffee. (O’Neill 2019: 57)

b’. What she likes isn’t coffee.
— Meinunger (1998)
(18) [ropp It is [Focr XP Foc® [finp Fin® IP]]]
4.2. AAGE
— Hiraiwa and Ishihara (2012)

(19) a. HEFBRTLEL 2L LAT2DIIHPNLTE

b. their (24b)

TopP

/\
> FinP

N
TN FocP Top®
N

TP Fin*
=, | x¢

Ixp no-wa teinp Foc

0

— 72 D4R, Foc®= Pred®

(20) ['ropp FinP-wa [[FocP XP [Foc“ de]] [TOP" aru]]]

— Q&AHEX

QD) a. fEFBHENPSTLEL M2 L LohiVn) LHP L7 (DTHD),
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a. ETPHENPSTVEV R ELLSTNEWVI L (e HEFDLBEH0720] THD
Spec of TopP in-situ focus?  (cf. Abe 2016)

b. HTFDRHENLGT LB 2L LoTenEND ELHPNLTH S,

b, EFBHENLT LB R EbolzNEWVI L [fe PO HE550] THD

= [tWnwoHt) OHIEE? (HEFPHENLTLEL M2 b botedmd ) HRE])

(22) a. TE_T'ﬁ“i'/'tr‘/ }‘?K{)l:)/)f:@{j:mq]ﬁ\ﬁ)—e&)éo
b. *{E:F‘ﬁ\']“[/"e:/ I"Ef%)Eof‘:O)‘imq’_lz‘pp)gb5307»:0)_(%50

23) a. ETFBRTLES 2L LoD HEN GO ?
b. *EFRHENSLTLEL bbb bolahEn ) LHfENL L BTZD?
c. T DVHENLTLEY FEL Lol EHNDLboTEATE 5T ?
(7221t ] A TWRWEZ MR ¥ 5 8eMSC [ HAGE SOMEEL])
43, /T & F D RGEOBEEI RS

(24) I consider [prap important to himself Pred® [rinp what John is]]

EAHHOMEICZIZaE 27 O Pred® LIEEL R U< 9% Foc® 4L 5 5,
7z, /DHIND PredP OFFETITBBIOF MR L L THWE 5 5,

(25) With Mary likely to be sick, there is little we can do. (Matushansky 2019: 71)

(26) Proud of himself is what(*ever) John is. (Williams 1990: 487)

— RV ofilE

(27) a.  Angry with himself is something nobody likes to be. (den Dikken et al. 2000: 84)
b. ??What John is is six feet tall. (Higgins 1973: 323)

Foc® & Pred® 1R U AT YU —7205, AR ZHT 25 LigW TR |
ZFIUZ K> THiE EfiE L 225, 6o T, Pred® 1M iR 2 58H Ugv 2
EEWIRT D L) BRI e x4 o,
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5. C° & Pred® OB

— ) e—EE

P

(28) Jeg betrakter denne mannen som svert dum. (Eide & Afarli 1999: 161)
I regard this man as very stupid
b. Jeglurer péahvem som ser mest svensk ut. (Svenonius 2014: 2)
I wonder on who as sees most Swedish out
‘I wonder who looks the most Swedish.’
¢.  Han er en mann som alle som kjenner, beundrer. (Svenonius 2014: 3)
he isa man as all as know admire
‘He is a man who everybody who knows admires.’
d. (Slik) Som de kranglar! (Abels & Vangsnes 2010: 3)
such SOM you.PL quarrel

*You are quarrelling a lot!”
«  som ¥ Fin® (Rizzi 2014)
(29) He’s a man such as we’ve never seen the likes of. (Kayne 2014: 223)
= EDC HPred® LRULAIT IV —,& L THONDEZNIEATHRNTA—F2
6. &
o Pred® OfFfE %k + 5 Z & T, Foc® & DAL
s belar & Top® & D
o AaEfiME vs. WEEME  (Eide & Afarli 1999)
. DRI OLERM
(30) KEBDSDITHFERD I E L) LAy 2BV TEL LW TH D,

= TS TR R
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Symposium:
The Semantics of Intensional Phenomena

This symposium focuses on phenomena for which a semantic analysis that makes
use only of extensions at the actual world and time of utterance is insufficient. The
standard approach to such intensional phenomena incorporates extensional
evaluation at possible worlds other than the actual world and/or at possible times
other than the actual time, typically combined with quantification over such worlds
and/or times. This approach to intensionality has led to significant advances in our
understanding of linguistic interpretation, but still faces challenges. The aim of this
symposium is to address some of those challenges.

Modality has played a central role in developing tools to analyze intensional
phenomena. Modal utterances are typically not about the way things are, but rather
about how they can, could, might, should, must, ought to ... be. Concomitant with
the range of expressions that qualify as modal expressions is a range of distinct
flavors of modal interpretation. The word must, for example, can be used to express
the conclusion of someone’s reasoning, as in It must be raining, uttered upon seeing
people come in from outside carrying wet umbrellas. It can also be used to express
obligation, as in The criminal must go to jail, or an action needed to reach a desired
goal, as in To get there on time, you must take the train. Differences in flavor are
typically described in a possible worlds semantics as deriving from differences in
the sets of worlds that a modal quantifies over. Kratzer distinguishes two sets as
relevant to modal interpretation: a modal base and an ordering source. The modal
base is the set of worlds consistent with a set of propositions that are taken to hold
in all of the alternatives under consideration. An ordering source, in contrast,
identifies an ideal that is used to rank those worlds. In the case of an epistemic
modal, the modal base is based on the set of propositions known by a speaker, as in
the raining case. In other cases it is based on a set of relevant facts consistent with
the prejacent. In these cases, the flavor of interpretation depends on the ordering
source. If the ordering source identifies obligations, the result is a deontic modal
interpretation, as in the jail case. If it identifies paths leading to a particular goal,
the result is a teleological modal, as in the train case.

Research into modals has been done from many angles. One approach looks at
specific modal expressions, often limited to a particular flavor of interpretation, and
asks how their behavior can best be explained within a particular framework.

David Oshima’s paper on the interpretation of should falls into this category, with
the adopted framework being the standard framework of possible worlds semantics.
Oshima argues against views that analyze should p either as identifying p as true in
the highest ranked worlds, or as identifying p as better than alternatives to p, where
the ranking/comparison in both cases is based on a relevant set of rules, goals, etc.
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He argues instead that should p identifies making p true as the only way to render
the situation good enough.

A second approach to modality looks at a specific modal flavor, often limited to a
small number of particular modal expressions, and asks how the properties of this
flavor of interpretation can best be explained within a particular framework. Joseph
Tabolt’s paper on epistemic modality falls into this category, with the adopted
framework combining a possible worlds semantics with a Stalnakerian pragmatics.
Tabolt argues that a Kratzerian analysis of epistemic must p, properly implemented,
can account for the fact that a speaker who utters must p is perceived as less
committed to p than a speaker who utters the non-modal p directly.

A third approach looks at a particular framework for analyzing modals and argues
that that framework is insufficient. Christopher Tancredi’s paper falls into this
category, arguing against the standard possible worlds approach to modal
interpretation. Tancredi shows that the interpretation of modal p can vary with
different expressions in place of p even in cases where p denotes a necessary truth
or falsity. A possible worlds semantics that identifies the interpretation of p with
the set of worlds that p is true of cannot account for this variation. Tancredi
proposes an alternative approach to semantic interpretation in which quantification
over inference relations and causal chains replaces quantification over possible
worlds, and in which non-actual worlds play no role.

The second major branch of intensional phenomena involves time, including what is
always, usually, often, or occasionally the case, in the past, present, and/or future.
In addition to these more familiar ways that time affects interpretation, Junri
Shimada highlights how measurement of masses is sensitive to time and develops
the foundations of a semantics that can account for that sensitivity in the semantics
of mass nouns. Mass nouns like milk denote substances that can come into and go
out of existence over time, or that can be hypothesized to exist at certain times and
not at other times in different possible situations. Shimada shows that accounting
for these facts requires tying existence to measurement: milk stops existing at a
time t iff its measurement goes to zero at ¢, allowing the denotation of milk to
remain constant.
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How “should” works: With a special focus on the issue of supererogation
David Y. Oshima (davidyo@nagoya-u.jp)
Nagoya University

Introduction

The two major existing approaches to prioritizing modality (which subsumes deontic and
bouletic modality), summarized in (1), suffer from the problem of supererogation (“giving
too much”; Chisholm 1963).

should(p) is true if and only if:

i p holds true in all highest-ranked (best) worlds within the modal base, where the
ranking of worlds is based on how well they conform to the relevant set of rules, goals,
etc. (e.g., Kratzer 2012).

ii. the (expected) goodness of p significantly exceeds that of each member of ALT(p),
where goodness of propositions is determined by the relevant set of rules, goals, etc.,
and ALT(p) represents the set of the contextually prominent alternatives of p (e.g.,
Lassiter 2011).

These accounts:
. support the invalid inference from “(2a) A (2b)” to (2¢);

a. p should be the case.

b. “p and ¢” is better than “p (and —¢)”.

(0% Therefore, “p and ¢” should be the case.

. and thus fail to predict the consistency of (3), adapted from Lassiter (2017: 197), and
that of (4).

a. (On moral grounds,) Adam should visit his friend Bob, who has been ill.

b. Visiting and cooking dinner is morally better than just visiting.

c. However, cooking dinner is optional; it is not the case that Adam should visit and
cook dinner.

a. According to my doctor, I should not have more than one cup of coffee in the morning.

b. He says it is best for my health if I avoid having any coffee.

c. However, he also says that having just one cup won’t hurt too much; it is not the case
that I should not have a cup of coffee in the morning.

Proposal

I propose that “should(p)” essentially means that making p hold true is, or constitutes part

of, the sole way (among the prominent alternatives of p) to make the situation “good enough”.

. In other words, “should(p)” means that if p is (were) not the case, the situation cannot
(could not) be good enough, and if p is (were) the case, the situation can (could) be
good enough.

. Formally:

should(p) is true with respect to modal base f and ordering source g iff:

i; For any f’such that f'€ Fu«(f, {p}), (i) 0. < Vu(f) and (ii) for any g such that ¢ €
ALT(p) and ¢ does not entail p, there is no f° such that f* € Fu(f, {¢}) and 0, <
Ve(f), or;

il. there is some r such that (a) r entails p and (b) should(r) holds true.
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where

(6)

@)

a. Fu+(P, Q) is a set of situations (= sets of propositions), such that each member thereof
is the union of (i) Q and (ii) some P’ such that P’ is maximally similar to (and
potentially equal to) P but is compatible with Q.

b. V,is a function that assigns goodness values in view of ordering source g to situations
(i.e. sets of propositions).
c. 0, represents the context-sensitive acceptability threshold value relative to g, such that

“B, < Vg(P)” means that situation P is “good enough” in view of ordering source g.

In intuitive terms, Fy+(P, Q) can be understood to be a (possibly singleton) set of realities
alternative to P that are compatible with Q; e.g., assuming that p and ¢ are logically
independent:

* Fo(pl. {gh) =Fu({p. q}. (g} =Fu({p. ~q}, {4}) = {{p. 4})

*  Fu({p.q}, {=lp A gl) = {{p. ~q}. (-1, q}}

The modal base is typically the common ground (CG), and the ordering source is the relevant
set of rules, goals, etc.

Illustration

The “sick friend” scenario

Consider the scenario illustrated in (3). Let v and d represent ‘Adam visits Bob” and ‘Adam
cooks dinner for Bob’ respectively (v is pragmatically entailed by d, but this is not a crucial
factor here).

I assume that for any p, ALT(p) consists of (i) p, and (ii) propositions prominent and
contrasted with p in the context. In the case at hand: ALT(v) = ALT(d) = ALT(v Ad) = {v,
d,vAd}

Intuitively:

* situations (7a,b) are good enough, while (7¢) is not; and

* (7a) is better than (7b), and can be said to be ideal and “supererogatory”.

a. {*A and B are friends’, ‘B has been sick’, v, v A d, ...} (supererogatory)
b. {*A and B are friends’, ‘B has been sick’, v, ¥Ad, ...} (good enough)
& {“A and B are friends’, ‘B has been sick’, ¥, ¥A-d, ...} (not good enough)

The addition of v to the modal base (CG) guarantees that the situation will be good enough.

Furthermore, v does not have any alternative that (i) does not entail it and (ii) makes the

situation good enough.

“v A d” too will make the situation good enough, but it has an alternative, namely v, that (i)

does not entail it and (ii) makes the situation good enough.

Thus, the proposed analysis rightly predicts the truth of should(v) and the falsity of should(v

A d).

. Furthermore, by (5ii), it is guaranteed that Adam should do something for Bob, Adam
should go out, etc., whose prejacent-propositions are entailed by v, will be true.

The “coffee” scenario

Consider next the scenario in (4). (8) illustrates situations that are “more than good enough”,

“just good enough”, and “not good enough™ in relation to how many cups of coffee the

speaker has.

. =2 = ‘I do not drink two or more cups of coffee’; =1 = ‘I do not drink one or more
cup of coffee’.
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)

(10)

(1

a. { ‘I have such-and-such health conditions’, =1, =2, ...} (supererogatory)
b. { ‘I have such-and-such health conditions’, =¥, =2, ...} (good enough)
¢ { ‘I have such-and-such health conditions’, =%, =2, ...} (not good enough)

The proposed analysis rightly predicts that should(—1) does not hold true, =2 being an
alternative that does not entail =1 and makes the situation good enough.

Varieties of prioritizing modals

Strong vs. weak necessity

Expressions of obligation (and other kinds of modal necessity) come in different strengths.

. For example, must is said to convey a stronger obligation than {should/ought} (e.g.
Portner and Rubinstein 2016).

a. You must turn in at least one paper. (Otherwise, you will fail the class.)
b. You should turn in two papers. (Otherwise, your grade will be a B- or worse.)

Under the proposed analysis, this difference in strength can be attributed to the difference in

threshold values associated with different modal expressions.

. The threshold value for should, 0, is set higher than that for must, 6" (i.e. 6" < 0), in a
way similar as how the threshold values for big and {very big/huge} differ.

Permission
Following the standard assumptions, I take permission to be a logical dual of obligation.
. Modulo a potential difference in associated threshold values:

may(p) = —should(—p)

Prioritizing modality and conditional reasoning

In Japanese and Korean, prioritizing-modal statements are often and systematically
expressed with idiomatic constructions along the lines of ‘If p is not the case, it will not be
good” (for obligations) or ‘Even if p is the case, it will be good’ (for permissions)
(“conditional evaluative constructions”; Kaufmann 2018).

(Japanese)
a. Ken wa tomato o tabenakereba ikenai.

K. Top tomato Acc eat.Neg.Prov go.Pot.Neg.Prs

‘Ken should eat tomato.” (lit. ‘One cannot go if Ken doesn’t eat tomato.”)
b. Mari wa  kaette mo yoi.

M. Top return also  good.Prs

‘Mari may go home.” (lit. ‘It will be good even if Mari goes home.")

Conditional evaluative constructions can be taken to transparently reflect the conditional
reasoning inherent to prioritizing modality.

Priority, uncertainty, and expected utility
An adequate theory of prioritizing modality needs to account for the readings available to
(12) under the premises described in (11) (Kolodny & MacFarlane 2010; Cariani ef al. 2013).

Ten miners are trapped either in shaft A or in shaft B, but we do not know which. Flood
waters threaten to flood the shafts. We have enough sandbags to block one shaft, but not
both. If we block shaft A or shaft B, all the water will go into the other shaft, killing any
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(12)

(13)

miners inside it. If we block neither shaft, both shafts will fill halfway with water, and just
one miner, the lowest in the shaft, will be killed.

We should block neither shaft.

\ ﬂ.
=)o
\ ﬂ'

= :
=De
-

= Yo
=
g.

Figurevl: What happens in one of the shafts if neither shaft it blocked

Many speakers judge (12) as TRUE on its prominent reading, called the subjective reading.

. Note that this does not readily follow from the classic “in-the-best-worlds™ analysis
(= (la)), because in the best worlds the right shaft is blocked and all miners will be
saved.

(At least some of) the same speakers also accept the existence of a second, less prominent

reading (the objective reading), on which it is FALSE (“No, we should block the right shaft—

whichever it is.”).

We take the inferences leading to these judgements to involve calculation of the expected

utility—in this case, the expected number of miners saved (9.0 if neither shaft is blocked,

and 5.0 if one randomly chosen shaft is blocked).

I suggest that, we, more or less rational utility-seekers, tend to adopt an ordering source that

dictates the maximization of the expected utility, so that ‘One maximizes the expected

number of people saved’ is, or is entailed by, a top-priority condition (call it ¢) in g.

. Note that, unlike Lassiter (2011) and Chung (2019), I do not take expected utility to
be a hardwired component of the semantics of should.

When f= CG (as typically is the case), only the option of blocking neither shaft leads to the

satisfaction of ¢y, saving nine miners (and losing one) instead of incurring a 50% chance of

losing 10.

I further suggest that f could additionally contain some relevant facts unknown to the

interlocutors, leading to the objective reading.

. When fis taken to contain ‘the miners are in Shaft A’ or ‘the miners are in Shaft B’
(but the interlocutors do not know which), the only option to satisfy ¢; is blocking A
or blocking B (but again the interlocutors do not know which).

Or under prioritizing modality
When embedded under should, may, etc. (on their prioritizing interpretation), or appears to
allow a “non-disjunctive’ interpretation.

a. John should take the subway or the bus.
# John should take the subway, or he should take the bus.
b. Mary may play video games or read comic books.
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(16)

(17)

(18)

(19)

% Mary may play video games, or she may read comic books.

Or under should
Generally, should(p) entails should(q) if p entails q.

Adam (should have) made chicken soup for Bob.
entails: ‘Adam (should have) made something for Bob’.

This does not hold, however, when ¢ involves or; on its prominent interpretation, (15b) does
not entail that Adam should have made chicken soup or a burrito.

a. Adam made chicken soup.
entails: ‘Adam made chicken soup or a burrito’.
b. Adam should have made chicken soup.

does not entail: ‘Adam should have made chicken soup or a burrito’.

It appears that should([p or q]) is typically interpreted as: ‘If p does not hold, then should(q)
holds, and if g does not hold, then should(p) holds’ (‘[—p—should(q)] A [—~g—should(p)]’).

John should take the subway or the bus.

Reading #1 (typical): *If John does not take the subway, then he should take the bus, and if
he does not take the bus, then he should take the subway.’

Reading #2 (less common): ‘Either John should take the subway, or he should take the bus.’

It is not clear to me how this “conditional obligation™ interpretation comes about.

It is interesting to note that this interpretation is reminiscent of that of the “Imperative or

Declarative” construction, exemplified in (17).

. The two constructions share the scheme: “If the prejacent of one disjunct does not
hold, then the other disjunct holds”.

Take the subway, or you will be late.
entails: ‘If you do not take the subway, then you will be late.’

The “conditional obligation™ interpretation is furthermore reminiscent of the projection
pattern of presuppositions in statements with or, as proposed by Karttunen (1974).

Either p or g.
presupposes: ‘[=p — ps(q)] A [~g — ps(p)]’
Either Mary doesn’t come, or her husband will come too.

presupposes: ‘If Mary comes, then somebody other than Mary’s husband will come.’
does not presuppose: ‘Somebody other than Mary’s husband will come.’

Or under may
may([p or q]) —again, on its prominent interpretation—roughly means the same as ‘may(p)
A may(q)’.

Mary may play video games or read comic books.
~ Mary may play video games, and she may read comic books.

It seems plausible that may([p or gq]) actually means ‘[—p—may(q)] A [~g—=may(p)]’, in a
way parallel to how should([p or g]) receives the “conditional obligation™ interpretation.
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(21) Mary may play video games or read comic books.
Reading #1 (typical): ‘If Mary does not play video games, then she may read comic books,
and if she does not read comic books, then she may play video games.’
Reading #2 (less common): ‘Either Mary may play video games, or she may read comic
books.’

o The judgment is somewhat subtle, but the data set in (22) suggests that the typical
interpretation of may([p or q]) involves “conditional permission™.
. Note that the “conditional permission™ reading leaves unspecified whether may([p A
g]) holds true or not.

(22) a. Mary may play video games, and she may read comic books. ??But she is not allowed
to do both.
b. Mary may play video games and read comic books. #But she is not allowed to do both.
c: Mary may play video games or read comic books. But she is not allowed to do both.
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1 Mass entities form a Boolean algebra

English nouns are classified into two kinds. Count nouns, such as child and statue,
exhibit a singular/plural distinction, and typically denote things or individuated objects.
Mass nouns, such as milk and clay, have no morphological number distinction, and
typically denote stuffs or materials.

Two properties that are often associated with mass nouns are cumulativity (Quine,
1960) and distributivity (Cheng, 1973). Cumulativity refers to the fact if x is milk
and y is milk, then the sum of z and y is also milk. Distributivity refers to the fact
if x is milk, then any part of x is also milk. Theoretical analyses of mass nouns that
take these properties into account are naturally led to assume some kind of Boolean
structure that need not be atomic (Bunt, 1979; Link, 1983; Roeper, 1983; Lonning, 1987;
Higginbotham, 1994). Let’s follow suit and assume that the domain of mass entities
forms a nonatomic Boolean algebra (D, V,A,-,0p,1p), where V is join/supremum, A
is meet/infimum, — is complement, and Op and 1p are bottom and top elements. We
can express the part-of relation < between entities by defining x <y iff t Vy =y. On
Boolean algebra, the reader is referred to Givant and Halmos (2009).

Assuming that the denotation of milk is identical to that of the predicate is milk,
we will have

(1)  [milk] = {z € D |z < m},
where m stands for the sum of all the milk n the world. Thus, denotation of milk is an
ideal.
Definition. A subset I of a Boolean algebra & is an ideal iff
e 0el.
elfrelandyel, thenzVyel

e lfzelandy<uz, thenye€ I.
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One can see that the second and third conditions in the definition of ideal correspond
to cumulativity and distributivity, respectively. The first condition corresponds to the
fact Op € [milk]. This might appear counterintuitive, but it is merely a technical
convenience and has no real consequences for semantics. The ideal formed by the
elements that are less than or equal to some element a is called the principal ideal
generated by a, and written la. Using this notation, (1) can be expressed as [milk] =
Jm.

The kind of static model just sketched might be good enough, if all that there is is
what exists at this moment in actuality. However, the existing entities might not exist in
the past or future, and can be hypothesized to be absent in a state of affairs—or possible
world—other than actuality. Conversely, something that does not exist now may exist
at a different time or in a different world. As language enables such intensional talk, a
simple model like the above is bound to be insufficient.

2 Existence as positive measurement

Quantities of entities denoted by count nouns are numerically expressed with cardinal
numbers, as in 9 children. In contrast, entities denoted by mass nouns are generally not
countable, and their quantities are numerically expressed with measuring expressions
such as 1.5 liters of. Under the assumption that mass entities form a Boolean algebra,
functions called measures come in handy.

Definition. A measure p on a Boolean algebra 4 is a function from £ into RU {oc}
that satisfies the following conditions.

e 11(0z) = 0.
e [Nonnegativity| p(z) > 0 for all z.

e [Countable additivity] If {z, },e. is a sequence of pairwise disjoint elements (i.e.
i # j implies z; A zj = 0%), then (Vo Tn) = X new M(En).

If i further satisfies the following, then p is called a positive measure.
e [Positivity] u(z) > 0 for all z > 04.
Lemma 1. If x <y, then u(z) < u(y).

Proof. f x <y, theny= (zAy)V(-zAy)=zV(-zAy),so uly) =pulxVv(—xAy)) =
w(x) + p(—x Ay) > p(z) by countable additivity and nonnegativity. O

Using measures, we expect sentences asserting the existence of mass entities to
translate as conditions that those entities have positive measurement.

(2) a. There is some milk in the tank.
b. There is 1.5 liters of milk in the tank.
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(3) a. p(V([milk] N [in the tank])) > 0.
b.  puiter (V([milk] N [in the tank])) > 1.5.

Unfortunately. translations like (3) turn our to be problematic. Unless y is a positive
measure, it is possible that a = \/([milk] N [in the tank]) # 0p and p(a) = 0. In such a
case, (3-a) predicts (2-a) to be false even though some entity a is milk and in the tank.

In order to avoid such inconvenient situations, one might suggest stipulating that p
be a positive measure. However, this is not what we want. We have noted that things
change, and that something that exists now might be no more at other times or in other
worlds, and vice versa. We want to capture this intuition by employing a family of
measures, each indexed with a possible world and a time point. Let W be the set of
possible worlds and 7" the set of time points. We identify 7" with the set R of reals. We
consider a family {¢“"P},,cw, per of measures and propose something like:

(4)  Anentity z € D exists at p in w iff p"P(x) > 0.

This allows us to describe how entities come into or go out of existence. For instance, if
a € D was born or created at noon, then for time points before the noon, p**P(x) = 0,
and for time points p after the noon, p*?(x) > 0. Thus, fundamentally, entities never
really come into or go out of existence. They are always there as elements of D and
may or may not have positive measurement, depending on the world and the time. On
this view, it is essential that P be generally not a positive measure.

3 The life of an entity

We want to define a function that for each possible world w and each mass entity z,
gives the life of x, i.e., the set of time points at which x exists. Under the slogan
“existence is positive measurement”, that = exists at t in w should mean that z has
positive measurement at ¢ in w, and furthermore, not only « but also every nonzero
part of z must have positive measurement. We thus define a function ©}f by

Oi(x) ={peT|Vy(Op <y <z — u"P(y) >0)}.

We call O a life function.

Now, it might seem that the assertion that an entity = exists sometime in w will be
translated as O/ (z) # @. However, if the slogan “existence is positive measurement” is
to be taken seriously, one should realize that its application should not be confined to
the discussion of entities, but must extend to other realms such as times. This means
that the size of O)/(z) should be evaluated by some appropriate measure. Since we
identify 7" with R, an obvious choice is the Lebesgue measure A. \ gives the total length
of a subset of R. For instance, if a < b, then \((a,b)) = A([a,b)) = A([a,b]) = b — a.
Let’s write Z(T') for the set of Lebesgue-measurable subsets of T' = R, i.e., the set of
all subsets X of T for which A(X) is defined. In order for our idea to work, we have to
assume that the range of a life function is always a subset of .Z(7"). We now forsake
(4) and put forward the following definition.
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Definition.
e z exists at ¢t € Z(T) in w (with respect to p) iff O (z) 2 ¢ and A(¢) > 0.
e z never exists in w (with respect to p) iff A(V}(z)) =

One consequence of this definition is that if g"?°(z) > 0 but p*P(z) = 0 for all p # py,
then we take it that x never exists in w because A({po}) = 0. I suppose that such a
view is reasonable because nobody could possibly ascertain whether such a situation
really obtains.

(Z(T),u,n,¢,2,T) is a o-complete Boolean algebra (i.e. a Boolean algebra where
any countable subset has a join and a meet).

Since O}/ (0p) = T, it follows that Op exists at all ¢ such that A(¢) > 0. I take this
to be a technical convenience. Note also that if z exists at ¢t and 07 <t/ <z t, then x
exists at t' as well.

Lemma 2. (i) If X C D, then Q(V X) = N,ex V) ().
(ii) If = <y, then Qj(z) 2 O} (y).
Proof. (i) For every z € X, since z < '\/ X, we have

peVL(VX) <= Vy(0p <y < VX — puP(y) >0)
= Vy(0p <y <z — p"P(y) >0)
< p € Q) (z).

Sop e O (VX)CO(y) for every z € X, ie., p € O (VX) CNpex Vi (¥

Convusely suppose that p € (,cx ;i (z). Let Op <y <V X. Then \/{y ANz |z €
X} =yAV X =y>0p, so there is some zy € X with y A zg # Op. Since p € O} (zo)
and y A g < mg, it follows that u“P(y A xp) > 0. Since u“P(y) > p“P(y A zg) by
Lemma 1, we have p"*P(y) > 0. Hence p € Oj(V X).

(ii) If < g, then z Vy =y, so Op(y) = Q) (z Vy) = O (2) N O (y) € V() b
(i). O

4 Mass noun denotations

Let M be a mass noun. It is natural to suppose that for each t € .Z(T), the extension
of M at ¢ in a world w is a principal ideal. This means that there is a family {a},c #(7)
of elements of D such that

IM]™(t) = Laq.

Some more conditions need to be imposed on [M]“. First, if z € [M]“(t) for some
t with A(t) > 0, then & must exist at ¢ in the sense defined in the previous section.
Second, if z is M at s and y is M at ¢, then x A y must be M at s Ut. Third, if x is M
at s Ut, then z must be M both at s and at t. To capture these intuitions, we propose
that {a;},c ¢y must satisfy the following conditions:
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o O(ar) 2t for all t such that A(t) > 0.
e as Aay = agy for all s,t € Z(T).
e ay = 1p.
The last one is assumed for technical convenience.
Proposition 3. If A(t) > 0 and z € [M]"(t), then x exists at t in w (w.r.t. p).
Proof. If x € [M]"(t), then = < a;, so by Lemma 2(ii), O} (z) 2 O} (as) 2 t. O
Lemma 4. If s Ct, then a; < as.
Proof. If s Ct, then t = sUt, so a; = agy = as N\ ay < as. O
Proposition 5. For every x € D, the following hold:
(i) = € [M]“(2).
(i) If x € [M]"“(s) and = € [M]“(t), then x € [M]“(sUt).
(ii) If x € [M]"(¢) and s C t, then x € [M]"(s).
In other words, {t € Z(T) |z € [M]“(t)} is an ideal in L (T).

Proof. (i) Since z < 1p = ag, we have z € [M]“(2).

(ii) Suppose that = € [M]“(s) and z € [M]“(¢). Then z < as and z < a4, so
z < as A ay = agy. Hence z € [M]“(sUt).

(iii) Suppose that z € [M]“(¢) and s C ¢. Since z € [M]"(¢), we have 2 < a;. Since
s € t, we have a; < a5 by Lemma 4. Thus z < as, so x € [M]“(s). O

Essentially, our denotation of a mass noun at a world is a relation between entities
and elements of .Z(T), i.e., Lebesgue-measurable sets of time points. However, we
should also like to be able to tell whether or not an entity is milk at a particular time
point. I think that a natural idea would be to say that an entity is milk at a time point
p if it is milk at some time interval (= convex set of time points) of positive length
containing p. Based on this idea, the derived denotation of a mass noun M for a time
point p can be given below, where I stands for the set of intervals in 7.

M= U M6,
{iel | pei, A(i)>0}

Note that we do not want to adopt an alternative definition where the union is taken

over all t € .Z(T) such that p € t and A(t) > 0. To see this, suppose that z € [M]“ (i)

for some interval i, say i = [1,2], and p is a point completely out of 7, say p = —1.
Finally, more satisfactory analyses for the sentences in (2) can be given.

(5) a. P (\/([milk]"°(po) N [in the tank]™°(pg))) > 0.
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b, ek (\/([milk]" (po) N [in the tank]“°(po))) > 1.5.

Here, wg and pg stand for the actual world and the present moment, respectively. Just
as in the case of milk, I assume that the PP in the tank originally denotes a relation
between D and Z(T'), and here, [in the tank]"® is the derived denotation for time
points. (5-a) does not suffer the kind of problem that (3-a) does. To see this, let
a = \/([milk]“°(po) N [in the tank]"*(po)) and suppose that a # 0p. Then, there must
exist some b # 0p with b € [milk]""(pg) N [in the tank]"’(po). Since b € [milk]"™ (po),
there is some time interval ig such that p € ig, A(ip) > 0 and b € [milk]"°(ip). Then
Proposition 3 implies that b exists at i in w. Thus QF7(b) D ip and hence py € V)7 (b),
which implies that p*#0(b) > 0. Since b < a, Lemma 1 implies that p"P(b) < p*P(a).
Hence pu'*?°(a) > 0.
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We are constantly drawing conclusions about the world around us. Some of these conclusions are
based on more conclusive evidence; e.g. that it’s raining because we see water falling from the sky. Some
are less conclusive, e.g. that someone is away somewhere on vacation because we saw pictures of them
there on social media tagged for today. Others are based on even less conclusive evidence: concluding that
someone missed the bus because they’re late for a meeting or that someone is busy because they don’t
answer the phone. Language allows us to not just say conclusions, but to let one another know a little about
how we reached them and how committed we are to them without explicitly stating so. In this presentation,
I will discuss what choosing an epistemic necessity assertion over a non-modal assertion says about how
we’ve arrived at the conclusion we’ve asserted.

Sufficient justification and counter evidence

Uttering either Al or A1’ below shows the speaker has made some conclusion about Jiro’s
whereabouts, more specifically about whether or not he is in Boston. In A1, we expect the speaker to have
stronger evidence, since according to standard conversational expectations, he must believe a conclusion is
justified in order to assert it. The justification requirement also holds for A1°, but there is a clear difference
in what constitutes sufficient justification for a modal conclusion. Consider contexts C1-C2.

C1: Jiro went somewhere on vacation. You believe Jiro thinks Boston is the optimal vacation
destination because it’s nearby and has good shopping.

C2: Jiro went somewhere on vacation. You saw Jiro posting pictures of Boston on social media earlier.

Al: Jiro went to Boston, / A1": Jiro must have gone to Boston.

Judgments: (C1.#A1/CI1.A2), (C2.A1/C2,A2)

Above, both C1 and C2 are non-conclusive evidence for Jiro’s being in Boston. C1 can easily lead to
a mistaken conclusion if, for example, it happens that Jiro has a different opinion about Boston or didn’t
choose his destination. C2 could lead to a mistaken conclusion if, for example, the pictures Jiro posted
were taken a month ago. Nevertheless, only C2 seems strong enough justification to assert A1 while, for
most speakers, A1’ can be asserted in both contexts. Observation #1: Asserting non-modal conclusions has
a higher minimum-strength threshold for evidence than epistemic necessity conclusions.

Next we consider how a hearer perceives the speaker’s commitment to the assertions. We will
assume that both Al and A1’ are made under C2 but that the hearer is not aware of this fact. The hearer
merely wants to know where Jiro is. First consider B and B’, two pieces of counterevidence. B is a reason
for the hearer to be surprised that Jiro would be in Boston. On the other hand, hearer’s believing B” means
there is no doubt in her mind that Jiro is not in Boston.
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B: But he hates Boston. / B': But I just saw him in the hall.

A2: Oh? Then I take that back. / A2’: Oh? Then I might be mistaken.

Judgments: Non-conclusive counterevidence, Hedged retraction (Al, B, A2’/ A1’, B, A2’)
Conclusive counterevidence, Hedged retraction (A1, B’, A2’/ A1', B’, A2")
Conclusive counterevidence, Unhedged retraction (A1, B, A2/ A1°, B’, A2)
Non-conclusive counterevidence, Unhedged retraction (A1,B.#A2 /A1°,B,A2)

Now consider A2’, a hedged retraction where the speaker specifically acknowledges that he might
have made some sort of mistake, but also implicitly leaves open the possibility that he did not. In this case,
all retraction patterns are felicitous. Observation #2: If the retraction is hedged. both modal and non-modal
conclusions can be retracted in response to conclusive or non-conclusive evidence. This shows that we
know that even conclusions which we take the speaker to believe he is strongly justified in believing, i.e.
which he asserts without using a modal, can be the result of faulty reasoning. Nevertheless, asserting modal
conclusions seems to express “less” commitment by the speaker to the embedded proposition than
asserting that proposition without a modal.

To observe this, consider A2, an unhedged retraction. It is surprising in response to A1-B but not to
A1-B’; in the case of a non-modal assertion, the hearer expects the speaker’s commitment to it to override
B but not B’. Observation #3: Non-modal assertions can be retracted without hedging in response to
conclusive counterevidence without violating the hearer’s expectations of his commitment level, but not in
response to non-conclusive counterevidence.

On other hand, an unhedged retraction is unexceptional in response to both A1’-B and A1’-B’. In the
case of a modal assertion, the hearer does not necessarily expect the speaker’s commitment to override
even non-conclusive evidence. Observation #4: Modal assertions can be retracted without hedging in
response to even non-conclusive counterevidence without violating the hearer’s expectations.

I propose that this apparent distinction in degree of commitment is because a reasoning process
which can be validated by non-conclusive evidence is linguistically entailed by epistemic must. That is,
when the speaker asserts an epistemic modal conclusion, he need only commit, in some form, to
“non-conclusive” evidence. In contrast, non-modal conclusions do not semantically entail any sort of
reasoning process, so we are free to define what sufficient justification is based on our individual beliefs
about how the world works'. Thus, must p assertions directly commit the speaker only to must p, while the
apparent lesser degree of commitment toward p is derived secondarily from the semantics of must.

In the rest of the presentation, I propose a semantics for must based on Kratzer’s modal semantics
(Kratzer, 1981) whose truth conditions essentially involvea reasoning process for which non-conclusive
evidence suffices. I will then show how non-conclusive counterevidence is sufficient to overturn a claim
made using must, examining how this semantics interacts with Gricean pragmatic expectations (Grice,
1989) in a Stalnakerian (Stalnaker, 1978) discourse framework.

! Why this freedom reliably results in expectations of strong evidence and how the strength of evidence is determined
is a pragmatic matter to be addressed elsewhere. The discourse behavior of must can be explained in terms of
conclusiveness or non-conclusiveness.
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Doubly-relative modal semantics and non-conclusive evidence

Non-conclusive evidence supports conclusions without ruling out other conclusions. The simplest
semantics for epistemic modality (e.g. von Fintel & Gillies, 2010) is not sensitive to non-conclusive
evidence; must quantifies over a set of epistemically accessible worlds consisting of the possible worlds in
which all propositions in the epistemic modal base, a set of propositions representing some relevant body
of knowledge, are true. Simple must p is true iff p is true in all accessible worlds, for which the modal base
by definition must include conclusive® evidence that p is true.

Kratzer’s doubly-relative semantics can be sensitive to non-conclusive facts. In her analysis, the
epistemically accessible worlds are partially ordered according to a stereotypical ordering source, which is
a set of propositions representing some body of stereotypes, i.e. normalcy expectations. For example,
normally people who hate a place will not go there. Thanks to this “stereotype,” Jiro’s hating Boston
suggests he would not go there but does not rule out the possibility.

Much of the literature on epistemic necessity which accepts Kratzer’s doubly-relative semantics does
not give a precise characterization of the ordering source, specifying propositions ad hoc as needed for
given examples (Giannakidou & Mari, 2016; Portner, 2009; Stephenson, 2007). However, to make
predictions about how epistemic modal propositions relate to specific states of knowledge, we must be able
to predict the content of the ordering source as it is understood by all discourse participants. This is
especially important in discourse events involving dissent and retractions. Feeding stereotypes into an
ordering source does not give us the results we want. After all, we are not interested in the truth conditions
of the stereotype itself but whether a given state or behavior violates it. For example, any state or behavior
which would render the proposition (b) false would be a violation of (a) but would not typically mean (a) is
false.

(a) Normally people don’t go to places they hate.
(b) If Jiro hates Boston, Jiro does not go to Boston.

We want to order accessible worlds based on whether they violate (a), so I model the ordering source
as instantiations of stereotypes. where the stereotypical operator (e.g. normally. or stereotypically) is
stripped, all resulting free variables such as time variables and place variables are filled in for every
thinkable combination, and sets of individuals (e.g. “people” and “places™) are replaced with specific
members of those sets. The ordering source will contain an instantiation of each stereotype for each
possible combination of individuals, and variable assignments. Additionally, almost all stereotypes can be
modeled in the form of if-statements since the stereotypes we learn are almost always contingent on some
aspect of the world®. Epistemically accessible worlds are then partially ranked based on the instantiations
that are true in them. In turn, uttered propositions can be evaluated depending on whether they are true in
optimally stereotypical worlds.

Next I will define (i) an epistemic modal base (ii) a stereotypical ordering source, (iii.) a partial

2 (von Vintel & Gillies, 2010) distinguish “direct” and “indirect” evidence, but maintain that the modal base must
entail the truth of p in must p nonetheless. This approach does not concord with the observations given above.

* In everyday language, such contingency relationships are often expressed by other means, such as relative clauses
(e.g. “that they hate™).
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ordering function and (iv.) a function which selects from one set of worlds all worlds which are optimal
according to a partial ordering. Finally, from (i.-iv.) I will derive (v.) a function which selects a set of
optimally stereotypical worlds and (vi.) my proposed denotation for epistemic must.

Let i be a world-time-individual triple <w,,t;,x;> derived in discourse.

(i.) [F_EPI] 4= f_epi(i) = Ags.q is known by x; in w; at #;

(ii.) [G_STEREO]' 4= g_stereo(i) = Aps.x; believes p to be an instantiation of a stereotype in w; at 4.

(iii.) W<pw” ge= [Vp:P(p)=1] (p(Ww7)=1 — p(Ww’)=1) A [Fp:P(p)=1](p(W")=1Ap(W*)=0)

(iv.) [MAX]] der= APsui. AX s Aws.maxp(X)(W)
maxp(X)(w) =1 iff [Vp:X(p)=1]1(p(w)=1) A 3w ([Vp:X(p)=1] (p(W*)=1 AW’ <pw))

(v.) [MAX(G_STEREO)(F_EPD)]' = Aw..[max, sereoy(f_epi(i))J(W)= Aws.[Vp:(f_epi(i))(p)=1](p(w)=1) A
—AW([Vp:(f_epi(iN(P)=11( (W )=IAW <y siereotyW))]
= the set of epistemically accessible worlds w which are not outranked by any other epistemically
accessible world

(vi.) [must MAX(G_STEREO)(F_EPI) p]J'= | iff [Vw: [MAX(G_STEREO)(F_EPI)(w) =1] (p(w)=1)
must p is true when p is true in all optimally stereotypical worlds according to x;in w; at t;

Epistemic must assertions

Next, let us consider how an assertion of must p interpreted under this semantics would behave in
discourse. In a Stalnakerian (2002) framework, assertions are proposals to add the uttered propositions to
the common ground, which is a set of propositions which all discourse participants believe, believe one
another to believe, believe one another to believe one another to believe, ad infinitum. Via Grice’s sincerity
condition, asserting a proposition p will automatically result in “speaker believes p” joining the common
ground. For p itself to join the common ground, I believe that p must be believed by each discourse
participant, all discourse participants must believe that it is believed by all discourse participants, all
discourse participants must believe that all discourse participants believe that it is believed by all discourse
participants, ad infinitum. A typical assertion, then, will undergo negotiation until it is either accepted by all
participants or deemed as unacceptable by some or all participants. This will involve sharing relevant
evidence and beliefs, as in our example at the beginning.

Returning to must, note that must depends on an interpretation variable 7; the content of the modal
base and ordering source will vary depending on the value assigned to / and so will the truth conditions. I
propose that i must be associated with an attitude holder to get an assignment*. This association can be
lexical. For example, the value assigned to / when interpreting the sentence “I believe Jiro must have gone

* (Stephenson, 2007) offers a similar analysis, but instead of making attitude predicates central to the assignment, she
assumes that a judge interpretation parameter is assigned by a Kaplian index assignment function which can sometimes
be lexically assigned when a sentence is embedded under an uttered attitude predicate. I find my approach simpler as it
explains assignment by making use of observations about the behavior or modals under attitude predicates and uses the
same explanation for unembedded modals by using assumptions already made in Stalnaker’s discourse model.
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to Boston,” will be <x;=I, t=utterance time, wi=actual world>. However, even without a lexical attitude
verb, just like any assertion, an assertion of an unembedded modal assertion “speaker believes that must p”
will be pragmatically embedded under as many attitude verbs as there are discourse participants. The
uttered sentence denotes not “Speaker believes that must p” but “p is true in all optimally stereotypical
worlds according to X;in w; at t;”. This means each discourse participant will interpret the utterance under a
different assignment for / so each will have different content for the modal base and ordering source. If
each discourse participant agrees that “I believe that must p”, the negotiation completes and “must p* is
considered common ground®.

Now that we have settled on a pragmatic process, the prediction we want is that must p can be
falsified by non-conclusive counterevidence for p. Consider C2 again. Relevant ordering source
propositions may be, “if Jiro is away on vacation, he is not in this city” and “if Jiro posts pictures of Boston
on social media, he has gone to Boston.” If the speaker does not know whether Jiro posted pictures of
Boston on social media that day, the ordering source proposition is true in some epistemically accessible
worlds where he has not gone to Boston and some where he has. However, since the speaker knows that
Jiro has posted such pictures, the only accessible worlds where it is true are those where Jiro has gone to
Boston. Therefore, if there are no ordering source propositions which are only true in accessible worlds
where Jiro has not gone to Boston, the set of optimally stereotypical worlds will include only worlds where
he has gone there, satisfying the truth conditions of must.

Now, although the hearer does not know what the speaker is using as evidence, she does know, via
the semantics of must, that the speaker has some non-conclusive evidence that Jiro is in Boston. However,
since must p requires that p be true in all optimally stereotypical worlds, the presence of optimally
stereotypical worlds where p is false means that must p is false. If the hearer knows that Jiro hates Boston,
and she believes that the speaker’s ordering source should include “If Jiro hates Boston, he has not gone
there”, then she will also believe that, due to the partiality of the ordering function, when t; is assigned a
time which is after the speaker accepts her assertion, there should be optimally stereotypical worlds where
Jiro has not gone to Boston in addition to worlds where he has. Since “(I believe) Jiro must be in Boston”
is false when “I” is someone in this knowledge state, the hearer will not be surprised if the speaker retracts
his assertion.

This presupposes that discourse negotiation is a process that extends over a period of time.® The
number of propositions evaluated grows after each intermittent assertion until the original assertion is
accepted or rejected. In effect, I believe” is assigned a new time value whenever an attitude holder accepts
or rejects an assertion. For modal assertions, this means there will be an increasing number of assignments
for i. Typically, outdated propositions will be disregarded, but depending on his goals the speaker could
always argue that what he said was true because it is true given the original assignment. Nevertheless,
given that the goal of the conversation we are considering is to figure out where Jiro is or least answer the

3 If we insist that assertions must ultimately be attempting to add the object as uttered to the common ground, this
would mean that successful bare modal assertions result in an open proposition being added. However. this is not an
essential assumption as the necessary condition for membership in the common ground is common belief. The goal of
any assertion p can be formulated as adding the uttered proposition as common belief without positing that the uttered
proposition itself is added to the common ground.

¢ See (Farkas & Bruce, 2009) for a formalization of this process, or (Anand, Hacquard, Crni&, & Sauerland, 2014) or
(Tabolt. 2018) for an application of said formalization to epistemic modal assertions.
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hearer’s question as well as possible and not to prove the speaker’s sincerity, the speaker must back down
from his assertion after accepting the counterevidence because the newest t; assignment renders “I believe
that Jiro must have gone to Boston™ false. This is the same process as when speaker backs down from “Jiro
is in Boston™ differing only in that the semantics of the uttered sentence and in that the embedded
proposition changes with time along with the pragmatic attitude predicate.

Conclusion

In sum, this semantics for must motivates the difference in perceived commitment of the Speaker to a
modal assertion in comparison with non-modal assertions. In this framework, the naturalness of backing
down from a must claim in response to non-conclusive evidence is a result of truth conditions whose
minimal requirements are conditioned on stereotypes rather than the embedded proposition’s truth in the
actual world. The weaker commitment toward p in a must p claim as opposed to a p claim is derived
secondarily from this semantics.

Cited Sources

Anand, P., Hacquard, V., Crni¢, L., & Sauerland, U. (2014). Factivity, belief and discourse. The Art and
Craft of Semantics: A Festschrift for Irene Heim, 1, 69-90.

Farkas, D., & Bruce, K. (2009). On reacting to assertions and polar questions. Journal of Semantics, 27,
81-118.

von Fintel, K., & Gillies, A. S. (2010). Must... Stay.... Strong. Natural Language Semantics, 18(4), 351—
383.

Giannakidou, A., & Mari, A. (2016). Epistemic future and epistemic MUST: Nonveridicalty, evidence and
partial knowledge. In J. Blaszczak, A. Giannakidou, D. Klimek-Jankowska, & K. Migdalski (Eds.),
Mood, aspect, modality revisited: New answers to old questions. Chicago: The University of
Chicago Press.

Grice, P. (1989). Logic and conversation. In Studies in the way of words (pp. 22—40). Harvard University
Press.

Kratzer, A. (1981). The notional category of modality. In H. Eikmeyer & H. Rieser (Eds.). Words, Worlds,
and Contexts. New Approaches in Word Semantics (pp. 38-74). Retrieved from
http://semantics.uchicago.edu/kennedy/classes/s08/semantics2/kratzer8 1.pdf

Portner, P. (2009). Modality. Oxford: Oxford University Press.

Stalnaker, R. (1978). Assertion. In M. Davies, J. Higginbothom, J. O’keefe, C. Peacocke, & K. Plunkett
(Eds.), Context and content: Essays on intentionality in speech and thought (pp. 78-95). Oxford:
Oxford University Press.

Stalnaker, R. (2002). Common ground. Linguistics and Philosophy. 25, 701-722.

Stephenson, T. (2007). Judge dependence, epistemic modals, and predicates of personal taste. Linguistic
Philos, 30, 487-525.

Tabolt, J. R. (2018). Possibilities in discourse: The pragmatic Presuppositions of epistemic may/might and
must. Retrieved from http://id.nii.ac.jp/1216/00000788/

- 138 —



The 37th Conference of the English Linguistic Society of Japan, November 8-10. 2019

Toward a One-World Semantics
Christopher Tancredi
The Keio Institute of Cultural and Linguistic Studies

The Problem

Semantic interpretation serves two important roles: (i) itidentifies conditions under which a
sentence is true, and (ii) it forms the basis for reasoning, licensing certain inference relations and not
others. In possible worlds semantics, sentences are associated with truth conditions, which in turn
determine a set of worlds at which these conditions are satisfied. Inference on this approach is
analyzed as entailment, where p entails q iff the set of worlds in which p’s truth conditions are met is
a subset of the set of worlds in which ¢’s truth conditions are met.

While this approach to semantics has brought us far, it faces limitations in accounting for
relations to necessarily true and necessarily false propositions. Such propositions are all true at the
same possible worlds: at all worlds in the former case and at no worlds in the latter. Because of this,
a possible worlds semantics that analyzes propositions as denoting sets of worlds and inference as a
relation between sets of worlds, as in the standard analysis of entailment, cannot account for
different inferences that such necessarily true or necessarily false propositions can participate in.
This is a well-known problem for Hintikka’s analysis of belief attribution under which a believes that
p is analyzed as true iff a’s belief worlds, i.e. the worlds at which everything a actually believes is true,
are a subset of the worlds at which p is true. What is less well appreciated is that identical problems
arise for modals of nearly all varieties, for intensional transitive verbs, for conditionals, and for
modal subordination. In this talk [ outline new analyses of attitude attributions and of a subset of
modals that dispense with possible worlds, suggesting that possible worlds can be eliminated from
semantics.

Consider the following sentence, uttered in a context in which the speaker, hearer and Mary are
all known to understand what it means to be prime:

(1) Mary believes (imagines/hopes/...) that 113 is prime
This sentence can easily be false in such a situation, for example if Mary happens to lack the
purported belief (imagining/hope/...). This fact cannot be explained if propositional attitude
predicates relate their subjects exclusively to the set of worlds denoted by their complement clause.
Given that 113 is prime and necessarily so, the complement clause in (1) denotes the set of all worlds,
rendering (1) true iff Mary’s belief worlds are a subset of the set of all worlds. Since every set of
worlds is a subset of the set of all worlds, the sentence is predicted to be true regardless of what
beliefs Mary has, contrary to observation.

While a de re analysis along the lines of Kaplan (1968) can render (1) false, the existence of such
an analysis does not erase the non-de re analysis that renders the truth of (1) independent of Mary’s
beliefs. Indeed, for any individual-denoting expression a and any sentence S denoting a necessarily
true proposition, the sentence a believes that S is predicted to have an interpretation under which it
is true independently of whatever beliefs the subject actually has. Intuition disagrees. This is one
illustration of the problem posed by necessary truths for a possible worlds analysis of belief.

Parallel to the case of attitude statements is the case of epistemic modals. Understood
epistemically, each of the following sentences could be truthfully uttered in the right circumstances.

(2) a. 113 might be prime and it might not be prime.

b. 113 must not be prime.
If epistemic possibility is analyzed as truth at some relevant possible world, then these sentences
should be incapable of being true. A number is either prime or not, and if prime it is prime in every
possible world, while if not prime then in every possible world it fails to be prime. There are no
numbers that are prime in some possible worlds but not in others, rendering one of the conjuncts in
(2a) obligatorily false. For this same reason, with must analyzed as universally quantifying over a
relevant set of possible worlds, (2b) should be obligatorily false since 113 is prime, and hence prime
at all worlds. This prediction arises as long as the set of possible worlds quantified over is non-
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empty, since the set of worlds in which 113 is not prime is the empty set, of which no non-empty set
is a subset. Here once again, a possible worlds analysis of propositions and inference is problematic.

Similar problems arise with teleological modals like (3).

(3) University policy only allows non-self-identical individuals to register twice for the same

class. So to take this class a second time,

a. you must/could become non-self-identical.

b. #you must/could discover a second even prime.

Since the set of worlds in which an individual becomes non-self-identical is objectively identical to
the set of worlds in which an individual discovers a second even prime, viz. the empty set, modals
that relate this set to the set of worlds they quantify over should generate identical truth conditions
regardless of how the set is described. The fact that (3a) is felicitous and renders the sentence it
occurs in intuitively true while the (3b) is infelicitous and leads to intuitive falsity shows that the
possible worlds analysis of truth conditions is incapable of accounting for our intuitive truth
judgments, once again leading to the conclusion that an analysis of propositions as sets of possible
worlds is inadequate.

The class of modals that Kratzer calls circumstantial modals, which [ tentatively take to be
identical to Kripke’s metaphysical modals, yields less clear results, but once again suggests that a
possible worlds semantics is problematic. A circumstantial modal describes what is possible or
necessary based solely on the way the world is. To illustrate, consider the following examples:

(4) a. Atthis pointin time, hydrangeas can/will grow here. They don’t, but they can/will.

b. For the past year, hydrangeas could/would grow here. They didn’t, but they

could/would.
These sentences are essentially descriptions of the expected effect of hydrangeas being planted here.
The effect, like the planting, is hypothetical, as consistency with the second sentences shows. A
possible worlds analysis predicts that if the prejacent hydrangeas grow here is replaced with a
necessary falsity, such as 2+2=5, the resulting sentence will be false. The following examples suggest
that the predictions of the possible worlds analysis once again fail to be upheld.

(5) a. Atthis pointin time, 2 plus 2 can/will equal 5. It doesn’t, but it can/??will.

b. For the past year, 2 plus 2 could/would equal 5. It didn’t, but it could/??would.
Compared to the previous cases, however, the judgments in these cases are less clear. The main
difficulty in judging them lies in determining what counts as what the world is like. For a speaker
who takes addition to be determinate, always yielding the same single value, and who believes that
2+2=4, these believed facts about the world are incompatible with 2+2 equaling 5, which would
render the sentences in (5) false. This is the expected result under a possible worlds account. For a
speaker who does not hold all facts about addition to be determinate, however, that 2+2=4 will be
compatible with 2+2 also, or sometimes, equaling 5. For such a speaker, the sentences in (5) would
be judged true. A semantics of the sentences based on the objective facts of mathematics, such as the
standard possible worlds semantics, cannot account for this judgment, showing once again the
limitations of such an analysis.

An ideal account of modality will explain all of the differences in modal strength that separate
may, might, can, could, possibly, perhaps, ... from must, will, shall, should, ought to, necessarily, .... It
will also give an explanation for the range of modal flavors available to these expressions - epistemic,
deontic, teleological, circumstantial, bouletic, doxastic, - as well as for the cross-linguistic tendency
of individual modal expressions to come in more than one flavor. I make no attempt to develop such
an ideal account here. Rather, | content myself with analyzing the epistemic, teleological and
circumstantial modals illustrated above and the propositional attitude examples preceding them. I
take the examples examined to establish the inadequacy of a possible worlds analysis of propositions,
and by extension also of a possible worlds analysis of propositional attitudes and modal statements,
since these presuppose a possible worlds analysis of propositions.

Outline of non-possible worlds analyses
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I propose that modal propositions, like propositional attitude attributions, formally encode the
relation of one thing following from another. I distinguish two ways in which things follow from one
another: an inferential way, where knowledge that a proposition p is true allows one to conclude via
inference that q is also true; and a causal way, where occurrence of an event e causes another event e’
to come about. Inference relations I take to underlie belief attributions and epistemic modals, and
causal relations to underlie non-epistemic modals.

Analyses
Belief
Attribution of belief in a proposition is analyzed as the believer having an internal belief from which
the attributed proposition can be inferred, where beliefs are formally identical to structured
propositions. Ancillary propositions needed to underwrite the inference can come either from the
denotation of the subject of believe or from the (possibly purported) attributor of the belief. For (1),
the interpretation goes as follows:

(1) Mary believes that 113 is prime.

True iff Mary has a belief from which it can be inferred that 113 is prime.

We add to this the requirement that the relevant inference cannot go through without making use of
the underlying belief in question, i.e. that that belief plays an essential role in the inference. This
analysis can account for the full range of interpretations available for belief attributions, including de
dicto, de re, de qualitate and de translato interpretations.

Formal Analysis of Inference
To account for inference relations without recourse to multiple possible worlds, I take a proposition
to have a unique structure. For a linguistically encoded proposition, this structure is its
compositionally derived structure without lambda conversion. The sentence in (6a), for example,
denotes the proposition in (6b), simplified as in (6c), where t, is the time of utterance.
(6) a. Johnleft

b. [[[MP.Ax.At3t'(t'<t & P(x)(t")] (AxAtleave(x)(t))] ()] (tu)

c. [[past’ (leave")] (John")] (tu)
To formalize the analysis in (1), I stipulate the two basic Universal Inference Patterns (UIPs) in (7),
and manipulate structured propositions via a process of Abstraction to serve as premises and
conclusions for these UIPs.

(7) Universal Inference Pattern 1 (UIP1) Universal Inference Pattern 2 (UIP2)
Premise 1: x€P Premise 1: xEP
Premise2: PCQ Premise 2: X=y
Conclusion: x€Q Conclusion: yeEP

The Abstraction process, applicable to any simple or complex meaning Z' of any semantic type o
within a proposition (of type t), is characterized as in (8).

(8) Abstraction:

[ vk < Z.e:YED. & [ Y]}

To see how the inference can proceed in (1), imagine that Mary has a belief that 113 has exactly two
factors. Combined with the fact that every number with exactly two factors is prime, contributed
either from Mary’s knowledge or from the speaker’s, it is possible to infer that 113 is prime. I spell
out the formal inference in (9), using UIP1 and simplifying portions of structured propositions where
the internal structure is unimportant.

(9) i has-exactly-2-factors' (113")

ii 113" € {x: x € D, & has-exactly-2-factors' (x)} (by Abstraction from i, = Premise 1)
iii {x: x € D. & has-exactly-2-factors' (x)} € {x: x € D. & is-prime' (x)} (= Premise 2)
iv 113' € {x: xE€ D, & is-prime’ (x)} (= Conclusion)
v is-prime (113') (by Abstraction from iv)
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While the case of (1) involved only a single inference step, in principle I assume that inference can
involve multiple steps, or an inference chain, defined as a sequence of inferences iy, ..., i in which
for 1=j<n, the conclusion of ij is a premise in ij.;.

Modality

Epistemic modality

Like belief attributions, epistemic modal statements relate to belief-based inference. However,
unlike with belief attributions, the additional propositions used for inference in matrix epistemic
modal statements can only be drawn from propositions that the speaker takes to be compatible with
their beliefs. To illustrate how this analysis works, imagine a speaker who knows that 113 is not
divisible by 2, 3 or 5, but who has not yet checked to see if it is divisible by 7. Assume this speaker to
know that a number is prime iff it has no prime factors less than or equal to its square root, that the
square root of 113 is less than 11, and that the prime numbers less than 11 are 2, 3, 5 and 7. With
this as background, consider the modal proposition in (2a) under the proposed interpretation of
mightin (10), where s is a free variable to be contextually identified.

(2) a. 113 might be prime and it might not be prime.

(10) [mightep]}2 = Ap. There is an inference chain from s to p using only propositions compatible

with a’s beliefs in addition to s and p.
If s is fixed as one of the speaker’s beliefs, the separate conjuncts of (2a) are true under this analysis
iff there are propositions compatible with the speaker’s beliefs from which it can be inferred that
113 is prime (first conjunct) or that 113 is not prime (second conjunct). Given the state described,
each of the following propositions is compatible with the speaker’s beliefs: that 113 is divisible by 7,
and that 113 is not divisible by 7. From the first of these it can be inferred that 113 is not prime,
rendering the second conjunct of (2a) true, and from the second it can be inferred that 113 is prime,
rendering the first conjunct of (2a) true. The fact that one of the two propositions can’t possibly be
true has no effect on what inferences can be drawn from it, safeguarding the semantics from the
problems that plagued the possible worlds analysis.

In a possible worlds semantics, might is distinguished from must in terms of quantificational
force: might existentially quantifies while must universally quantifies over a set of possible worlds.
The analysis of might given in (2b) does not readily lend itself to a parallel analysis. I propose
instead that must p is equivalent to might p and not (might not p), as formalized in the proposed
meaning of mustin (11).

(11) [mustep]]* = Ap. There is an inference chain from s to p based on a’s beliefs, and there is no

inference chain from s to -p based on a’s beliefs.

Teleological modality
Teleological modals specify what can/must/... be done in order to achieve a certain goal g.
Interpreted teleologically, must p specifies that any way of achieving g from some assumed initial
state s involves p. With an aim toward unification with epistemic must, I spell this interpretation out
informally in (12a), with s and g free variables to be identified contextually. A compatible
interpretation of could is given in (12b).
(12) a. [[mustw]] = Ap. there is a causal chain leading from s to g via p, and there is no causal
chain leading from s to g not via p
b. [[could:]] = Ap. there is a causal chain leading from s to g via p
Applied to (3a), we identify s as a state of the hearer having taken a class c before, and g as the goal of
the hearer taking c again. The informal interpretation generated by could under these assumptions
is given in (13a), and that generated by must is given in (13a,b), where a causal chain is understood
as a chain of events ey, ..., e, for which for 1=<i<n, e; causes ej.;.
(13) a. There is a causal chain leading from your having taken ¢ before to your taking ¢ again
that involves your becoming non-self-identical,
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b. and there is no such causal chain that does not involve your becoming non-self-
identical.
For this semantics to work properly, it is crucial that qualifying as a causal chain not require real-
world causation but merely speaker-believed causation. If a given state is impossible, as is the state
of being non-self-identical, there is no way of causing that state to come about in actuality. Ifitis
believed to be possible by a speaker, however, then that is compatible with the speaker believing
that it can be caused.

Causality

Causality employed in teleological modality differs from inference. Hitting the cue ball into the 3 ball
may well cause the 3 ball to go into the side pocket. However, this result cannot in general be
inferred: knowledge that the cue ball is hit into the 3 ball is not sufficient to infer how the 3 ball will
move upon being hit, certainly not using only the UIPs in (7). Conversely, if the 3 ball is the only red
ball on the table, if John hit the 3 ball it can be inferred that he hit the only red ball on the table.
However, it would be incorrect to say that the facts that led to this conclusion caused John to hit the
only red ball on the table.

While we can and very regularly do make generalizations regarding causal relations between
event types, causality itself is a relation not between event types but between event tokens. A
particular hitting of the 3 ball may well cause the 3 ball to go into the side pocket, but it is not true
that hittings of the 3 ball generally, or as an event type, cause the 3 ball going into the side pocket in
general, or as an event type. Strictly speaking, taking causal relations to be between event tokens
requires an adjustment to the definitions in (12). On the understanding that s, g and p are all event
properties, a causal chain leading from s to g (not) via p will have to be replaced by a causal chain
leading from an s-type event to a g-type event (not) via a p-type event. While causality is generally
assumed to involve branching structures, I use the term causal chain here and below to refer to a
single non-branching string of events connecting an initial state to an end result, ignoring both other
events that play a causal role in bringing about the end result and other events that are causally
derived from the initial state.

Circumstantial Modality
Circumstantial modality qualifies as a class of causal modality rather than of inferential modality.
Starting from a hypothetical initial state e of type s, it specifies an end result that follows causally
from e given the speaker’s understanding of how the world is. For example, for (4a) to be true with
can and with the initial state e understood to be the state of hydrangeas being planted here, it must
be the case that there is a causal chain starting from e with the end result of hydrangeas growing
here. This does not require every possible state of hydrangeas being planted here to resultin
hydrangeas growing here given the way the world is, just some. An informal analysis of can that
generates this result is given below, where once again the initial state s is a free variable to be given a
value from the context.

(14) [cancrc]] = Ap. There is a causal chain from some token event e of type s to a token event e’

of type p

As with teleological modality, sensitivity to speaker beliefs comes in through causal chains encoding
believed causal connections rather than objectively true causal connections.

Applied to (5a), (14) generates the following truth conditions:

(15) There is a causal chain from some token event e of type s to a token event e’ of 2+2

equaling 5

The difficulty associated with understanding (5a) to be true lies in the difficulty of finding a suitable
value for s and a suitable understanding of how an s-type event can causally lead to 2+2 equaling 5.
Circumstantial interpretation of will compounds this problem by requiring that the causal relation
hold not only for some event of type s but for every such event satisfying assumed contextual
restrictions.
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(16) [[willcirc]] = Ap. For every token event e of type s, there is a causal chain from e to a token
event e’ of type p

Formal Analysis of Modals

The analyses of modals examined above differ along several dimensions. The teleological and
circumstantial modals quantify over causal chains, while the epistemic modals quantify over
inferential chains. In the epistemic and circumstantial modals, the prejacent (i.e. p in must p etc.)
represents the end result of a relevant chain, while in the teleological modals it is part of a chain
leading to a distinct end result. Additionally, with the teleological and epistemic modals, the implicit
initial state was part of the actual state that obtained at the time of utterance, while with the
circumstantial modals it was a hypothetical, non-actual state. The informal analyses given above,
formalized below, stipulate values for the first two of these dimensions, essentially treating those
differences as ambiguities. Restrictions on the initial state are not formally represented, but could be
added as presuppositions if desired.

Teleological modals, formal analysis
cc = causal chain

first(x) = initial state of x

last(x) = end result of x

e/cc e is an element of cc

must p,s,g: [Fcc](s(first(cc)) & g(last(cc)) & [Fe](p(e) & e/cc)) &
~[3cc] (s(first(cc)) & g(last(cc)) & ~[Te](p(e) & e/cc))

could p,s,g: [Fcc](s(first(cc)) & g(last(cc)) & [Fe](p(e) & e/cc))

Epistemic modals, formal analysis
ic = inference chain

must p,s: [Jic] (first(ic)=s & last(ic)=p) &
~[3ic] (first(ic)=s & last(ic)=~p)
might p,s: [Jic] (first(ic)=s & last(ic)=p)
Circumstantial modals formal analysis
will p,s: [Ve: s(e)] ([Fcc] (first(cc)=e & p(last(cc))))
can p,s: [e: s(e)] ([Fcc] (first(cc)=e & p(last(cc))))

(OR [Jcc](s(first(cc)) & p(last(cc))))

It has been widely noted in the literature (cf. Hacquard 2011 and references therein) that many of
the patterns of variation for specific modal items hold across a wide range of languages. The next
challenge is to give fixed semantic interpretations for individual modals that make possible the exact
range of variation found, e.g. through contextual fixing of values for open variables in a single
semantically determined interpretation. Ileave this challenge for future research.
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BZ

AZ AL TR A R EDBEEZED . ThETEHRRT 7T o—FTRY LIFbh T&
W, Z ORI DT AERED HILTE TV, F5IZ Du Bois (2007) 128ATAZ L ABRG 11X, 7850
RALRMEAFARE LG SEEBROFAL L QW23 R ITiT 5,

R RTTLOEINT, [RFR | BEDIINTFE L LIEDO S FET —HITIEHTESD0, Fiz,
ZIMHEDIHRMABEONDDONEERTHETHD, kfiliT=bix, A% 2D L FEHEAIF
PEIZAE B L2RAS BEfF O SUER R T+ ICBBIEN TORWVEELZ &E D ERIM:, RF A
TR ALBH L T IAMIRE LT iRGE TERITENDA T A X — R R b8 E2 T — <12,
fOBEESHikim (T TV MAETAHEAS ST, 70— L80H . RE L) bR
L7236, [RZ A BEEEAVAI L THRLNL M RO RS2 OMUEZ R LS,

RV AERET

OOV HIAZY Rl otz |78 IEEWTHFELL TIRAZU A 1T LS B, S18, ALV -/
BER T TV 5, Du Bois (2007)i%, #DIAZ A % AHEATAIZBWTITAE N IZEVE
FHLDOEFETEWRELL Tl T2, [RZZ B EARIIM ThHH, EDOXICEHENHD
. SO EAT A O BB X, BIARLUARD 57223, Clinguistically articulated form of social
action whose meaning is to be construed within the broader scope of language, interaction, and
sociocultural value (2007: 139y%, fHAAT 2B DZLITIZBIE T 20 DL UTLEAT T 72, FF#
72 0iE, 3tk (dialogicality) Z L TWA A TH D, EDOLHRAZ AL B FETHDT
1372 BFMPFIDOAZ L ZPIEL TWDHEZ ZTVD, EDARA AL, ERIDFEFETHHT
ELHNE, FERIIICTE WSRO RFERIT A ThHo1200T 5, Fio, RO T I AN EZ
TIRIREATI, ZO20B, By Z A a2 uT P T 7— ) TH AR E I EREL BB HT
D, ZD%., KEEHEFEZIILDEL T, ZEOMIEENI AL R | O IR T2 21T>TRY (BE
i LT, Jaffe 2009 X° Takanashi 2018 23%%) . St AHFERHER TR AICHICHESh TWS, K
B LUK ROT N, EOMEKRIEAY o A FEOBEERLE D% OF EA A3 TR T 5L
IR ATRE TH A Z A BFEOT D LRI, 2 2D BARRYE Bbul <53 TV % Du Bois (2007)
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D—FEBHDTBRE ToD, Fle, FAVRT 9/ OBROFHIET SNk ip%—D—F
I, 25 AR ROIIE R AHRL TS,

RBAE /D AE

AL AB RO FRGEIIAZ A S E VTR P THEEE F- TR, KUKV AT
fCiE. L TORNORBITRE LML, LoL, BRCEFETOMRIZRLABDLBME &
HHLEDN, TR UT LABREL NFARRICB O TRARIRBETHHENELHD, Z0T-
W, ZTIT, HIETOPEL, BAECTORE — I TORGEL . b D ATREME DO HDBI7RFR
A EZE TRE, HyaNORGEL, TRAN TIEEEFOBREARELZ2NE, BHIFREL T
RLTWD,

Stancetaking — A ADFKW] take a stance - AF U AR KT 5H (AP A% LD)
Stance act — A¥ L A4T %

Stance triangle - A% AD Z I (RE A NTAT T V)

Subject 1,2 - AXADITAHE  (FHK)

Object - AH > AD%E (%142)

Evaluate / evaluation — &P

Align / alignment - 77A T 5774 A8 (GRi%)

Position / positioning — (VL& ST 5 (D) (RPa=v /45Ky va=r7)
Disalign / disalignment - 7 A AT T7A LT 5T AAT 7 AB

AR AD=ZHIZDONT
AR AP E D LHRIR DMy T, Du Bois [ZIRD LHITIR TS

There are at least three things we need to know about a given occasion of stancetaking,
beyond what may be overtly present in the words and structures of the stance sentence
itself: (1) Who's the stance taker? (2) What is the object of stance? (3) What stance is
the stancetaker responding to? Each question points to one component of the process
of interpreting stance. (Du Bois 2007: 146, #HAILH CiEY)

AR ANTZNSD 3 xRS TR D720, AZ L AR MRIRT A0 Z D3 SN LB

ThHELTWA, ZDO3-DREEE . ZNFNOIADORREZKZAL LIZD)  AHF L AD = 14
% (K1) TH3,
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Subject 1

AR ADITAE
evaluates

\E?Wﬁ
positick

aligns GBSt
T340 % positip

(P24 20) /

evaluates

Object
ABUADHER

Subject 2
ARAADITHE2

1 AZAD =1 (Du Bois 2007:163 F& 3 FHA# A% - FIIER)

ROURTY LDOWERK

ARV LT, RFENTIEINDIZaRTAT U TATADD, Kb/ THEEIh T\ (&
BoND) KO~rax7 AT o T AT A% BOMFERA~LVDIEIC, GEERED &5, LL, £HF
HAZABGRIE, [27a 1 kl<=27a | OFEREEST | 2O (multi-layered)/2 7 A7 T 474
R0, TOWMEIAED FRE DA FEM: (creativity)Z i am DX RETELLEVVIO N, BHH O 4L@
DOFRETHS, O MEDIEFIL, FEH LOLOTHAZ L%, ZZIZREL THREZW,

A agZ gy

Al TREECRBITHMVIRL B AS AR | (BAARFET)

A2 TREOLFEIZBIIDARI A= AZANBLO—RORR | (1L FRE)

A3 TBDESGE OX R B DAY 2 T4 | (FELE1)

a4 [ ZFEEC ot b AR - ZIREIVR AR o AEREA T A ¥ — | (& Bth 1)
A bt HBEICE  (ENSAET)

- 147 -



& Xk

Du Bois, John W. 2007. The stance triangle. In Robert Englebretson (ed.), Stancetaking in discourse.
Subjectivity, evaluation, interaction. Amsterdam: John Benjamins, pp. 139-182.

Jaffe, Alexandra. 2009. Introduction: The sociolinguistics of stance. Stance: sociolinguistic
perspectives. Oxford University Press, 3-28.

Takanashi, Hiroko. 2018. Stance. In Jan-Ola Ostman and Jef Verschueren (eds.). Handbook of

pragmatics: 21st annual installment. Amsterdam: John Benjamins, pp. 173-199.

— 148 —



The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

LI BIT AR L B A 2 L ARG

(Repetition in conversation: Dynamic stance-building)

ESARSET (Ryoko Suzuki)
BEMEFFAKY: (Keio University)

1. ¥

Du Bois (2007)® Stance Triangle DET /ML, AZ V AERFEDOHT
WRINDWR LA T FMTAHBUE L2 b O T, ZF M Oxtahs il &
TR TEVND,

Subject 1

< aligns »

Figure 1. The stance triangle (Du Bois 2007: 163)

AL TIE, BARFEOHERFEOM H ZHET L, Du Bois DET AN, R¥
YARBMICHEE SN 2B Z AT D ETEAL EORFEICIBVTHAH
ThdHIeaiMT 5. KANRLOZKFEDHRTRAY  ADRR Y 3] 6T
Z%HEICHER L, Bl HORELMOFEEPRVIET ZLICL DA Z AR
B2, BRx R HAICHGEEZ B L T SEER TN,

2 TR

Bl —% ESEBEHRES BEKXFEI—ARET=F AR

Ul
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https://www2.ninjal.ac.jp/conversation/cejc-monitor.html
(BR5iE, EERMAIEMEZ [ TERL, EMBEH A 2EELMRT)
c FEXEET —F Wakai  (Du Bois et.al. 1993 (Z¥EHL LEKED)

3. BEikp

(1) s

a. [IBEH L]

20fR M E A0 R M O REE, WX, BHORBBOKESh TE T, 72
ATENEEDEESEZHFZD LI TERLEET, B TWi=&tE-HiaM
ORBICK L THEREZ R, MEE I, BEAZEHMEIDbY 5 L EVK
EhsLEI,

[ 7 FRE SR 5l 4 7
LM TS (W) #Eomy - Ad%nr s —
2. LIRS, (D) HOEVEL
3. SEFTHEI L, (U) FHINTIC 5370 o T
4. DAY, (L) VA9 LT 3 A
5. SORADL. (X) (X###) AR
6. I »7C)! .
7. i 4Bl OIERLCIN & 72705
8 A [ES%ED. [ REoWERIGLE
9. 5 &l ] W (F— % a 0d)
10. oo TR DN, ey R oRENES
1. —>FE»[H K]
12, B: [£5%5] 25 [#3].
13. R: — [(Berg] L.

14. A: > .. EBBxy kL.

(2) ¥5L

b.  [HMEOFkEE)

NPO O] 3 ATRHFEL TS, U FIREENBMOGEHOPMLVWOTH
ORI L T ERET. o ANE, I F2SEHEICEEY 2 5. FEBRLW B
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HAHTEZ ) Lot lIffOF 25T 5, T2 L IITFRHEM (BH) ~DZ
KbhyzAalZts,

1. WF R0 EM MBI RE R,
2. HY (DA DA,
3. s s R s i - o
(A28 LTS CEITbT5 X922
FOFT, THLOAICHZZ5EET))
=5 e e B LTESAAEL
(L [OWF | 72) (W|7H5)
Wr [ 72) W[7»s)
M#Ef Lo A WU~y | K5%E-) THHEBIDN,
IWrE LD F) BERLDINLEKA LhoTbhT,
A% [4:, (D%
10. &E+ (L ((5749<))
1. A% ((EUCF2& T, SEIIILTOHIA LEHEZHE LT

oo oy @

HMZz5aL912)
- B AL,
12. N4+ [#a:,

13 —> ml < AZERs,
14. HE  ((UTOHICHEEZ N LT T, VB LEIBT2))
= [(BHEDREIR AR F< b,

15. &+ [ b—. [KRiER,
16. LK (L)
17. %+ Kk,

18. — . BAMT bR,

19. BE  [£5,

20. IWF MERZZTTHhEX LW O )| FtHD Afbidikvo,
((HZBIZIRD))

21, M&EF— (BRAHT XEZH) TER,
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C.

©

10.
11.
12.
13.
14.
15.
16.

(ot Al

[ CHRAFEREICHED 3 ATHRAREZ LTS, THIE] o AX AL
4 L, BRIEIZLARTEA TWEHE T, §IhbEbo N (HFE—NE R85
VY= Ra RSV LIkt ) ZRMTTLEET,

N

i

L)
i [z
BT

Fill [

JEHR
B
il
JE T
YA
JE
BLFY

17.

18.

JEHE

Ebolm AW nwnE+ L,
AL [,

(33,
Ebole ADZ L 2iTbhAlen,
[2TF LR &, (EREDGZML))
[3BbhAlzu[47g,
[3(L) 4T+ X, [Ebo7m(LA: &d),
((FHORRED S A <L))

U H— ),

[6 (U fE2/dHi)
[6 (L)
(6 (L)
U ) &5 X #ES K,
LICE £ 5 € EooT)s
(L)
[7 (L)
[7—&F (L WARAE-T)) ,
(L)
ZTATYVEy T-THEs BTNV,

(3) XLV

d.

NS

BRARIE TREDBRERATVD, BEIHDKANTHE L, mRICH &k
AL EROFFRA. WX, AL @B RITRERE IR L Tz & B
ML, HEFHITECOHELEED,
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LEA S L, FobDR2HTFFFrBEALD,

2. 0% [B—°

3.8 (L) [2 RS, (BFEEEADEID)

4. %% [3 B—2

5.8 [3 (L) 4R Bro ARG Eo72AT:),
((HFxEFHID)

6. A [B(L Z£9), (L)[4 K-,

7. % 4 X A47TA4%—),

8. BHro¢X 50 x),

9. A [5(L)

10. 8  [5(L)

ILBRE Lro b RRIEST[6 DAY, ((EFZ2FLC L ICTFHID))

12. # (6 29, REIN—TEoATT L,
(BFEEEADHIZWLET))

1B.BE [(TRARIN—TEsT=0, (EHEFEZRCI>CHLET))

14. K [T3ED k. BARRL#2L,

15. 8 [7(L)

16. By 243 (8 Fix, [9 Z2:AT:, ((L®HEESL D))
17. IC A 9 (L) &> X,
4. &9

*Du Bois DETFMI LV TNIEN, 3HLULEOEFETCORRIAZ VADEK
LB 5 L THIRMTE 5, AREIIRK AR LOMHOH T, ShE O
MEBALEN RIS ARG Uiz (e, BVl - PRk, b B
DR - DB, . Kol A - WlDO AN d RERAERE - FULOARE).
3OULDAY o ANRZET D5 EDET VOB WREMEIZ OV TIZASED
RERE S 5.

CHRVIBLIZE DA X AKRBIT, FEMRCHEE. BRI TRFE L~
bR INS, A U AFRPRHAL (reinforcement) |X, — AT 138 EDS
MEHBEVIETZEIZL>THRLET BN,

cBE (1) B AEEOAY AKWRIEO— 2 5 _GEEPHR IR Z L
BaEEDAL AR TN §2Z &R, FI2RRHAZ L RED
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S EBSITZE D (2) FaFE DAY AFEFO R THEDLNIFFEDORIRS
BSEHLWARAZ ARG E LTIV LTHRY KT Z & T, A¥ U ARBTT
B F5L) Migxs, THLIT2—FET7DY V—2 L LTSMFICHMR S
o5, (3) SEETTIIR<BEEZBVIRT Z LT, FEEMD XYY
DM Z BT D, (ZORKGE, BER, BR)

5. % 3K
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0. £F

RGBT DAZANRa—RBEIR (RIA N T h-a—RAAMyF 7)) 1%, TNENiEA
i, HHEATAMSSBFE P OIAThTE, UL, JUESHENHEIT A% ST A
FUALEVHIRRIE, ERENT—FEOREE) [ L EHEORE) L THI 2 I ZES NS LT
HoTZNHLOW A A TEXDAIREMZ R > TV 5. fil2IE, REEICBWTRIEDAZ AV
Ra—FOFERAPB-HT, FEHGMANERB LU, AZ ARV ETREORY
LR OEREIZ LS TAELS(Du Bois 2007) 5 2615, RFEXRTIX, AZA)NT7h-a—RKA
AT T ORFFEIZ stance DHEEX>, Stance Triangle €7 /L(Du Bois 2007)% i 4~ 5F] 4%
&, B R CoOZ0REE, WNEED AKRGEE )V AN BRI ANZFEOT — 52545
(AR5,

1. HRMER

o5 FIBEBORIANPREENDXFED I DOOEDIZ, SiBR—REILE D
Tl AAANMEDNI =LV Db DN S5 (7d, HARGEDI AZAN | ITHGERLTT £
ke, ZANEEDONDIETRRLHETIENEL, FREDTAZA VL, LR R LR, ¥
o H BRI E T IEDR SV, ZITRZOWTLIETILLT D). HATAESR
S CAHATL Gumperz ®, Z 5B (—FAAvF 7, codeswitching) DL H G+
s HRRICBE 32l BRI 2E I, F B IREE L TV U REE T RS FORE
(addressee specification) | (Gumperz 1982)<°, metaphorical switching (Blom & Gumperz 1972)
E{ToTWAHELT. BEEHFORELIL, = AN ERBMT 225D T, §6& 5, ZOHE
HIDFEREIZIAN S N T TF LT D FIZTFHE 5L THY, metaphorical switching 13,
R ZEEDOF TOR o NBRRHBODLEITFED (BRI OIVEDL LD THS.

— 1T, DIHLEEEBIRO A Z— (B I1L, ZEFEICLOMETAOMAERIZEST
R 2bDTHD. —EDHAMERHIKIO IR K FNLRME [ @ITHDA, EEDITLTLLT
FIAVICEFELBERL QDO TIEAR. 0720, EFEORLVENE LTV KE, EWRIRE
AR RIDNFEN D LD TLD. £HED, HaBHFIELTLL— ATIERWVL, 5 Thbhn
IROFEEED, AT A O ZRONDD, ENET TRV, BIZE, RaEHEFICH
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LTWEIE, xxEALFETEXITOOFEICRBIELHINFICTIIAR Y, THOOXALFFT L
FFXOOFEMEL THOOREXIZEAL DR, WX IZOOFEIIXXSAMITDOFRFETHS,
VIR TES. L, xxSALFETEEIZOOEUA TRE T XM > TWBDH
X, KEDSF—nb /IZHM 44 | CLAITE/2L ). Metaphorical switching [ZBJL T
WL, BBV DFEFEDBOOFED A TITONAD TS, RILI YV DFEELIRND
b, BEBADOREBME DR TEIEOLVEY R RENSH, B FFHELAVELN TEDR
5.

Fz, MRRRD, ThODBEELA TEFEDOUIVBZ NI TNDHEZAITEL DD, ¥
T, DOLIELNZLOFBYVEZONY— BT 5720721 T, ThbO&Tie
WSNT=ZEDFHAD, AZ L ABGRIZ L TAREIZZ2D LML TS,

2. TARLRFESMEBOESR, KERDT—

AFFEDOT —#1%, BEEHE OHHEA7 TIELT:, BEBHEANORGE THH GEMIX
T 2016). FREBLGZOFTIZOEMMICHIZ>T, BRKFIIBHHEEEToT2. K%
KTCWIT —HOXREFEB MU TN=DE, KGEEHZ DM E N E 3~4 N (UN3~2) Th
. i, BENDWZIERGE O ARy —iE- AARGEOIETRGEL Tz, B RO K
(B ZDORESIE, HAGELY VR —FEE HEICHEAL TBY, EEEHFEL TV, H
AFEOFRFEDIEBRBIC L, Bili- REELIC, FRIXEE R ZOHEITKTRY, #BROE
AT DA NETHEAZGDLE TV, Fo, Zlh3sE Sk B 14~34H T, HEIck
ST AARFEOERGENTE VS HIBRA BT,

A FEOHREORAEZ B TRVIRSNAHEITAIE, 8Ed5. €0 bo—oiF, HEIZ
B L—3 bbb 38 | TH5. ZhE, HEiNHLOMW, WEMLOIRE, REMND
OEM, RER LOZAZIZETHR00EVE VST, EFEORVEVDZELHIUE, RTA MR
—RERVEREETATY, FWTHRINEZDEWST28003B5. HH)— DO ALT
2%, BELRLWEEF LOBLDCEMIETHS. WHLITRAR, ZOZODFAT D
FEATAICRFZ, FXREICBMLTERY, FERMP T 2800 LML T
RNEVO T LT otz DFY, FEELIHEFBREDOM I OTAT o TATAHBENDHA
ITATHEL QW=D THS.

BENTOFEZELIFFEELLTOH COMEL, BENTOHAEILORFRS, Rl
LO7EF TR, MBEOBRICHLEb- TV, IRESIE, Sffiny/e R LU Cilij Bl o8l
ROENDIDNATENTHZEL BT, EEND H ORTZES TURNE, D REE DA KR
FRROHENTOHE O RCVEVEE LT HTELH 5. HORIROVEVNLEHEFLL TOAT
AL F YR DLDHOIX, BB ERE LD THIENZSDITFITRDTEN SN, BT
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L —FRLEEDLLOI, BRI BREA (&BHFEA)IZE VD5 HEZOHNLIZEET
5. FRZ, BAMLUTWZIREAANDIBIABRE T o778, FFIZ B TIBREA (&B
BEAMITE X1 LW, oT.

REOHIE, EVWDOAIa=b—2arDIFEAER HARGETIRL, ZEhizh A ARGETIEET
HIEMBH, B TRy —FER, FH B THOLIREEMEIZLLHD. EDOYNVRy—iE
RYERE, FHARGEORILDALANIN, EOIHITHNWBITWDOMNN, EEEOMLTSH
%. KR TIE, WEDE DI AL A% HERCMO R HELOPLVENZTEE T, BLir72 R
WMEVIOTAT VT AT AZHEEL TODONZER T5. flLIEZY Ry —3E%2 W=, #]2
XA ARGEOTTETREHWFITHS.

3. PI1 BERLTSAV LEBNRILIBELLIRE

HOER, W I DIVTRATEEIZEP T, BERHERE 2 FERLRDS, PLCELF AT EAT-
TWe. 2%, RIL7a7 % aBNOBE TR YIGN 2121 OB E TR¥ELX L CWARFEEST
AOVRESD, IRERFRIZAY, VLH# ] DOEBOK &7, HHIX =% Hx S OMs B~
LA, "ML DBHD 1 AT DR, BE I HARET THHITLEDbLT, FHabifizy,
INBNBERANT TV Tl TS T, FZCORIERROFITHS. 728, FHARI LRy —
i, FHRRASHIAT, REBBLUUARy—FEORIE, ATz

01 IRFEJ: AT WO BAEE X TAD.

02 #ili . All they are coming to toilet. (A2 b A LIZETVWD)

03 Y J: bar bar niice jaata hai na. (ifElS T2 T TV D L)
[l [l Fiz §7<-PRESCOP CL k9

04 #Bfi : aaN (B9

05 'W#E J: ab'ii b'ii niice gayaa vo. (B T T2 L HDF)

4 b FiZ 1T<L-PAST #% - i &

IB# T D 01 {TTRATIVOSLMELEXTAD L, 2026 | LV FAI W4 R,
HalE+ ) VBRI D =27 205, BREWVI I, IEETHAZ b5, FElE, =
DIFEDAS L ADR R ToD, e R ~EFERED (=T20n0n)), ZELTHELAH
FBERIES T FIATEZITIDINIETHD. Hhifiv, 02 17T, All ZHFHL2H05, | BEOMML
T2 TNV, LEFETIHRTRY, TRHIEFER B LREL L TRBBITEELV DL
g%, RRCRCHIENIFHEL, EAVBEOBBLL COEDDTAT v TATA%NLETTT
WAHZEERL TS (BEBL, 2 5B REL TWEREH ICHTT-RGETHD). 03 17T, IR
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I 1L 02 fTERILAZ AR RITUN Ry —FECTE KT 5. na B3RVWEGEE, TEBHTI &V
IR BEORIZAeDH, [TLLD ?2 JR(TEX R bV oTe=a T R%HD na 2200, KFFER
BEOIIR U THEHIAIZFEEL, B SRR FFEREO SN M%Z FE25385 (Co%h &R E
] BEAFRRETHHIL) IZHDIEENLB ST, BT 74 LTW5. #hfiix 04 7T
Fy—fETREL, ALY, KRFEFRBELOITER~DIFHEL AL TWDHIENRENS.
& J 135 &Fe& IRy —FE T, [ N {Tolz ) Lk ~5.

KEICRE J ITTAZEETORFRNOROVN Ry —fERGERIREEL T, ZEha)
=0, KRFEREOHBEAIZVTHIELHS. BH#E ] OUANy—GEOREEIL, £OLIZE
AN TOREIRNIGELZDIINCE R>TVKDTHS. VIR —iElL, BRHU /LRy —
EEM OB ISR T D E RIS TWDO TR, B LW IESWFHE7- 60 REY2R1T
EAFERL, BETOLOEHMRERZHITFETHIERPAL T,

4. ffl2 HREOMEVEZIERLEITS

ROBITIE, LFWE L LB DORVEVE MW 7R K (L O THHD) 53, Al
ITERIN A5G, BoERMBEOZEX Z IELEEL TWHA WO R ZEDIRLITY. 1ok,
[ PERREFEGEERL, [2 23 /B2 RIREFEGE DAL TODI LA ER T 5.

01 WH#EL; Z 5/ negative, 17 & Idontpast. .tense TL L ?
02 ZHl ; nn?

03 REL; I dont past te[nse

04 ZHl ; [T [2 wont] 2] say

05 #K ; [[2 EWET 2]]
06 Zhf ; it again I already explained it.

07 E#K ; EWNETS

08 Fihifi ; you have to, I dont is what tense?

09 Zihb ; Im as - Im asking you to do it in future tense.
10 2K ; BiED k.

11 BH T, I will dont.

12 &K ; I will not 72 .

13 #fifi ; hn.

01 47T, RE L X ZAZOTEIEL 217502, BHIZZ AT TROLNTWAZ L2 HER
LEHET 5. 04-06 1T THEMIZIRE L ORGEDOK T2, MERMKEZNTS. Zhid, U

[
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B L A HERRAZR U@ RT3, BEIZZEM A3 L 7= Z & (already explained / again) T2 &5l
LTWAEWHZEERT. R, ORI, W L NEAIOLLATOBHEZEHA LMV

TUNRPSTe LW ERBE DA+ 73 IPZDLEDTHLHILERLTNS (ZDZENE, ZORY
SV EARIZIUWTHEARIT IR E L 2T LW IRE | ML E T2 ZEH ERL TWVD)

WH# KX 05 1TCHEWVWET JEVOINTRIATS. Zhudk, B L BNFAZEBMBRL TWA (1
don’t’eV WO XEBEICTHLEESTH) ZEE > TWAHIL—2FV H FIFTIELL L A%
fRLTHY, AETOERHFLL TROONIEIENTETNDLILEEZRLTWS. ZITHOITY
FTHX ORI, BARO/NERDOHETOREFIIH SN 7 (Cook 1996)12
HNEEZOBND. A RO/NER T, tMOREOFEOH%, HELERTIEGoTET - EWE
FIEEITELHH. 07 1T THE K ITHENEWET | LR <5, 2ok, ZHiiTERHEELIC
HZAT D HE IR0 5.

10 fTORE K OFFETIXE 1AM 5h, TTEI R TIERAeoT0\5. ZOZ LT,
ReRHZLLTDH S (Cook 1996)0 5 7hLT=EWI R, FaktHFENHELETIIA B
L (2725720, EWVOIHEFEHFORRE | LV R L ATRETHS. LinL, *aEtEd B354
& ABER, AT ADOERNSELHIZuR EERROBIRBEDIHITAELENEN)
TR 2RI, DUREENAET TS,

SHDORE
AT, S5l @E—F) OBRBEDINRZAEEDY, a3a=T OHF TCOFED
B LB T AT T AT ADREEE SR BDON MR L (35) &, LA
Z%fx{ﬁ |2 (451) 23872, U W ERZA VO BRI, ZORBBRMENLIZL T AZ A~
B (EZIRZ o ZOO5E) X, SATHFSE (Bucholtz 2009) ThH 432 #Ew & L T L Y)
W TWRWMIE 2SS 5.
RRIFTNIEHD, KROT —20MMO T — 2 LT 7200, TEAVHEOREOT —F
IZRONTZRDH(a), (b)D LD FREE, AZ ABGRORAL, ZAZANERZ L ADRRD
iR |2 5| e EPRERL TV ETZWEEZ TS,

(a) HoLOERIZV—2 TN EESEBNTHYET
(b) B—WEDOERZTET X
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The 37th Conference of the English Linguistic Society of Japan, November 9-10, 2019

BOLHEOXMFEICRBIT DAFZ LV AITH

(Stance Acts in the Dialogue of Tourism Interactions)

%l [T (TAKANASHI Hiroko)
H A 21 K% (Japan Women'’s University)

1. AREROHH

1) [RZVANTAT 7] (DuBois2007) % TBEHEOXEE] (CFHBAIZIGH L, 23
ka7 7 2 MR ET A 2 o 2 E0f At KRG

2) Urry and Larsen (2011) % [0 FEARIL) L LTEATI 2007 u—Fhbebil
L&, RRM - FRAMIEDZ TBUSHEORFE] 12, EOXIcAZRELTRL, #HEUE
72 bD e DG, A 230y RBEOTF %28 CTHH

2. BT 4 Ra—2R

2.1.  Urry and Larsen (2011) 12X % The Tourist Gaze ([BXOE2RE L] MALMR 2014)

CBOEEIE, HEAER LR ZERMAER T, BIERLHTFLE L TERI LEARTNTS

AR AERREMIBE LT, 2200R¥HS

2.2. TZ—a—Wkrky7FZ 7 (top~down) DT 7 a—F

- BHOERET UL, HEMICHR S RIELSIN TS (socially organized and
systematized)
> [FRILEMITS] (gaze) Z &3, MEEXHIIYEMIC [R5 (see) OTEZRL, &
BICHE SN b DD RS, HDHVE TREDHIEL] (scopic regimes) Th D
PBEOELRE LI, S5 (EH) 2@ELTHKRINIS
PBEDO E LI LI, REEOFHAA (2L Y | 48 - WIS 5 (socio—culturally
framed)
>Rk OREALT (frames) 1XBE DRI &2 & 2 F At IZE <

2.3. A7 UMAR MLT v 7 (bottom—up) OT 7T a—F

- B & DB 5 ORAIFEMEIC A B
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PBAOELI U, BGH CGRR ) LBIXE (KR D) EOMOMEERICLY ., WICH
AEREEND LV D BIREEE H o

PBHOFERILIE, FHCTOMOFE 721 T, ZAMNKTE THIRMME S -2 EE
(an embodied social practice)

CBOFERI LI, BAHICLSb0ETTRL, Bo ABRBEARICHITZbDLH S

— Bko THAEM) £72XL (a mutual gaze) (Maoz 2006)

3. RHFVR
3.1. ARFUA NIATUINDEZS

cRP VR NTGATUINER, (RZVADITAE 1), [RZ L ADITAE 2], [RZV2AD
G D3 ODEFRETME LIZ=AKDET /L (Du Bois 2007:163)

FAB VAT =X TR, BAZ U ADITHEN. %% [FH) (evaluate), LS (R
a=y7)] (position) L. HHAMIT (774 (GH%) | (align) L TpkIZ

- TREAM ) IXEER. MBS (RYva=r2)) ZEB, 1771440 b GR%) ) XRE
B 7217 %
3.2. REAVAF—XVOFEEME (Du Bois 2007)

AR ADEA T FBED AL A (epistemic stance)  JEIFD A X & (affective stance)

s AL AL SEHE A Z A (stance lead), iBRfiA# > A (stance follow)

c AR ADFER (stance differential)

C AR AN T 4 =)V KOTIFHE ( “the constantly shifting field of stances” (171))

- ARG 2 A DB

« RG ADEHEN
3.3. AFUADOarT 7 A ML (stance contextualization) (Du Bois 2007:163)
CPEROSEMED LS, 2T 7 A MUY SN SEME TIE, A2 RAIAELR,
HiEk T I AMELTHID TAY VAT ERE B

PABUARE, BTV T A ATAOX—, AT VT 4T 4 2 EOHLMMIEIZHVT, fHIE
17 4= RELTORHEBMaYT 7 A MIBWTEM SIS <X

c AP AEMDITUL 2 T 7 A MIIEH T 2 E#% (Takanashi 2018)

PARZ AL DAL T A RTITDID Ta—A] RbDTHD LRI, KV IEWE
[T I A MIRREELELT [Zo—rub) 2EHL L2
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3.4.

AH v ADRIFEAEE  (Du Bois 2007:163)

AL v A LR D EATAD AT 7 A MEOH TRIRT S
- [filGg A 2 > A (emergent stance) DfFFRIZIE, TBIfTAH > A | (current stance) 72iF Tig
< THeq1 A% A (prior stance) &DXIGEABET D LNULE

4. FHEwmET—%

C TR )T T T 44—l BBEE5

s AN T Y RERAT

THENBMNT BT 4+ —X% 0 7T —\2B1F 5 85 L A %tEs

S HEFIX 2%, A FIXFERT F 4 TIHED BIERA 83— FITEIIR—F > F ANtk
C2017TAE T H . BREROBUETF L /RRKFOLNEZ ET A8k, HA RERITEICA v E2—

5. T —& ot

Example (1)

= W

N N

10
11
12
13
14
15
16
17
18
19

20
21

22
23

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Like, these .. #god-dealers# are called .. Jizoo-Bosatsu?

Like, they’re kind of the guardians, of children.

Ah-aa.

Like, you know, when, in Buddhism, when children die before their parents, um,
they’re not allowed to go to the heaven directly.

So they have to do local path, in order to get to the heaven?

Oh.

And these guardians are .. helping, that #, you know, those dead children, to get to
the heaven directly.

Oh really?

Yeah, they’re helping .. their path.

Oh, Okay.

(taking her camera out of her backpack)

I've seen it when I was hiking some mountain.

Um-hum.

I've seen this kind of .. hm, baby in red .. clothes.

Um-hum.

And I was wondering, “Hmm, what’s that?”

Yeah.

And now I know!

Yeah.

And people do it .. s- uh, still? Like ..

Yeah, people still do it.

Okay.

And you can see them not only in temples, you know, but also in .. just .. you know.
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24 Tourist:

25
26
27
28

Guide:

Example (2)

(== B~ NS SN B (0

[ O T % JE Sy s G Gty G G S S g s S R (o
—_ O N NN RWN - O

61

. [2h=

KO AZ A | ORI % U= R

W

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

Guide:

Tourist:

normal roads, or, in anywhere.

Yeah. I’ve seen them.

(Clik: taking a picture of Jizoo-Bosatsu)
Okay. Thank you.

And there should be water there?

Yeah, we #put water there.

(This is the largest) bronze Buddha, in the world.
#He’s 15 meters.
And there is a #reason why he was made that,
Like, in the 8th century, like, # # # many, uh, diseases, widespread.
And the Emperor wanted to cure citizens, # # # # # power.
That’s why. you know. he was made.
Like, he was, you know, made for helping, .. citizens.
Like, .. and his hand gesture is #like #this.
(showing the right hand gesture) And his right hand means “Don’t worry.”
(imitates the right hand gesture)
Yeah. (showing the left hand gesture) And his left hand means “T will help you.”
(imitates the left hand gesture)
Like, he’s, you know, trying to help, citizens, from the diseases.
(trying to bend the correct finger) So “Don’t worry™ is like ..
(showing the finger) Yeah, right hand, “Don’t worry.”
Like, you have to do this finger? (bending the third finger forward)
Yeah. # # #.
“Don’t worry.”
And, left hand, like that? Like, I will help you.” Yeah.
“Don’t worry.” (looks at Great Buddha and tilts her head)
Wow, so ..! (shakes her body)

AR A DR A

X RSB D T ORZ R ORI

s RNFT—HNIEAE A

A B v ADSRRME L SR
BB D [RE L ADXE)

[ RAE U Z2DORMEB] OB

AT E LA FRDA Y o ADREDFE

s ATE LA RO 20 THEh), TXLv ), TR
- XEEORM & & bICERE{L

5.2.
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5.3.  thEmofilEk ST TBXDR 2 R

- TEA M) vs. TEDAMI, TEETM) vs. TELSML (BWS5H, R #3256

- StATH ORERIEN DA F AR GHlix R TAWRE)

- SRATEIE, SO b~ E ED A Y V R e~ VFE—F VIR (V= A TF ¥ —,
#fE, Ta YT 4= L)

s A RD TREAL R LIATERED NBRR Y VA ) WARAZ R - XT LY ZANER
S TATEXFENEM (OFXo LTk, @B, #MiEh, SRoB&ie o M) L LTEH)
CFITEDAZ L ANTS, BEOHRLELTO EEAZ R b L2, HA FORZ AT
iR ST, BATOFEO HEREAZ 2| HAAI%

c AFVRAEHONRE =R [BHHEO 7 L—A) KL, RT7F—<wAEELTHA K-
WRITER SN 7 a— il & LTaaik

* AY 2 ADL RGN L R I > TRA S ke (Figure 1)

The frame of tourism

Subject 1’s chronotopic trajectory

< aligns »

Subject 2’'s chronotopic trajectory

Figure 1. The Multiplex Stancetaking and Its Trajectories
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6. Wi
1) Urry and Larsen (2011) O#AZTFH LT, A ¥ v AOBEZ B moO X560 7 — 2 12
Lot LR, dHasic X A MEAIE 7 o & A3t ki = o7 7 A MR U< Z & 2R
PIRB AR NTAT TN FEARGZ VADBEANA N = AL EETMUELIZ D THSD
KBEOMEETIZ, kv B
>AL AT, BROMBICFERICKHA Sh, ZHROTHS LiC, 2077 2 O - 22[0iE
MBI TRAIL, HRWRREZ LT LB H0E
2) BXDEREL] 1T, A FTRTOF—T AT LTHY R M EKRA MR
DRNFET—FNWRAZ P AR L Y | 2 EH 7 AilifE 2 Al
PALUADMEBIT 74 > A b GRE) (1T, ORISR - XL - BRI LA C 278,
AR, Y O LV RETIh, ZOEEZELT, YA HRAMUGR [Fa—
AAR] & LTHAB I TV Z E 2R

7. SROBE

- BEFWMOR S o ZAOBBRN S ICEMEICR D — AT, T _&h, i, 7r—

TYT =D LB EPEROGEIE., AZ L RFTEDLH KRN - FShDH
*BHFRT. LV EERRSFEN AR SUEME ROMER S 250, £ iRT &, Fl2E,

RAMETARNDELLEPREFEDRA T 47 « AL—A—0OYE, SEIZLLHBKRIIAY
ZERE R DM

(2% k]

Du Bois, John W. 2007. The stance triangle. In Robert Englebretson (ed.), Stancetaking in
discourse. Subjectivity, evaluation, interaction. Amsterdam: John Benjamins, pp. 139-
182.

Maoz, Darya. 2006. The mutual gaze. Annals of Tourism Research 33: 221-239.

Takanashi, Hiroko. 2018. Stance. In Jan-Ola Ostman and Jef Verschueren (eds.), Handbook
of pragmatics: 21st annual installment. Amsterdam: John Benjamins, pp. 173-199.

Urry, John and Jonas Larsen. 2011. The tourist gaze 3.0 (3rd edition). London: Sage.

T=Y, Varia—FRAF—Ar (MALEMR) 2014, [EIOEFLIL (FEWIGIRJ .
EBOR SRR
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The 37th Conference of the English Linguistic Society of Japan, November 9-10. 2019

_ERIC K DR - AR - ZREAIIRAF AR LA T A n ¥ —
(Bilingual socialization: Constituting emerging and multiplex stances and invoking

presupposed systems of sociocultural value )

1 H 4 1-(IWATA Yuko)
[ B AL 0K (International Christian University)

1. IL®IZ

Du Bois (2007)? Stance Triangle ®E 7 /L&, tHAITADOBE5H L ORI THEE%
L CTAMIZEITENDHEITA L LTO stance & W I BANDLFREIC L D21ki
OWTHELET 5, FEUMELHEFEAL Y P HAFEEE (A XU AADOR, BRADOR,
SO E 3KDOET) DY BREOZFHEIIBWNWT, HF & THLHAXY AANDORHE
B, A74e¥— Bl REO~F—, KENOXBLBBROKE, =¥ — A7
FoX—, BERERR. 7 AU DEE - A XY AUFEICHT HEM) % stance object &
D ETHHEMBEMNTRAZ AKPEZ L, OB EETHLFOERADEE HIFE L
£ 9 IZ# @ stance object IZXxF L A HH (LS, RA¥ 2 AKW A2 HET % Stance
Triangle ®E 7 )V THOHT 5

2. T—HoHr

01 Father: You are old enough, Marie. Don’t [Unclear]. You eat too much candy and you

02 don’t brush your teeth enough.
03 Marie: But I think that I do it.
[Unclear]

04 Father: How many times a day should you brush your teeth?
05 Marie: 100 or 1000.

06 Mother: What?

07 Father: How many? Twice.

08 Marie: Twice?

(&5 1]

01 Father: Sit down and eat your curry, Mark. We are just putting it. Do you like curry? Sit

02 down. You like mummy’s curry, don’t you? You like mummy’s curry, don’t
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03
[Unclear]

04 Father:

05
[Unclear]

06 Father:

07 Mark:

08 Father:

09 Mark:

10 Father:

11 Mark:

12 Father:

13 Marie:

14 Father:

15 Marie:

(&35 1]

01 Father:

02 Marie:

03 Father:

[Unclear]

you?

Sit down Marie, will you? And you must eat your curry. Why don’t you eat your

curry? You won’t eat the curry. Try some of it.

Sit down Mark.
No.
Sit down.
No.
Sit down.
No.
Don’t stand there, sit down.
I want to do...
Okay, oohh, oohh, chuk, chuk, oohh, oohh, chuk, chuk...

You could do that to me.

Come here.
No. Mammawa, mammawa...

[Unclear] mouse. Sit down.

04 Mother: It’s your fault.

[Unclear]

05 Father:

[Unclear]

06 Father:

[Unclear]

07 Father:

08
09

You’re silly, aren’t you? You’re silly. Now, sit down. Sit down. Sit down.
Silly, it’s your fault. Your fault.
You’ll live for sure. You’re silly. Well, you mustn’t lean back on your chair, must

you? That’s silly, isn’t it? Isn’t it? See what happened to you. Now, be quiet. You’ll

live, stop grieving. Your fault, yeah. Oh, look at that, good one, good one.

10 Mother: You also feel better.

11 Father:

12

Oh, isn’t that good? Can you feel it? Can you feel it? I’ll show you. Put your hand

here. Put your hand here. Do you feel that? It’s big, isn’t it?
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13 Marie:
14 Father:
15
16 Marie:
17 Father:
18
19
20

21 Marie:

[ 5]
01 Father:
02 Mark:
03 Father:
[Inaudible]
04 Mark:
[Inaudible]
05 Father:
[Inaudible]
06 Father:
07
[Inaudible]
08 Father:
09 Mark:
10 Marie:
11 Father:

12 Mother:
13 Father:
14 Mother:
15 Father:
16 Mother:
17 Father:

No.

You don’t? You think you’ll live or should we get an ambulance. Should we get
an ambulance and take you to the hospital?

No.

Do you want to go to the hospital? Do you? No? Okay. So, when you sit down,
don’t go like that because suddenly, you’re going, oooohhhh. How much money
have you got? You can buy a drink with that. You can buy head wrap [ph]. Do
you know that?

Ow.

We're doing this and then we are going to go and have a bath.
Daddy, can [ take that from your room?

No, that’s mine.

Wait I'll get it. Wait I'll get it. How?

Shush, it’s late so we’re going to go to have a bath and then you have to get to bed.

Making money, and that’s made the first time in a week. Mark patched it well, so that

sounds very lively.

Okay, come kids.
You must get a big, big car ever.
And you’re going to...
Marie, Mark come to daddy, bring those cars down in here. Bring the cars down
in here Marie. Come on Mark, come Marie.
Where’s mine? Did you find mine too?
Your what?
Father’s name.
No, it’s just that one.
Okay.
What could be the cause of that?
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[Inaudible]

18 Father: Bring it upstairs, come on. Look at the car here.

19 Mark: ~ Mama.

20 Father: Marie, come on, go on to have a bath, go on. Mark, come here.
[Inaudible]

21 Father: Because when he first met her, he was ready to go [Multiple Speakers] not very

22 intelligent so she started trying it and that was so long, then I rang up. Yeah, but he
23 was right because it’s very short...

GRLEY

[[naudible]

24 Father: Have a race, ready, steady, go.

25 Marie:  Wait we need to — wait mom.

[Inaudible]

[

26 Father: Ready, steady, go.
[ ).

27 Marie: I win again [Inaudible], ready, steady, go.

[Inaudible]

28 Father: Mark won. Go again.

[Inaudible]

29 Mark: We want to race again, Marie. Where are you, Marie?

[Inaudible]

30 Father: Now you’ve got to be careful Marie, careful, you all right there, oh don’t be a baby.

31 Why she’s crying, I don’t cry.

32 Mother: TIdon’tcry. <

33 Father: I don’t cry when I had a car crash. I didn’t cry when I have my car crash.
[Inaudible]

34 Father: Okay, you two say good night to this nice lady and get back to mummy.

[Inaudible]

35 Father:  Say good night. Mark.

36 Marie: Not again.

[Foreign Language]

37 Father: Mark, come here. [Multiple Speakers] Now say good night to mummy, say good
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38 night to [Inaudible] Marie, Marie, say good night.

39 Marie: Good night.
40 Father: Okay, now off to bed.

3. #¥byic

HIGENA U U HNAVFREO I RGEOLDFECB VT, F 3B THHA XU AADORBL
M, ATARX— (fl, RFEO~FT—, RERNORXBEHBROBE, = F— AT
Ao X—, BEREW, 7 A Y BUEE - A4 XU REFEICKHT S EE) % stance object & %
D ZETCHHEZMEMT, A AKRAZ L, thOBHEETHLHFRLHARAANOREB S
U & 5 2% O stance object (=%t L A B & Z(LiEST, AF L AKRWAEZTLHH) &%
Stance Triangle DE T /WA HEWSHT Lz, WFE OB TR Y o ARKP LN EY K
N, ZOToEARERICHLEAERD Z L ZEBHR(LTH S, Stance triangle (T2
BOA BT a il loTELR, AIMRLOTH S,
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NBEER VR T L (EBRFRER L O

CEFRFREZEESRASD
—ZEEDRBHARDEL LAHE—
(How Languages Construe Reality:

The Fun of Contrastive Language Studies)

G- B (BT

o Fill WA W (EZEEFERT)
B GERRE)
] AMAT: (2 B K)
B (AR

'z &, ThzEds Aoz 250, ThifEbh TWa e - #H20H Y X
DEMT ] LWV ZEBHELIMLEORTWS, ZL T, ZOE XX, ALREM
DHR BT, LEFERLHEFOWTITREMESR EOFMICBE VT, TAR &I
(A7) ZWETABROEERBELR>TND, & ZAD, RFELTCEFBFPLOY
B=rUERELRARERICBW T . §@EOaIa=s—va V=1L LTo
EHEOR BB ENDHFE Y | WGEELUHNOHAEGE B AN RGEETHH HAFETS
ZHBEINZEWICH D, Lod, ZORMITFMONTHS REKEE LFEE
LTWDEWIOBRESDOBRIRTH D,

IOXORBRICELR, SERFELLUL. TABMOZ 25 - fk - the % m
LHT8i) & LTOEEEWVIRAICLHEREY , ZOBAOBEMEZ D THRIZ
FFTERELTWSBLERDHD, KU RYTAMIZOBMIZE L, AARGEESME
EE BT 2RO L LAS LRESE, B At - A - BAZBFIC L
. AA4DOBANZALLFTESTHH I LD TH D, BINE L OFmbIHE LT, 5l
DOIFELEHEROMGIZER T2 Z & T, S0 MaEtt & ZEREICBVE Y 5
HARERLBBAICRDZE2HMHT S,
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BEBEROSFHEL  ERWEICISKFEL AAFEL OXR

(Motion Event Descriptions: A Contrastive Experimental Study of English and Japanese)

AR i (MATSUMOTO Yo)
[EZEFEMFZERT (NINJAL)

BEIERDEFEL

© B IRIEEROMING S 5.
CENELRTOIE, EDEIICHLEAARLTED)
SIZIEIT L, BT 2 Db
—> s & B G0 & MDD S,
QO TILIERBREEIRAZ S,
CHAM EESZME LTIRD 5, 0o, il
F=2icbikihg.

HEFEDORER SREDIAT (FEE)

My friend ran up the stairs (flowardme). O HME I (CEUEE) TETISE, 2R
FOEDPEE 28 Ehso 72 BT STk FTLT DI (Matsumoto 2003, 2017; of. Talmy
. : 1991, 2000)
o) Bl o il : LA, 75 A
W D ¥ I B HOWE o ZHPI R, FA v B
IR (W 3) F i T @i DLk ol < BRIE, CORTEIS, iRT B EBL0,WiLZEITRL
3 : N o
it CLosf~y i o (b 555 I (Slobis 1996, i 2017, HIE).
o FRAESTUUL, {3l ¢ S, FA vl
WRHE (25 s~y il oward me  |(T)lhae TS o WURPESIHIE 538« LA

NINJAL(-Kobe) Project on Motion Event Egjﬁg‘% . }Eg% - B
Descriptions across Languages (MEDAL) ) .
<5 T HASH (53 S BRA) A B, € HATS (P A
il NS, MR IR RS, Seali (B, YU, BA) AL BLC O FA il (FGKS5EAD) A
CEFAIREIHE WOETFA2 ) v TR HETHE 22BN A 6 el sy
Cimakes R
e i " ; p—— Ehea RI—=T 4 (HBAAFY) A ny —at (LI A B, C
kgﬂl}m f;:r_w)ma;\ ki, IR0 LU 5 T IVBEOED) A R L2l @A) ©
Eointiis W GG, %) A, B 20—l (1) A, B
< JUIB : PURTERBLOG IO N 1T Z Al @akGRT ) A, C A FFS 7 (LK) ©
<JUARC © SRR RGO KB M Z ’;g: f“(’g w‘) . e ;’5_’?""',-‘ (“'J'lf;: it "
A 7=l SH—2ili (M) A, C
< (BRI AT 7 v & = 7 (2010-2013) \ 3 p _ y
SHAELN G (LIRS, 20152018) AAE IR R SN
GRS 7022 2 b (20179 . PRAZ (1F) A :
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L REBLERMDIEEHEE (£ERA) RRAE(SRIND) x FEE(3RINT) x 2P (3R

FEfE - WALK/RUN/SKIP

2% BT #R:AISEELTRET 3
HAZE (N=22; B : 58, Tl. 1K)
TO > @
NEUTRM ABOBMEERE EREORHLBRE
INTO — B =
TWRD s“ AWAY L -
FROM S ) -
w A |||v»=;
( x ) walk  run Twrd S Awyfrm S Neutral
) 10

T T T T T [T
AAEORH RECHIBERE

SRR %EE (N=23; 184 : WKE, WA, H5)
° Rtz [hi>Tiink. ABORMEERE EREOREOERE
CRRIEAD , | KDL D LER R, Rz iz

MUTHRLRG I EHE, BRIE,{Rokds =
0 G S M A i, RUN/SKIP>WALK -
SUTAEAND G RIDED G, Gl IS B [

BB IS kT D,

im

walk Twd S A Neutral
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RERDFH

WALK/UP/NEUTRAL

®My friend walked up the stairs toward me.

QARIE R LEhGTRBIL . HITOME b BT HHE
¥ 3,

Q URHE 2 E B i3 4 CNiRGE . WS S0
BUsCiEd x 0 GG LRy (31 D s’
v, (e — Ry lgim)

@ Twrd-S > AwyFrm S > Neutral

13

2w TSED
FEEDE (KRER)

= Marner

1209 78O0
FHEEEY (ERE)

04 4

. ERMEDOSE (BEER)

QO WHETE ED K R IRIER) ¢ 7 <
R %2 5 Db ?
@ Wi - HAGESESEIRR ED L HIC THS ) Hik
M1 <5 HiZflivsirid 2 D,
9 GEEDN) LSS % #A (a8t
&) cf. Matsumoto, Akita & Takahashi (2017)9
Gl (A7) wisk)

16

|

VEERBAREBERDZ—DOBRBFRE.
RRMEIE, EHFICEVIREE BERSEW,

iF

I{RFA S E R EBNEE (3558 18 1 MA) N=14

60% 80% 100%
~ ThBbA L] | A |
¢ 23 . I I I Bcome
£B8%  oug [ [
@E I i i 1 Og
Ko~ § T I EN |
g oo~ I R
2o !
(s T
cex -z T =TT :
krF - -
= sse~ ET 10 ]
HESEIDOHNA T The dog ran out of its cage.
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AIRAREE R (BAHE  BY : i%) N=16
Oju )EP- A0 50N 80A 1008
g7 o~ I - Lz
éés e 4 4| 12 |
ER ‘ ' afK
HHo~ 9 [ | W ]
o oo~ I ] ° LD
57 { I EEL
é%fé +
o { |
€7 son | T [ 5]
HELWMONN: RPZ =L M6 MTHET, WSk,
19

EREEE RS B
QT LS ¢ R BEERZ WE S TTIERILT
v % ZERik
@HIVE I T A MY (subjective) 7 ik

—® OO0

s s

MR DB M IEERFURD 2528
(B&ER) (BHPER)

a6

ErUER

BEER

EREEE D, B R

i i ; : ® come
Egm : { ] o - @ go
| | E/_\
naRm = e °=C
| | | |

QR IE E A L,
QIEIEDUZ LA E IR 1
BIER | My friend walked across the plaza toward the

table.
FAUEM | He walked toward the table,

EREE k2, M (BAE)

spy:s T ] o<

OERH
FmL

Q iMLTEHEIEA~OBET "HS BRI ENhD,

BHIE  BOANT—INIEEI > THEWNTH ol
B RRNT —AIICEN > TEWTELE.

23

CEHMNITARHD
(N T %=ZFER
% NNy I EFIC
R3) x3 AR

CENITALL
(ZEWEDEE
L) x3Am@

24
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BROBNY L EREE (RH)

m 44.4% 55.5%

(8) (10)
15.6% 84.4%
RS
(10) (54) &

P 08 by Chessquare test

Q BERBEE. BNBATAICEDNSZENE
<. BME LR T IFEIREFFL D@L,
My friend went to get his bag from a woman.

BROXED

® [HEAOBINE TS KoMIIEI0.
U HAGTE L3 Thlong,

® [HAGTE, HkiESEtR~oBIE Tk, 5o
fEAIEANEV . DERTIRIE & A LM,

@ FUREhEE GRADD Tl (EawHhD
B4, % Duibkid ol MR 47 e & i 3,
ZREDUHDEE L, T k> TV H 5,

O ST, Rl Ho iz 185 B 0%
b,

26

T ——
. BEORIBMNE (CEER)

CHAEHE D RBUIIB IR 5 & ShTE T,
LipL. ZONMHUSEEO MU K-> TR,

s RERIXRERE 2 Lo 7.
- Susan walked up the stairs.

* KETBRISESTTT2 .
= Kathie ran to the station.

SCHER « ZR DLt % M

22

JikiR
e -l
FROM (AT)
FROM IN/
TO OUT
R » ]
TOWARD
TO IN

N

IR IR
e +
ALONG  PAST _  1ROUGH
viANEAR) RO acRoss
AROUND .

FINEE DR

/ /E\I 10 | '\ [_wro ]\[unx]
FRun !

\ (ﬁf |:":lva-|m| Wm RS
mﬁ\@ S J

BEATMERT
EKRENPTL

FHET
RETNOT W »
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cip 03 l IS"F:fﬁmt:‘mun..c;D Ex%@ﬁ% (N=15; }E% ; :5}5)2)

Cick Next 10 90 10 018 Next Dage.
<ALONG

eHRDOADNDZ BT 1,
+ Whaelic X % #EREHTAZ I RE
< 95.4% Tl TONE ( T2iE%Z) THivek: ZE)
“TOWARD
OYD AT =T Ny > Tl o TH » 7=,
“AROUND
OADR D %Z MoTVS
= 100% THEATORTEAD ( TRb %))
< A3.3% T E THE (DD &N 2,

Next

I Previous
I Again

Oetmias Mant:

= 8 < oo

aiﬁa (N=15; 834 : FHX) e
SNAMOfED haRa

o —— ST 5 RATIOT B A, G blom

— = WA ), 20Tk TR E Z ETEOMINERNT S

=] DAY B, 11 G & ERIEZ QT 5%,

DU MI : EDREDS EDNURI A1 Z XL T 0
LT lﬂ [ . EOREE T TEMLPT UL, KRB
BRI NDE SISk,
T ot Ty P T .4 QXN BB, WURYE~ND T2 EZ £ T b, Elic
- — - — X BEEA AN £ Z T IINT B, S EHIRIZiEB
GAY YTl 77V Rl AR ae Pl WURE L,
LTHIBO M - .
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#ELFORFHLIIEECLE SRS ND A
—HAFHE L PEBEOSHE—

(How the Speaker’s Feelings Are Reflected in Language:
The Cases of Japanese and Chinese)

# L 8 (INOUE Masaru)
BEE K (Reitaku University)

1. TXIBHER S TIE) ORIE

- EBIS BT, SEEMFOSHENTFROME (ZOFENTFRICLVTEDLI L)
DWTEMR ST R END,

X T, ZRICMA T THAFHECTES I LAMOFTHETTELMN? TERVET
NIEEZFNZRED? ), [HESTHETHERIEPMMOZTETYLENL? FELTREZIX
BREMN?2] LW Z ELBEICAR S,

2. BIRAFCIARGEHLORM (L 2019Db)

c HAETIE (—EOFMEMAT) [FELERDTERTLIWE ZAT, PEGETIZFER
FBE (FICRIE) ICKDRFHLORMNPLBERI ENBE,

(1) (BREOP, KETHEHEFZLT TWINMIC LA %ZE D)
a. BV, SEELZL! Shz, 50?2 (GRFZLEE-TLZ0?)
b. #7E JL=gh T2
& {alikF 2k
c. BE W JLAE T2
4 b9 A 24k
(B :PIEZ HhrIoLFELF¥AF ! Vol. 1-2,
http://www.ritsumei.ac.jp/confucius/column/previous_backnumber1/#vol.1)

(2) (TAKDEAL IV TEERIZEL TS LWHIRELT)

#WwOoA=H T, 8 A (# dou : T, Fo00)
Lo 120¥ Bl £ € #5

(L) 128Dz, ZRATEEELRVAL,) (/IR A SESLES 3 hlt: 384)
(3) a. T () 2087° %, T (EL) BuL,
b. fit 4 =%, 4% & K K.

i L HR< 2008 WilE  EE 4EDL Rv

(4) CEBOER, SIZAFENRWRT VRO ARTHT L L ERL)
a. S HIXART (L5) Ehi-.
b. AKX 1 AU g HE B T,
AR T AR b EH BN Ef
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5) TADETETDEETEIVD ZED] THOWTiHkR=H ET)
a. AFEEIZ (&) 50510 RDFE, cht (FXR) £FELDTE,
b. AW B & X, X OB R AR (F24 1994:222)
G FE&R T T3 Th EXIC E AR

(6) (L5 F &) TATRLTT,
b KF R ® O T

he B £hiEb) F3LZ BOLE

(7 (EffH»S TBEFICEETDIEIC, BoZ Wbz iz L Ebh)
a. 1FV», (L) K[EDTET,
b. #F, R —% " (B9l [RBE% BE < TPEGE] NHK HiRR)
AL B oF EETS
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O THIFFIC X255 bORE] OFR

S F L OXHEER L MBELRRVEERIISE], NIELTHLARSINE] L ikE
Hix, BARETITEAIRRICE Y (072 oRE) RIHTX 58, PEGETIIREOT
DLE,
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- PEGETIX, fRE [—oOMNS LFE] & LTHRRGEL HEEPO—%EHK) L LT
B2 56 L2 FROICKNT 28BN’ DD (ERPLESICHEEZRT2IC3E0Z L%
St 5 2 AR, AAGETIZZEDLERR,

(8) a. Aﬁ(gm)’@fkiﬁ‘\:%o*ﬁiflg b. ’%\E”iAER(pgm—c’ (% 9) mﬂf:c

RIE A e ERET . A FAE A U ey B8 JRAT T
AER H
- BER  AER  CH -
Tz } } } >

1 1
(B3 (7€)

« AAGEIX TIRSERY ) o3k, SEEFRIT 18] THY, 1 SOFEER/MNIZEEKEZHE
W, fix OBEWEEHD D,

- PEEEE (HAM) oxXik, SHEBERIE B TbY, 2o00FHEEIBEHLT1 >0
BW%ERT. (3 1 2013)

9) a. @EE () lce—h (1K) H5.
b. VKFEE A M WE. (EH+HP=%2ER, BRrfg=€ /)
M- H%5 1A E—)u

(10) a. ZORIEFRKEW (=—ELLOKREEHY),
b, XiE m R K.
D ¥ ETH KEFabY
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3. BREFICLAKELOFRH (G+E 2019b)

s HARFETIE, HWISHLEED, BEE (74 7—) FEHWEIEINARYE (HETRY)
WNOZFECD (K- BHE1997) &2 AT, FEGETIZFOLENRRNT EBEL,

TZ (RS — Ty GelEHEl) 1 — TRIZH) (A -+ k1 1997)
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Ea A

B OAhHT X BuL W2

et H/E I 4 1< iES R
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4 FEUN AR
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- TAH !
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B2 BA— LSBT .
B, FALE, TIKB-THH,
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ZoT, (RFEL=EY)
“«— EWATLEbA. (18)
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(17) (WROBMIZHR VB TREFEL, TEBRUTIDA] EWVWIXEFDLT)
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“EELFEIX TPTHATIELW/ P THAITEWARWN] LE-TWEHR, BEIZ TPTHS)
MEIMITLMERY, EWIEA, BAETIE TPh), PEEETIE “PIE”,

(18)
FELEOREDL BLF AR A ARE H
I Pf)‘k"a?ﬁ‘ ) Pu.___b()
St T B BEIZEST —.
& B A )
i
PLIELSD PIE?
= f RAEZPEE | P332
M S h 3 PLh©?

PEEOSES, ELTORMIZDN [LOBRFE2RDDH] KL RZ0ICR L, AXRED
Ha, MEFORBEZRGEON CHELRTIER G20, OKFF « 21l 1997)

(19) (MExFHELEY-0ERT)
a. B, BxUYVELR GOV ELEL), LTHEEVWET L, [#eR]
b. , & 3 Kk T, H FA. [ER
b bk B 8 KK KD shoE

(20) (THEDOXF =DV HDBFTIZ VT E, FTicBEW-=0?2] LEI T, TF507%
W, KEZXTI LWHIRELT)
a. MbhwbX, BMREGAREPEEZANRTZATLYEY 2 [#RX]
b. & E4 Hia? HER =% & 08 FY. [ERsd
e AY HoTWE MR 7 hAE EH5 o W RN

c ARGEORBUT, ST HHEBERRLY LME F~OBE NTRROERIIRY 55,

@) (TZHLEEPREVD/THITREE] LWHIREEHLT)

a. M LAWVWT, BHRETZTLHWVERAN?

b. MBLARWVWT, FMRETZTLHoLLES?

c. ANE A, R X Bkl BF g,
HIE M A-HEE TCIC TC MR broLtRB E
(MR L2V T, BLIHBRIZITo TR THHWREWVEK,)

d. #R BOER R EE HF, E4RE? (3K 2000)
biat- (i< Fibi Bhs Kl brorRB ¢H
FRBRIZIT- TR THLHIDIEEHI 2 (¥HEH?)) (BERKRD)

(3 I 2018)
(22) Mo EIC1{EE>TWAEFEIELT [EH5F) L0 HKFFHT)
a. Zh, BXTWwWE, FFF : EEMICIZED)
b. XA T . (#) A#fk  mELL iz &4, (GFAN)

Ih bl BRTLES @0 bisls TV E=% Zh
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(23) a BrolRHEHEAN? GEME) / HrotWHELELS, (FAE)
b. M AKE —F B. (brodkZnrELLI.) GFE)
Bkb thir HL kD

(24) AAZED 7 + —< VARG IC IV TIE, SR & o [ - Eas] »—%
2\, AR ZBUTE EOSE LA TR SN, oM SRR L AR X v K
W, FZBOEHER —FROOIIBREOHATEN, 20%BEICLE EFEoT5D, (1)
PEGED 7 A —< A RERBHICBWTIE, BEOBALS, FXERN—FL L,
Bz BlRIOS A, FxBMOMBRIL 55.2%CEL, ¥HE2Bx5, () SEMAIT%
LETHERINEDR, TOHBRRIIAARFBEO T +—~ L2 HRGmIC D KW,

(°F 2013:57)

+ (24) (% TAAGERRE WP EREFEE LV XD RRBUEANVD ] L) L0k, TARFEOR
BUIAMIST 2 PEGBERB LY GH & FA~OME NI AMORIICRY 25 ) T L,

(25) a. (TE2LXHM) LBWARNLAEFID)
EOL XM, bomAIM. SN BRAR % [a] % W2
et =TV OEET RS MmN
b. (Fd2H Y TWBEELENRMEFEID
Sh, WA, SN EBlX OB
VIR ST TR
c. (MEFLMDEHOLVTVDIFTIEEEY)
b, WAHD, /WA BE B,

2 SR

i EFRE - TR GRE) (2009) THAR N AFEL2EZ H-0I—BMSHBYEE2S5E 2T O L#5E

I (2013) TR T - TV B D0 —A F S5 E TR —] m&*gﬂ‘

JEEfE(2016a) [ HAGE & PIEGEOEASERISL & MR o) [ HAEGEHRED 70 7 4 71, pp. 225-
242, < ALBHKR

JE BB (2016b) TTEE LFAFM - & B & URBA—A A L PlEEOSE—] [THAE/ BAREEE
WFZel 7, pp. 5-20, = =k

FE EEE(2018) [TREA A 130 A5k 4 (2000) iR O fiRet—) [S56& X 16, pp. 85-96, FEIEK
SRR S EHE R

JEEEE2019a) T2 a=k—a b OxBIFRICEITS TREOER) OfEY) [z Ia=4/—a
VYD 16, pp.55-T1, fEMT I a=b—a VER

JEEB5(20190) TT&EEHO S OB R [ & 00 - 84D, pp. 569-591, O UEE

£i4(2013) TARNE PEADORFZEEHA—R T A hx ZAOBRNE—] 5B

AT SR - AR EES (1997) TR & TARFMALE & SO [ RAGE & P EZEO X B SCE], pp. 235-275,
<A LIBHIR

Tn—F« T4 (1998) [ ARG CEL) < 2 UBHER (R FEHR 2001 [ A AEMEEHL] < 5
LEHIR)

AT S (1994) [epIEs RG] KIStHMS

N - LsEEES (1997) THARG I OXEHCE T 28— A 2O LX) LiEfh : mEEh iR o
AH—) [leirtastik] 3, pp. 89-99, JUINAERAERE LRSS LFZe R}

kP (2000) TiEM 530 (DUES22]) 2000 455 3 8, pp. 50-56
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FA4 vEOUER L BARFEORBIFAEMHE-7 [RE] & HE] oFR
— ZOFEH LB —

(Marking “Surprise” and *“Soliloquy™ with German Modal Particles and Japanese Sentence-Final Particles:
Their Commonalities and Differences)

il A i (OKAMOTO Junji)
FEBEKY (Gakushuin University)

1. ¢
1.1 BiY
x| L [HhA ) RBE, FRIC P A4 ViEO.LOEG (modal particles: MP) & HAGE D#&BhEA (sentence-
final particles: SFP) I<iEH L THBONIET 2 2 LT, Zodbiitk L& w2 R,
1.2 BRI 351 3 B
THEE ) I ERSEEIC VLT I AR TFE GRS, WEER, B, W3 7uy 71 —%)
TRINZ 0, HHOL NV OBFEERENICINET 248035 5,
STHRE ] 3, SRR TR INGHRL S L PRI, 2 X bPRMIcRH T hT
WZRWIEADERL 2T HIER SR,
1.3
(1L1) al TAKRLIBLZDRPIDTE...
(12) al /F4A4A44v vV
(13) al ¥Twiks
b. E: WOW.
c. G: Boah! Ist das riesig!
(14) al/=xF+ v/
[ 5. AFEEZIERE, 202 o —{Fili2008) [ho 7' v 2] #iR hittp77. (58 36 &t
ST 2R TIIR & A~ oD DBEZA) | E: MangaOwl - Kodoku no Gourmet (A Solitary Gourmet)
URL: https://mangaowl.com/reader/2804/541918#2 | G: Kusumi, Masayuki and Jiro Taniguchi (2014) Der

Gourmet: von der Kunst allein zu geniefien, (translated by John Schmitt-Weigand) Hamburg: Carlsen, p.85. |
1.4 FBEOEE

LOREE] GEED/INEE : modal particles) — 1. sBPZ L% L7 (JERERAVEFED 2. X772V b %
Hbz v Hidhd ) GEFRVFHED 3. WZEDL LWL ARHEOHAG T S Z L CT& 5 HEaiIFeED
4. iicElbh s BIs S D) GREEFIFHED 5. FEIERZ Ri-ev GEIRGRIFIED 6. A& 0l
IiARIRS O S 5 GERYZAL) 7. &L F - M & F & 0Pt > GERIGIEED
Miiller (2014:9-20)  cf. Arndt (1960), Krivonosov (1963), Weydt (1969). [fil4< (2013)

BRI = aber, auch, blop, denn, doch, eben, etwa, halt, ja, mal, man (YWIRIY) | nicht, nur, schon, vielleicht,
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wohl.  Zifonun et al. (1997: 1209) ICZ W S =Huliyzd @
WBIE — [HeBhan CORBE, SCRaED 13, 330KIco %, M FIc3 28 & 2 FREERHIC B
2L FOSRFR bW 2 RT XY T4 RBICH D, BLE Flink HEGE UEEFIKZ W,
[..]) OF L6 THAGEGESM] (2016: 265)
% | surprise)=> [#< | — [FHLADP -7 itHE->TLOVFREELKS, Vs h T3,
TAAGEERARFIL] o [T3EAME) (mirativity) — [ )EMEZGHLEIC &9 25085 & . GHIMEICE D,
FRAZ U 72 SCEMRG & 5 537350 2 D03 5, ) w5k - HE - PR (2015: 118)
M$A] (soliloquy) — [DFEFIT, HFEALIK—ATEYIREZEI L, £/, 20€ D3,
/0=, QULHYTLETICT L, T/, VDEY T, | THGEREFH) = DL — H
CHFBOERVLDIL, DEYVTHDEFIZ &, Iz, 2D LT, MeE [IASTERERL)
=2 “Soliloquy is the utterance of one’s own thoughts without addressing another individual.” “*Soliloquy can
be defined in three ways: situationally, intentionally, or formally.” Hasegawa (2010: 2, 29)
2. [E%] [:-0]
2.1 BR
(X 13, a) PRELCuAro72C LIiciT 2 EYI) KIGTH Y. b) SFEMICHIFSTEMICD
KHIND B, o) SGEHEE L 72> TV 2 2 EdIFEGwms NP D,
HEs s 1L [#Z | £8IME (unexpectedness) (BAMERST LD [#X] #&E Lkv,)
2. JRISSL (exclamative) 1X, 4T L [#Z | 2K THIFTlrARWV,
cf. “A type of structure used to exclaim surprise, delight, annoyance etc. ...” Radford (1997: 506)
3. BEE, (B DFET) FRCL BRI, Mz LG B*Jkﬂﬂﬁﬁ'c 17V,
 SGEFIRE & L C ok
DelLancey (1997) : FA-agEICEs 1) 2 MRS K3 mis(cf. (2)). ~T ik (Hare: 7 %5 R Aikih)
XK 6, AR T —AGE (Sunwar: F<Xv b - EA<iEiE) copula/baak-/, EERED KR -kun (cf.
-kwunin (3)). N6, R (inferential), MU (evidential) & WA T, PO L b Bf%
cf. DeLancey (2001), Lazard (1999)
(2b) (CiF 3 Y DFeA (fEds. (ol B2) 252 L 5D Tw:%, Slobin and Aksu (1982:187)
(2) a. Kemal gel-di
Kemal come-PAST
‘Kemal came.
b. Kemal gel-mig
Kemal come-MIRATIVE
’Kemal came.’ DeLancey (1997:37)
- GHEGE & HAGED
3L (2011:33) 1. [HAGEO#BIEIZ R THXE LTHRILT 528, WEREOKMEER XAV 3L
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LTHOZL .| &L, BT oflZZ w3,
() a Fid'bg-Tw2 {9/ &/},
b. ¥l7F Wgla o {*¢/ /A M /E} .
pi-ka nayli-ko iss{*@/-e,/-ei/-ney,/-kwun}.
[(ffi2s B2 —7 A7 b —#&#5] (M- Tw3,) X (2011:33)
22 FAVEOLREFAEME-7- [RE
TER : (a) DG ZfEDRC L HEXIIRE B(cf.(1.30))s
(b) MEE] 13 M35 . FEORIERE] &o%d 3,
- FAVEEICHT S BB 13, R4 7035 Y, HET 208D RE 2,
GE: AT, DEEFIZTRTAX Y v 2ke L, XT 7V F OB LBERLFEELT5,]
1. V2 IR aber; vielleicht, ja, aber (auch), doch
2.V SIS 2 aber vielleicht
3.w RSV, VL) ¢ (aber) auch, blop, nur; doch
4. dass &ML < (aber) auch, doch
(4) a. Der KAFfee ist ja heil.
the coffee  is MP hot
[Zoa—e—#nk, | BnERICEL)
b. Der KAFfee ist aber/vielleicht heiB.

the coffee  is MP/MP hot
[ZDa—t—FARATHROAL, | B OREICK )
(5) Hat DER aber/vielleicht gelacht | Zifonun et al. (1994: 642)
has the.man.DM MP laughed
[HDRT E s, | KoEAVICEL) [DM: demonstrative]
(6) Was sind wir doch/aber auch/blofi/mur fir blode Kerle! Thurmair (2013:638)

what are we = MP/MP/MP/MP for stupid fellows
(¥ o072 BRATHEE DA RAE] (NHBREIEL 2R N5)
(7) DaB die aber auch immer nur TURNschuhe anzieht | Zifonun et al. (1994: 673)
that she. DM MP  always only sneakers put-on
Mz 272K VoDbR==—Fob VBOTAEDL | FRICELL=>END)
V2 D ja 13 TH59 (BT %) B aber & vielleicht 13 TREEE (%K) B L SbhhTw
% (Zifonun etal. 1997: 672). cf. Weydt et al. (1983: 15)
VIR & w KBS FREE O R & 3 ICBE T 225, dass R I3 LI B S 5 K,
CDEEF OB, BHIEZOLN TV X AT v arrTidhl, XEA4ATEXT 2V F 2%
PECBAfR L Tuvr 5, Scholz (1991), Thurmair (2013), Okamoto (forthcoming)
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“(8) D aber 1%, V2 £ 4 7D T, B TIE (a) WlEOBHRGFITRIC Ao 72 b DA, (b) LR
DPIEBIDD 7RV, Zifonun et al (1997: 1207) 2578 L 7= & 9 23Rk (9a), 9b) %572 5 & [XRIHDL
%, Okamoto (2017: 258-259) 75 Praat Z{fio =T CRFT LS5 ICLT 7€ v F N, A v b A— 3
YHET 5 (DEEF DAL, DulcXT 7+ v FtiEdR, CROA Y P A—vavdEb3).
(8) Du kannst aber laufen.
9a. A: [EI3RoTRFENToOVWDRR 2 HiHERETWITS 7
B: [ TIITI RV, Th, FUET L,
b. Ald. HOTLTHEL FTHWAT L EFEHLE, ZhEHVEB IARE I,
(e, BoTT oI K 2AE R, | (+HZ)
2.3 HAGEOMBEEME -7 X
by [Hx) 2RTHRERDE0H»?  [&E)] 2 [KREE] 2 [GkEE] 2
(10)a. Thw/z, b BEo, ThE | c o, EhoiEhks !
(Iha. LUED T, b LPH, VLD TT, ¢ VWeh, VLB TTRR.
(12)a. TOHFARFIEW! b TH, TOFARIEV! ¢ TH, TOFAIRI Tk !
(13)a. 2o, HDO/NRDFEMEL AL ?
b. 2o, HONRBFEHLIALST!? 7 (. )
(149)a. Z22s TAZE] b.*Z 22, ZALRED! ¢ Zro, ZAKRIIIE!
(15a £H, 2, b TH, ThZd!
3. Al
3.1 F4VEBoLEREE2ME -7 A
- HlEFICE X ZRDARVERC (BT = [FHEFERVAEVDIL, DEVTHDRFE D]
(& FIcEx ERDE ] oE (FE#, (HE o), THRARL, TEx))
(15)a. Wo habe ich hlof/mur  meine Schliissel? [HE LD, FOK] Weydtetal. (1983: 84)
where have | MP/MP  my  key
b. Wie kannst du mich mur  so lange warten lassen?  [FE#f|  Weydtetal. (1983: 86)

howcan youme MP solong wait let
¢. Wie hat er die Arbeit blofs/mur geschaffi? [z Helbig (1990: 103, 191)
how has he the work MP/MP done
ezl e EEGIET < ME (BhP 4L TLED)  cf laut denken (think aloud)
(16) Wer war das doch gleich?
who was that MP immediately [ HNIFHEFE 5722 F 72 ? |
- BERDUC R ) ERT VR WEERIDC o ME (RHELRKEFHOERY]) deliberative (FEFEHE)

(17) Ob ich wohl die  Priifung bestehe. Thurmair (1989: 143)
whether] MP the test  pass [ & DFAERICZ 2 D D72 d |
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32 BAEO KRBT -7 A

LLHAGETIER, BuREBLLZdo3, @F, RNERLMREhsoT, Zhiiicls
A 570, ZofthE & O ABREZE L -AMWEREM VLI LIk T, LA s_ERES
2y 7R3 ER S R, | BGE (2017:13)

- Y 51 AEHOYIET RAJI 2017:29) : AEEDOMBIE [ 75 - <2, BEEOBE (72255 () ).
REE [Hh - ~z )
(18)a. [i7Z, (EFEAE FARZIR) (WE « TEENTE) ] BEl (2017: 12)

b. It’s raining.

c. Es regnet.
(19)a. Ho. HE. b (KAKHED»-T) #i7 {/ k) e ME%. d B
(20) a. Oh, it's raining. b. Hey John, it’s raining. (i
c.Ach,esregnet. b. Hey Thomas, es regnet. c
- BEM : (18), (19a), (19¢) , (19d) D& 3] A ?
(18) underspecified : [+WiiE, +H{md, +EEME, +HZ2F] (WE———"11 or

[+IE, +iEEmTE, 6 & F]
(19a) [ [Ho| B0 T: [ME, +EHEMT~DIRELEAL, < & F]
(19¢) [7x] #H 20T [+, EEAPIKEME 2 R%, +H % F]
JRABEHITE | = Bil) s % Hfe GIBERRICKIH DI B 2 DR Z T, % HF Ttz HEICKH
BEYvEE, Y

(19d) (2] ZHzoT: [—-WiE, +EENE GELE) , —BxF]
4. ¥t
(] xS M) OEFECRIFEZ T TRINE DO TEAL,
[2] DREE D RINEA D 4 v b 2 — 3 oG & o % o,
[3] LREG KRG THIPE & T B MRk ORIRD & 7 - 78 & Ol %2 K308, Bl ik
Rizo7-BEH2ERT,
[4] CEEFZFES A XFPE DRI L X FoORIRICE & ICEI N T 525, HAGEDY;
HiZT4 740 T A TH Y, TG oPEazss Ly ThA] 2K3 b 0 Tiddk < aHLE
& DR ZFFO,
SEIR
Arndt, Walter (1960) “Modal Particles™ in Russian and German. In Hord 16, 323-336.
DeLancey, Scott (1997) The grammatical marking of unexpected information. In Linguistic Typology 1, 33-52.
DeLancey, Scott (2001) The mirative and evidentiality. In Journal of Pragmatics 33, 369-382.
Hasegawa, Yoko (2010) Soliloguy in Japanese and English. Amsterdam: John Benjamins.

RANZET 2017) [ZHEEFTACEBMY S0obr]  BEEsESE: - BHHERS - FOEE - 048 - &
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7 7 v AGBOEROMBHE - HfFrE & AATEORRR O BG4 - Frtk
(The Abstractness and Operablllty of French Words and the Concreteness and Referentiality of Japanese Words)

JESHE (. (WATANABE Jun-ya)
FHUKS: (University of Tokyo)

1. EZL&IC

+ T RAR 'C(i 17 iz Sl 48 (purisme) D H &, B 1L < fﬁ'«‘<‘:¥|J|33?<‘§h7”:‘—3ri§§7)§)\%§9’355<‘:
D DEDI, GEFEPKIBIZWD Lz, ZOFEIBRICLE->TRBY . 77 AR, RIS
Hex < vm:xuio EEWEDT TEIZTH D RF 0 TS (clarté) %:ulwr«i‘ékb@ﬁ
M Ho,

- BUEOEVIETHE 2T 1000 35, 2000 5. 3000 35... REOEOFEN, —fiyiaIia=r—v
a Y CHWHLNDE ﬁz'w{ﬁr/\“—%z‘/%& LRy (J)%IJ{.*% [H/8—3) L)) IZ2WT, &8
BTOREBEEZE LOER 011) I2XD L, 2ED K1 OL SRRy 7=

=& 1: EBEE DA (S 2011 :81 508K

ik Sl 77 Rl | AN il | PEEE | W H ARl
1000 #& | 80.5% | 83.5% 81.0 % 73.0 % 73.9% 60.5 %
20005 | 86.6% | 89.4% 86.6 % 82.2% 81.2% 70.0 %
300055 | 90.9% | 92.8% 89.5% 86.8 % 85.0 % 75.3 %
4000 % 922% | 94.7% 91.3% 89.7 % 87.5% F—FL
5000 &t 93.5% | 96.0 % 92.5% 91.7% 89.3 % 81.7%

2T REEE uu%%vﬁkb Lf_{‘bfﬁ& LT thé ’)0).1:10)’3'15*1&'&[2117)‘0‘7 72 9. g;ng (polyseme)
BEL Igole, 77 A5ED THMX) X, SRiciRER & ER—ALTHH LV 2D,

2. SMERIEETE
« F£9°. Cadiot et Nemo (1997) Oifi F1Zi - T, %l client [ZHOWTEZTHA LD,

(1) [EEEAMIRIC, Bia%c LTy 9] Clest un client plutdt facile. (Cadiot et Nemo 1997 : 27)
ELHNENI EL LTV [BESAL L

(2) [y H—DEREN, A== OF—LOMFHFIZE LTV D]
Le prochain client d'Auxerre en Champoinnat d'Europe sera d'une toute autre trempe. (ad loc.)
F—ay/NRET, 2E¥OA—E—10 [BESA (IRIICE B THET L,

(3) [EEEEEAPEIC, BMATCHWBFEEIZEL TV ]
Va falloir faire trés gaffe, le prochain client cofite la peau de fesses ! (ad loc.)
INEREDTRE R, DED TRESA) IZHOENLUTHIEEE DA,

s INHOHNZIHBILD client (X, 72 & ZIFRENREHTOME L VO L 54, ERdREZOLOD
B (Z4% Cadiot & Nemo 1% [PFERYFHE] (propriété intrinséque) & X5 IZX»THURT 52 &
IXTx2RV, T 2T cient (%, FoflizBWTE [FEE ) [23H-06200nbTHD,

< (1) OFITIE, TREH] LA, FlEPHREELH->TNDHEETHA I L, (2) TIEATE %
HoHoTHy A—%BHT 28%. 3) TISI-BLOBHETHAD, FNLEZAD, client iE, A
MTHAILELRWL, AV THHLEI X, (3) T, TR ESZEHED client E4XEh
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TWBDTHD, TWERFHE] ICX D52, €9 LTHRBEI 520202 ATHS,
* Cadiot HiX, ZDOb Iz, [HMERFHE (propriété extrinséque) & W HIBEEAIRET 25, [HMED
Rl L1X, OB RSl ob W ETE VLT SIRO YA 7D L THSD [4), T0 SR
Rt 13X, client (2RI LTS & «quiil faut prendre en charge » (E{T2 8 5 <% (FHF)), «dontil faut
soccuper» (x4 5_E / bV AWIIRDZ~E M) OLICHLbT I ENTES,

(4) « Pour décrire un objet il faut décrire a la fois ses propriétés intrinseques (désormais PI), propriétés
néganthropiques, et le type de rapport que l'on entretient avec lui que nous appellerons propriétés
extrinseques (désormais PE) . Le terme de rapport étant défini ici comme la forme spécifique que prend le
contact avec un objety ¥R IEIRT AHITiE, INTEMIERE (P, 370 HLIEARINEE S . bhbhasse
MREE (PE) & L&, O LR L DHUVEIZE VT SBURO & A 7O/ &0l Ligirhuidze e,

(BRI EWVVIEERIL, ZZTH. MREDHWETORMN L ZFTORE L THIESRS.
(Cadiot et Nemo1997 : 24)

« Z LT Cadiot HlE, 780 [FEM (X, SMERIEREIZ ZZH 5 («le « sens » d'un nom reléve de ses PE »,
ibidem : 25) &) BRSO TIRAHRNT 5, AMENERE: Z 2, BT EOEIROZEEEZ DAL B
NR—T&, BEHHLEIH L THLELTNWAERTHHEZEZLTWADTHAD,

3. 7I24—4HF 2R

+ Cadiot HDOEMGRIZ, Gibson BOEXD K HIIEFEL TWAT 7 4 —# A (affordance) OEEEE &
DY BN |, T 7 —F A, (5) OFIRICR RS X 9T, BEAEWIC [R5 | (afford)
HbOLELTERINDD, BECEAORETIIRLS, BIPLBRELOH W E MMM
(complementarity) & XU ZBHRNHIHTS 5D TH D,

(5) « The affordances of the environment are what it offers the animal, what it provides or furnishes, either for
good or ill. The verb o afford is found in the dictionary, but the noun affordance is not. I have made it up. [
mean by it something that refers to both the environment and the animal in a way that no existing term does.
It implies the complementarity of the animal and the environment. » (Gibson 1979 : 127)

c(6) DEIT, TI7A—F AT L DD TORBEORMETH S, T2 & 2 TR VOKIE, K
RIS D) 2 %7 74— KT 508, 2L OFESMIZIZEND Z L %7 74— K15,

(6) «1I assume that affordances are not simply phenomenal qualities of subjective experience (tertiary qualities,
dynamic and physiognomic properties, etc.). I also assume that they are not simply the physical properties of
things as now conceived by physical science. Instead, they are ecological, in the sense that they are
properties of the environment relative to an animal. » (Gibson 1982 : 404, JiaiEE)

+Cadiot & D\ 9 NTERIFFME & AMERIREEOFRBIIE, Gibson DV 5 ¥ER AR (physical physics) &
ARESFHUMEE: (ecological physics) DI & HAHIE L 5,

(7) « The object offers what it does because it is what it is. To be sure, we define what it is in terms of
ecological physics instead of physical physics. and it therefore possesses meaning and value to begin with. »
(Gibson 1986 : 139)

b oW, Gibson (1979) (1982) (1986). {14 (2003) (2005), 44 &K (1994) (2008) % Z: .
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P BREEANOT 74— ADIEAIEAS (2003), (2013) DI TH DA, WERB, SESEME
BIETEZE L7z o< ShTORW, UFCIX7 7 & ABOATDRKRA, 77 +—F A (9t
TERIRFE) OBES & OBFENENZ & 2R LTV,

4. 75 D AGEDRFDRIENE - R
« £94F créneau [ZHOWTHRETT 5, 8RR, TR TIIULTO L 5 RRAESES R TH S,

A. (RCHIED) BT, #EHR,
(8) Les créneaux du chateau fort permettaient a ses défenseurs de tirer sur I'ennemi en restant a l'abri.
BEEOPRIE, PHEDREN £ EMERHSO I LETREICT S b7,
(Lehmann et Martin-Berthet 1998 : 75)
B. BEfLAR—2Z,
(9)  Je fais un créneau pour garer ma voiture. (ad loc.) o7z UZHi 455 #4 2,
(10) Je fais un créneau. #>7- LT diZHE55EH4 5,
C. 72 &,
(11) trouver un créneau dans son emploi du temps (Grand Robert) A% 2 = —/LdWI 228 Z Wi & Lo 5
D. (3] Frdids, KRB DE,
(12) Cet industriel a trouvé un bon créneau, ce qui lui permet d'exporter. (Lehmann et Martin-Berthet, ad loc.)
ZFOE¥EFIT. LOFitiE2 RO, ZOZLITE- T, Wt TED L9 (ThoTs,

s REEA CTIEBBRAEREO L) REWRSEN RSN TWAN, EROMGIZAS L, créneau &
WIFENRHHHLLTWDOIX, D ORETIIEER T T/2< [(13)(14)], C OREIZBWLTH A XM
720 T2 [(15)], S LLHIND2IHOMEITIE L, FiRIZEL L 5 25589 - /e
—C“&)éo

(13) Depuis dix ans, plusieurs associations se sont spécialisées dans le créneau de « soutien psychologique »
aux chomeurs. (Le Monde)
1043, WS 2L O, KEF WD LB SV HMEEM e+ L5 12ho7z,

(14) Le sport est un domaine dans lequel les départements et les régions n'ont pas encore véritablement trouvé
leur créneau spécifique d'intervention. (Le Monde)
AR—=E, WM (OFTE) A3, MEIZINAL 9 BHE%E W EEIC AT SR WTH 58 Th b,

(15) Pourtant, ce changement est limité dans le temps ; il a un créneau, et en dehors de ce créneau, les
occlusives vélaires ne subissent plus la palatalisation. (Smith 1995 : 54)
LsLeiih, 2o () ZesHcREShTOD, L 2350, 20 THE) 2339 L,
KN EMS T ITRENE(LE Z 2 bR,

© 7T U AGERWGRTIL, UIRIZBND Z 8ISk > T X S H RN 5 2723 LT

HMECEXAMRE, HOEHO RENEWR] L TERLES ET22 M2 2 créneau [ZBIL
TIEHED L S REPBETE D (35 2004 : 76),

T IAREIEN) [T AL, MR ZSESETHEA, EHRAROZL OFRICBOTHLLLHRA TS,
AT A &, T—URAYEEHRE (fonction primaire)| (De Boer 1954, £ 1990). TXzUIZEE (forme schématique) |

(Culioli 1990, pp.115-134), HEFAMIRERT (signifié de puissance)] (Guillaume 1964, Picoche 1995), 7 > 7124517 5l
fiff (valeur en langue)! (Gosselin 2003, p.139) 7c & Ch 5.
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(16) créneau OABEMERR : [—EDTAZAEEL T HOICE TSN =220 - RElg

< (16) AL LT, BRGSOV THEED WRICE N & 1T A, BEEOURTIZ B, FEDS
IC72 5 & EF C, HRWRTERNI D & XX D ORPETNDS, ZOREEKRTIZ, O
L EXBRE DD NMEIZ > TEY . MR, 774 —F U ADDESOFHFITH S,

s OX, 7T REODBEALFDRITRE R E 50 2BFERRES L RT3,

£2: 75 REOWFABEES AL MEEOLR

27 R AZNTE | AL VGE | BVbIGE | v—=TiE | HGE HAGE
coupe-papier tagliacarte cuchillode | cortador de cutit de hartie | paper knife | ~—/3—
a5 papel papel FTAH
essuie-tout rotolo da toalla de papel-toalha prosop de paper towel | & v F 2/
T4~ TZH< | cucina papel hartie A=/ S—
garde-fou ringhiera barandilla | grade balustrada balustrade, | #ffr, #ii+
FEAZESFS handrail

passe-partout chiave llave chave mestra cheia masterkey | vAHZ—
(¥ ZTHi#%H) | master maestra principald H—

- passe-partout DREFZEKIL, (Wb & Z A% (partout) 1D (passer)] &9 572 DDRLHHROBHN
L72D | FEMITE, v AZ—F—ORHE - HEZIRIZH LD LTS DD, TSSO LI
HATRLTWWEWR D, ZRUTH LT, A # U 74k chiave master, A-XA ik llave maestra, 7~
/v b #7 V5l chave mestra, /L——~ =7 i cheia principala, #&ili master key {X, €h23 [ THHZ &
EFHRL TR R L R2ERMITHI0EREL TVWD VIR T T AGEE Z &R D,

* coupe-papier %, HLiZ [#t% (papier) ¥)% (couper)] &\ 5 HHE - HiDAZZR LT\ D, A 7|
T ERENSENTVRNIET, ENMITHDI0EF > TWRWIZT TR, #EY5

bl a5 MR, L3XF->THELT, REOS S2H—Gkw

c EBICBEAL REHIL, essuie-tout ThD, [#] THDHI LEARIRWENY 2, BIZ [T
(tout) $X< (essuyer)] & o TWATETTH Y | BERE - HIRZ /R L T & 1FW0 2 508 L2V s,
HEVICHFEARL LTWT FERIET TIHARDBIMETRIRE TR EY B ZERTERWNEEIZMR
EARS] (sous-déterminé) T 5.,

T UABDINLOGEX, [ZNRATHHN MERE, JFRICEAOWE) 2R R
fHiE (fonction référentielle) #1E & A EHEHEIZ LT, HolE S, [FTh%ET 50 (Hid, BHE) 25
+. BHHFEOFLRAIHEAE (fonction descriptive) (ZHHEL TV 5 °,

« ZORURAYEEREIL, AFER TV D T 7 A —F L AIZHET 5. coupe-papier (I AYIAH Z L& T 7 4
— KL, passe-partout |X X Z CHilin Z 2 %7 74— FL, essuiestout [ THIS Z #7774 — K
1%,

+ 22T, §2 Tz Cadiot 52X % client (2B %FCE, «quiil faut prendre en charge », « dont il faut
soccuper » Z HAGRIZARTH L &, b&DT7 T U/ AFETIEWTR O EUREHiOA T RENTWDIZ,

3 Corbin (2000). Villoing (2003). )11 (1993), Il (1997) (2005) % B,

Y 750 AFEDLCHT B TURAGKRED SIBRC OVVTIE, & BICIS et Lebaud (2017) THER L 7= 45 - A
sujet Dtk H TN AAGE & OxIf A2 SR I hizu,

3 4O TAIMEAE & FRRAUBEAEIZ OV \TIE Furukawa (1986 : 1155q) 2284, 7277 L, Furukawa (1986) (Eididk
MYEEREIZ &> 7= 2 HHaE 4 fonction attributive & LTU5,
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[PHEE A H & (HFP)), HEEETHE / BEbYAWVICARERE (WP v ) Lo, HF
EVIBERBERSTZZEEZRNBIL ), £ THERE, 77V AETHEREICRHMEIND L )
7 T34 | (caractérisation) /33712 & KO AR H D D256 LT, AAGE TH [FEK~DH R
(référence aux entité) O X X X PN L 72 D[ H S,

* Cadiot © 12 X DRIREIOATOAGOLRIE, R L CRIRARHITEARLS, Bl LI X 54O
HTHATH, BREHOLTORTRIZZL Z0N5, BUREOL TOAFOTRE, BEFDERD L
MN=ERICTHD (bHAA, FEFITERIEREIZR < | iddnED»%Z o), DI &I,
DEDFK 3 THDH LI, 7T AT & IR TS 58002\ ¢ Z & L bk —IcT 5,

R3: TS5 VRRBITETHEE (n) - BB () OREL, MEFLOLE (K TO:ED T

T Reh | AZYTE | AL R | AV IAGE | V—==T% | &k HAGH
dynamique | dinamica dindmica dindmica dinamica dynamics N
(n,a) (n) (n) (n) (n) (n) (n)
imperméable | impermeabile | impermeable | capa de chuva | pelerina de raincoat R
(n,a) (n,a) (n,a) (n) | ploaie (n) (n) (n)
joueur giocatore jugador jogador jucator player EF
(n,a) (n) (n,a) (n,a) (n) (n) (n)
meuble arredamento | mueble mobilia mobila furniture FE
(n,a) (n) (n,a) (n) (n) (n) ()
sérieux serio seriedad sério seriositate seriousness | ELAl X
(n, a) (n,a) (n) (n,a) (n) (n) (n)

5. 75 D RREIIERE A, BARETEREITE

C HiffiTTAIZT T o AGERERIC BT S (RO R [RLRAIEERE) ORBOER T, 772 A5
[ (métaphore) ZAFrERETHD LV 2 5, BERE ITHR. FEL A L QU ARRBHEEKL LTX
BB LD%E, ZTORMZS L CHEERICA ST ZETH S,

s FNEDRLT, EE~OETREZERT 2 DAGEL, FE~ORROZEREDY Z 25 Z L)l
TIE72W 72, HMR (comparaison) A4S CThHH EWVL D,

(17) 77 > A5 :coiter lapeaude fesses [=(3) DO—f] iR : [HOKOHETHS ]
AAGE : HOERLEOTHIEER

(18) 7 7 > AGE : Il pleut des cordes. [ELR : (#2355 T3
HAGE : N7 % Do Dz Lz X 3 22[l7E,

(19) 77 > A% : llestun lion. [EFR : IR
AATE : B3RO X 5 ITIRET,

© THE (2008:8) 1% THEIENND &R TIETDAFOM A TS, Lacapitale HHB, 13 la(ville) capitale
F72H#, Le principal ¥, 13 le (maitre) principal FEEZEN, la marine #E#E / AT, (31 (armée) marine / la
(navigation) marine {5 / TIfEAT, le quotidien F 1, 1% le (journal) quotidien 1 (Gi57fi) | La présidentielle = I' élection
présidentielle KFHTRAE...) DL DI, AmlPERES Wik, BEAPLAFRERTTHLEXATNDHEITHD
M, AFEFETIEZE 3 O joueur, meuble, sérieux 72 & TN G1 L HRRT S (WER0) LA 5T Tl
72, RONIBRE A U TAm S IEATISEERINZ > TOB b D LB XA, 7T v AGED Sl BOTR &
DIVAHR—I - 11D A /L Gk (Amauld et Lancelot 1660) Tk, £ailid nom substantif, 2753 nom adjectif &
RENTWDAS, Withd, TEEOMSRE 5 5137 (mots qui signifient les objets des pensées, ibidem : 31) Téh 5
EVIRTIAL TS L INTWAZ LMD, IR OLOMEANEGENIZHIDONTWA Z L3bn5,
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c(17) D7 7 > ZGEDIAZ « coter la peau de fesses » (X, EiRT 5 &, [HOBEOMEETS] L)
ZETHY . RECERNTH S, FHCK L, BARED THOERLE R THIEEE W 1. NFX)
BT LICEY, ERHRKRBIZR>TND,

< (18) DT T AFETIE, LFEEBYITE RS- TND] EWH ZET, #AXBDORD, i~
ABHBSSTVDZEEZFENHLL LTS, BRLELIREA/IZ, AFRETIE [NV 2051
DM LIEL D[] XIS, ERMARZT VN2 T 5 LEbh3,

< F7z, (19) T BUZ MEITRE) EwoZeickn, MEEE) LnwHEREH LD LTWS,
HAGETWI b, THRO LD ICIRSTE) L, ERIITE X5 EZB2RVOTIXRDA 5 b,
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